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Abstract 

Nucleic acids act as biomarkers for a host of diseases and conditions. Various technologies, 

almost all employing some form of modified DNA, have been developed to sense extracellular 

nucleic acids. An important component of many nucleic acid biomarkers are single nucleotide 

variants (SNVs). SNVs are positions in DNA in which a single nucleotide or base pair is altered, 

and include single nucleotide polymorphisms, point deletions, and epigenetic mutations. Some 

SNVs are directly or indirectly linked to certain diseases, and therefore their detection can offer 

valuable diagnostic and prognostic information. Currently, fluorescence-based methods are the 

dominant approaches used to sense or map SNVs. Whilst effective, their drawbacks include the 

need for careful experimental design to avoid false-positives, the inability to interrogate the 

nature of a mutation (i.e., to determine which other base is present), and their often complex 

and time-consuming nature.  

Electrochemical sensing of SNVs offers an alternative to fluorescence, with the potential for 

greater synchronisation with our increasingly digital, device-led world. The bulk of this thesis 

reports on the development of a surface-immobilised heterobimetallic DNA probe capable of 

electrochemically distinguishing between nucleobases at a single site (i.e., SNVs) in target 

DNA strands. Two redox-active complexes, a copper cyclidene macrocycle and a ferrocene 

unit, are incorporated into DNA using automated solid-phase synthesis. The copper cyclidene  

is incorporated internally and the ferrocene is appended to the 5′ end of the probe, with each 

producing a distinct electrochemical signal allowing for a ratiometric sensing approach. Key 

properties of the probe, including sensitivity, stability, and regeneration capability are 

determined. Clinically relevant SNV mutations associated with cancer and COVID-19 are 

detected using the bimetallic probe. Additionally, investigations into the SNV sensing 
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mechanism of the copper cyclidene, efforts to improve the sensitivity of the probe, and the 

expansion of targets to include RNA biomarkers are described. 

 Also included in this thesis is the functionalisation of metal-organic frameworks (MOFs) 

with fluorescently-modified DNA. MOFs are crystalline materials composed of metal ions or 

clusters connected through organic linkers, the different combinations of which allow for the 

tuning of a MOF’s properties. The functionalisation of two different MOFs with complementary 

fluorescently-modified DNA, and efforts to bind them together via DNA hybridisation to create 

a single material that combines the properties of each individual MOF, are described herein.  

Chapter 1 – Introduction 

 This chapter describes the structure and function of nucleic acids, their ability to act as 

biomarkers for certain diseases and conditions, and the artificial modification of 

oligonucleotides in the laboratory. Additionally, a review of fluorescence-based and 

electrochemical techniques used to sense nucleic acids is provided. 

Chapter 2 – Techniques 

 This chapter provides an overview of the techniques used throughout this thesis.  

Chapter 3 – Synthesis and Characterisation of Redox Labels and Modified DNA 

 This chapter describes the synthesis of the redox-active copper cyclidene and ferrocene 

phosphoramidites, and the design, synthesis, and characterisation of a library of modified DNA 

oligonucleotides used in this thesis. 
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Chapter 4 – Electrochemical Sensing of Single Nucleotide Variants Using Redox-Modified 

DNA Probes 

 This chapter describes the sensing of SNVs using the heterobimetallic probe synthesised in 

Chapter 3. The probe is immobilised onto the surface of an electrode to form a self-assembled 

monolayer, and key sensor properties are determined. SNVs in a well-studied test sequence are 

sensed, before the probe is used to detect clinically relevant SNVs associated with cancer, 

COVID-19, and epigenetic mutations. 

Chapter 5 – Efforts to Understand, Enhance, and Expand the Sensing of Nucleic Acids 

Using Redox-Modified DNA Probes 

 This chapter firstly investigates the SNV sensing mechanism of the copper cyclidene, with 

a proposed mechanism incorporating: 1) the precise position of the copper cyclidene within the 

probe–target duplex; and 2) the thermodynamic stabilities of different probe–target duplexes. 

Efforts to improve the sensitivity of the probe using different probe designs and alternative 

electrochemical techniques are also described. Finally, the sensing of RNA targets as well as 

sensing in complex biological media are investigated. 

Chapter 6 – Functionalisation of Metal-Organic Frameworks with Fluorescently-

Modified DNA 

 This chapter describes the functionalisation of MOFs with complementary fluorescently-

modified DNA and efforts to bind different MOFs together via DNA hybridisation. Cy3- and 

Cy5-modified oligonucleotides are attached to Hf- and Zr-based MOFs using copper-catalysed 

click chemistry. Efforts to bind these DNA-functionalised MOFs together via DNA 

hybridisation are described, as well as the detection of DNA hybridisation at the MOF surfaces 

using Cy3 → Cy5 Förster Resonance Energy Transfer emission. 
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Chapter 7 – Experimental 

 This chapter describes in detail the experimental procedures used to produce this thesis. 

Chapter 8 – Appendix 

 This chapter includes additional data that supplements the main text of the thesis. 
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Chapter 1: Introduction 

1.1. Nucleic Acids: Structure, Stability, and Function 

1.1.1. Nucleotide Structure 

Nucleic acids are biopolymers that play an essential role in all known organisms. There are 

two main types of nucleic acid: deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). The 

monomers of nucleic acids are nucleotides. A standalone nucleotide (Figure 1.1) consists of a 

pentose sugar ring, a nitrogenous base, and one to three phosphate groups.1,2 In DNA, the 

pentose sugar is deoxyribose, whilst in RNA, the pentose sugar is ribose. The pentose sugar 

consists of five carbon atoms labelled 1′ through to 5′. The base attaches to the 1′ carbon via a 

glycosidic bond and the phosphate group attaches to the 5′ carbon. Attachment of the base to 

the 1′ carbon results in the formation of a nucleoside. Attachment of one to three phosphate 

groups to the nucleoside results in the formation of a nucleotide. 

 

 

 

 

 

 

 

 

 Five main nitrogenous bases are found in nature (Figure 1.2).1,2 Adenine and guanine are the 

bicyclic purine bases, whereas cytosine, thymine, and uracil are the monocyclic pyrimidine 

Figure 1.1: Nucleotide structure. 
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bases. Adenine, guanine, cytosine, and thymine are present in DNA. In RNA, uracil replaces 

thymine.  

 

 

 

 

 

 

 

1.1.2. Double-Helix Structure 

Nucleotide monomers link together to form DNA or RNA strands (Figure 1.3).1,2 The 

phosphate group attached to the 5′ carbon atom undergoes a condensation reaction with the 3′ 

hydroxyl group of another nucleotide to form a phosphodiester bond. Under physiological 

conditions, the hydroxyls on the phosphate groups are deprotonated, imparting a negative 

charge to the nucleic acid. The arrangement of nucleotides in a nucleic acid sequence is depicted 

linearly, starting with the nucleotide at the 5′ end and ending with the nucleotide at the 3′ end. 

Two complementary nucleic acid strands can bind together to form a duplexed double-helix 

structure. The two strands are held together by hydrogen bonding between the bases: two 

hydrogen bonds between adenine and thymine/uracil, and three hydrogen bonds between 

cytosine and guanine. The two strands run antiparallel to each other, with one strand running 

from 5′ to 3′ and other running from 3′ to 5′. 

3 

 

Figure 1.2: Nitrogenous base structures. Adenine, guanine, cytosine, and thymine are present in DNA; uracil replaces 
thymine in RNA. 
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 Three main double-helix DNA structures are known to exist in nature: B-form, A-form, and 

Z-form (Figure 1.4).1,2 B-form DNA is the dominant structure present in the genome of cells, 

and is characterised by its right-handed helical twist and alternating major and minor grooves. 

A-form DNA also exhibits a right-handed helical twist and major and minor grooves, whilst 

possessing a larger helix diameter and base pairs that are more tilted relative to the helical axis 

compared with B-form DNA. Z-form DNA is markedly different from the B- and A- forms, 

exhibiting a left-handed helical twist, repeating units of not one, but two base pairs, and a zig-

zagging instead of a smooth line connecting the phosphorus atoms in the phosphodiester 

backbone. RNA can also form double-helix structures. RNA is typically found single-stranded 

in nature but an RNA strand can duplex with itself and also form heterogeneous duplexes with 

complementary DNA. Duplexed RNA does not adopt a B-form structure1 and has instead been 

found to adopt varieties of A-form4 and Z-form5 structures dependent on base sequence and salt 

concentration. 6 

Figure 1.3: : The double-helix structure of DNA, with the hydrogen bonding between bases displayed. (Taken from 
reference 3.) 
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1.1.3. Duplex Stability 

The stability of a double-stranded DNA duplex is determined by several factors. Maximum 

stability is achieved when complementary base-pairing is perfect. Mismatches present in 

shorter duplexes have a significant negative effect on duplex stability, with certain mismatches 

(notably A-A, T-T, C-T, and C-A) being particularly impactful.7,8 Base stacking, whereby 

interactions between the aromatic bases results in net attraction between adjacent stacked 

nucleotides, produces an even greater stabilising effect than fully complementary base-pairing.9 

Environmental factors such as salt composition/concentration and temperature also have a 

significant effect on duplex stability.1,10 Cations such as alkaline earth metal ions have a 

stabilising effect on DNA duplexes by negating the negative charges lining the phosphodiester 

backbones and thus minimising repulsive electrostatic interactions between two duplexed 

strands. RNA duplexes are predominantly forced into the more rigid A-form by the 2′ hydroxyl 

groups, enhancing their thermal stability relative to the less rigid B-form DNA tends to adopt.11 

Figure 1.4: Molecular structures of the three double-helix DNA structures found in nature: A-DNA, B-DNA, and Z-DNA. 
(Taken from reference 6.) 
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However, the 2′ hydroxyl makes RNA more susceptible to hydrolysis reactions, making RNA 

less chemically stable than DNA.2 

1.1.4. Biological Function of Nucleic Acids 

The primary function of nucleic acids is the storage and transmission of genetic 

information.1,2 Most organisms have a DNA-based genome but many viruses have RNA-based 

genomes. A gene is a section of an organism’s genome that codes for a protein. The sequence 

of bases in a gene dictates the order in which amino acids are pieced together to form proteins, 

which play an integral role in the growth, function, and reproduction of all known organisms. 

A gene is first transcribed into messenger RNA (mRNA) which consists of the sequence of 

bases in the gene in RNA form. The ribosome then reads the genetic code carried by the mRNA 

and translates it into a protein (Figure 1.5). 12  

 

 

 

 

 

 

 

 

 Figure 1.5: The synthesis of a polypeptide (protein) via transcription and translation. (Taken from reference 12.) 
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Although the storage and transmission of genetic information is the primary function of 

nucleic acids, they also perform other biological processes. RNA in particular adopts a diverse 

array of forms and undertakes a multitude of functions.  Over half of the ribosome itself consists 

of ribosomal RNA (rRNA)13 and RNA in the form of ribozymes act as biocatalysts for various 

biochemical reactions.14 microRNAs (miRNAs), short (17–25 bases) noncoding RNA 

sequences, modulate gene expression post-transcriptionally and their dysregulation plays an 

important role in many diseases.15 Long noncoding RNA, sequences of RNA more than 200 

bases long that do not code for any proteins, are abundant in organisms and affect processes 

varying from transcription regulation to chromosomal stability.16  

1.2. Nucleic Acids as Biomarkers 

1.2.1. Cell-Free Nucleic Acids 

Nucleic acids that exist outside of cells are termed cell-free (cf) nucleic acids.17 Cf-DNA is 

fragmented DNA that is present in bodily fluids and mostly remains double-stranded.18 

Fragment lengths vary greatly and depend on their origin: cf-DNA released via apoptosis 

(controlled cell death) are approximately 70–200 base pairs in length, whilst cf-DNA released 

via necrosis (cellular death caused by cell injury) can be thousands of base pairs long.18 

Degradation and clearance of cf-DNA occurs in the blood (by DNA-degrading enzymes) and 

organs (liver, kidney, spleen, and lymph nodes), with the half-life of cf-DNA typically ranging 

from several minutes to two hours.18 Cf-DNA has particular diagnostic and prognostic value 

for cancer patients, with higher cf-DNA levels in the blood indicative of more advanced tumour 

progression.19,20 Cf-DNA also acts as a biomarker for a multitude of other diseases and 

conditions, including autoimmune diseases,21 organ transplantation acceptance,22 and stroke 

severity.23 
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Extracellular miRNAs are present in significant quantities in almost all bodily fluids, 

including blood, saliva, urine, and even tears.24 Although single-stranded, miRNAs seldom 

exist in isolation and are usually bound to proteins or encapsulated within exosomes or 

microvesicles.25 Because of their conjugation with proteins and the protection afforded by lipid 

bilayers, extracellular miRNAs are relatively stable and can remain in a bodily fluid for 

significantly longer than a typical cf-DNA fragment.25 Although the biological function of 

extracellular miRNAs is not yet completely understood, there is a broad consensus that inter-

cell signalling relating to gene expression is their primary biological function.26 As with cf-

DNA, extracellular miRNAs act as biomarkers for a host of different cancers.27 Approximately 

70% of known miRNAs are expressed in the brain28 and, as such, multiple central nervous 

system disorders have been associated with miRNA dysregulation.29 Extracellular miRNAs 

have also been identified as biomarkers for a variety of other diseases and conditions, including 

diabetes,30 cardiovascular disease,31 and viral infections.32 

1.2.2. Single Nucleotide Variants 

Single nucleotide variants (SNVs) are positions in the genome in which a single nucleotide 

or base pair is altered. Here, ‘SNV’ is used as an umbrella term and includes alterations such as 

single nucleotide polymorphisms (SNPs), point deletions, and epigenetic mutations. Figure 1.6 

shows an SNP in which a single nucleotide (and its paired nucleotide) is changed from one 

duplexed DNA strand to the other. SNPs are defined as base pair variations at specific points in 

the germline DNA that occur in >1% of the population.33 Although many have no effect on the 

encoded proteins, many others do affect the phenotypic expression of the genome and some are 

directly or indirectly linked to certain diseases.34 Examples include SNPs associated with 

increased risk of Alzheimer's Disease,35 cancer susceptibility,36 and the body’s response to 

fighting off infectious diseases.37 
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 Epigenetic SNVs involve the natural modification of specific locations in the genome and 

are crucial in controlling genome regulation and expression.38 The methylation of cytosine at 

the C5 position to produce 5-methylcytosine (5mC, Figure 1.7) is the prime example of an 

epigenetic mutation. In eukaryotic genomes, 5mC is mostly found in CpG dinucleotides (a 

cytosine followed by a guanine in the 5′ to 3′ direction) and affects gene regulation, DNA repair, 

and chromosome structure.39 Localised hyper-methylation40 and genome-wide hypo-

methylation41 have been associated with cancer, and therefore 5mC can act as a cancer 

biomarker dependent on its location in the genome. Dozens of other naturally occurring 

modified DNA bases have been discovered,42 and their importance to the functioning of the 

genome is underlined by the army of enzymes dedicated to their formation and regulation.43 

Given their fundamental biological significance, the identification of epigenetic mutations will 

help to advance our understanding in the roles they play in normal genomic functioning and 

abnormal genomic pathology. 

 

Figure 1.6: A SNP, with the relevant bases highlighted. The T–A base pair in the left duplex is replaced by a G–C base 
pair in the right duplex. 



9 

 

 

 

 

 

 

1.3. Modified Nucleic Acids 

Nature’s ability to alter the basic building blocks of nucleic acids to increase their 

functionality can and has been replicated in the laboratory. Artificially modifying nucleic acids 

seeks to impart added properties whilst retaining those that makes them so useful, namely their 

molecular recognition and structural stability. Modifications to a nucleic acid are intended to 

impart various properties, the most common being sensing ability (fluorescent and 

electrochemical), resistance to enzymatic degradation, and therapeutic properties. Different 

parts of the structure of a nucleic acid can be modified, examples of which are discussed below. 

1.3.1. Base Modification 

Artificial modification of the bases varies from relatively minor adjustments to complete 

replacement with unrelated groups. The N7 and C8 sites of purines, and the C5 site of 

pyrimidines, are often modified as they do not participate in base-pairing and are more 

synthetically accessible.44 Examples of more limited alterations include modified bases such as 

6-hydroxylaminopurine, in which the replacement of one of the amino hydrogen atoms with a 

hydroxyl group in adenine (Figure 1.8, left) imparts mutagenic properties owing to its 

ambivalent coding capacity.45 The mutagenicity of 6-hydroxylaminopurine is such that it has 

been investigated for its antibacterial properties in an effort to develop novel antibiotics.46 Other 

Figure 1.7: Structures of cytosine (left) and 5mC (right), with the additional methyl group in blue. 
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simple synthetically modified bases include 2-aminopurine, in which the amine in adenine is 

moved to the 2-position of the purine ring (Figure 1.8, right). This simple alteration imparts 

fluorescent properties not observed with canonical bases and has been used to probe nucleic 

acid structures.47 

 

 

 

 

 

 

More complex base modifications include adding larger groups to the base. Azide-alkyne 

click chemistry provides a simple route for the labelling of bases with fluorescent and redox-

active labels, peptides, and other reporter groups under relatively mild conditions.48 An 

illustrative example is the formation of fluorescent coumarin dye conjugates using bases 

modified with terminal alkynes reported by Seela and coworkers (Figure 1.9).49 Starting with 

non-fluorescent precursors, the formation of strongly fluorescent 1,2,3-triazole conjugates in 

the presence of a copper catalyst can be used for the visualisation of DNA in solution or in vivo. 

Functional groups can also be attached to the bases by other means, including using amide,50,51 

alkene,51,52 and alkyne51,52 linkers. 

 

 

 

Figure 1.8: Structures of 6-N-hydroxylaminopurine (left) and 2-aminopurine (right), with the modified components 
highlighted in blue. 
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More drastic still is the replacement of the bases entirely. Whereas modified bases still often 

retain their ability to base-pair, replacement will usually prevent this and have a 

correspondingly negative impact on duplex stability. In return, replacement of the bases and 

their relatively limited properties with more active groups offers enhanced functionality.53 An 

early example is the incorporation of polycyclic aromatic hydrocarbons such as naphthalene, 

phenanthrene and pyrene reported by Kool and coworkers.54 In addition to their fluorescent 

properties, the planar hydrophobic DNA base analogues exhibited stacking that was even more 

favourable than the stacking interactions observed between natural bases.55 More recently, Kool 

and coworkers have developed phenethnylpyrene base analogues which, when adjacent to one 

another, produced green excimer fluorescence (Figure 1.10).56 Upon irradiation at 365 nm, the 

alkynyl groups underwent cycloaddition and a rapid colour change to blue occurred. When 

combined with a redshifted dye acceptor (the cyanine dye Cy3) a colour change of orange to 

blue was observed in both the test tube and in human kidney cells. 

 

 

 

 

 

 

Figure 1.9: Click reaction reported by Seela and coworkers generating a fluorescent nucleoside analogue from non-
fluorescent precursors. (Adapted from reference 49.) 

Non-fluorescent Fluorescent 
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1.3.2. Sugar Ring Modification 

 Modification of the sugar ring often occurs at the 2′ and 4′ carbon atoms. A key example are 

locked nucleic acids (LNAs), in which a methylene bridge links a 2′ oxygen atom with the 4′ 

carbon atom (Figure 1.11, left). LNAs exhibit a high resistance to nucleases, with even one 

strategically located LNA nucleotide in a sequence of otherwise natural nucleotides 

significantly decreasing rates of enzymatic degradation.57,58 LNA-containing oligonucleotides 

also exhibit a high affinity for complementary DNA and RNA, with LNA/DNA and LNA/RNA 

hybrid duplexes adopting the rigid A-form conformation and having accordingly high thermal 

stabilities.59 Even simple modifications of the 2′ carbon atom such as methoxy and fluorine 

substituents (Figure 1.11, middle) confer protective properties against nucleases.60,61 Breakage 

of the sugar ring between the 2′ and 3′ carbons forms an unlocked nucleic acid (UNA) structure 

(Figure 1.11, right). Incorporation of UNA nucleotides increases the flexibility of an 

oligonucleotide, however at the expense of the thermal stability of duplexes it forms with 

complementary DNA/RNA.62 

 

 

 

Figure 1.10: Photoreaction of adjacent phenethnylpyrene DNA base analogues resulting in a colour change of green to 
blue. (Taken from reference 56.) 
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 Removal of the sugar ring whilst leaving the phosphodiester backbone intact has also been 

reported. Threoninol mimics the 3′ and 5′ hydroxyl groups, and the 3-carbon spacer between 

them, of a natural sugar ring (Figure 1.12) and can be incorporated into an oligonucleotide using 

phosphoramidite chemistry (discussed in detail in Chapter 2). A functional group can be 

attached via the amine to effectively replace an entire nucleoside. Because of the two chiral 

centres present in threoninol, the orientation of the reporting group within the oligonucleotide 

and the duplexes it forms can be changed depending on the isomer chosen. Using certain 

isomers of threoninol, Tucker and coworkers incorporated the fluorescent group anthracene into 

DNA probes.63,64 The anthracene produced a different fluorescent response depending on the 

base opposite in the probe–target duplex, which allowed for the discrimination between 

different base pair mismatches. Threoninol and similar moieties have been used to incorporate 

a range of functional groups into DNA for purposes as varied as nick sealing,65 photo-cross-

linking,66 and chiral sensing.67 

 

 

 

 

X = OMe, F LNA UNA 

Figure 1.11: Structures of LNA (left), 2C′ substituted nucleic acid (middle) and UNA (right). 
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 Another key example of modified nucleic acids in which entire nucleosides are replaced are 

the metal cyclidene complexes also reported by Tucker and coworkers.68 Macrocyclic cyclidene 

complexes with a Cu2+ or Ni2+ central cation, first synthesised by Kowalski and coworkers,69,70 

were incorporated into DNA in either a tagged or a linked system (Figure 1.13). In the tagged 

system (Figure 1.13, left) the core structure of the phosphodiester backbone was essentially left 

intact, with three carbon atoms separating the phosphate groups and the cyclidene itself 

protruding into the space a normal nucleoside would occupy. In the linked system (Figure 1.13, 

right) the cyclidene was effectively built into the backbone, occupying the space that multiple 

phosphate groups would occupy in a normal oligonucleotide. In the tagged system, the planar 

cyclidene was found to be able to intercalate into the duplex formed with complementary DNA. 

The redox-active Cu2+ and Ni2+ cations allowed for the generation of an electrochemical signal. 

The (R)-isomer of the Cu2+ cyclidene (CuCy) in the tagged system was able to discriminate 

electrochemically between all four bases in a sequence of target DNA. CuCy and its base-

discriminating ability is discussed in detail in subsequent chapters and forms the basis of much 

of this thesis. 

 

 

 

Threoninol 

Figure 1.12: Structures of an unmodified DNA sugar ring (left) and threoninol (right), with the analogous carbons 
labelled. 
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1.3.3. Phosphate Backbone Modification 

One example of a modified nucleic acid backbone has already been presented in the form of 

the linked cyclidene system discussed in section 1.3.2. However, as the name suggests, the 

cyclidene acted more as part of a chain linking two separate oligonucleotides together and 

inhibited base-pairing with a single complementary DNA target. Other modifications alter the 

natural phosphodiester backbone whilst still allowing the modified oligonucleotide to base-pair 

with a complementary nucleic acid. Simple modifications such as phosphorothioate DNA and 

phosphoroamidate DNA (Figure 1.14, left) alter the phosphate groups themselves. In 

phosphorothioate DNA, a non-bridging oxygen atom is replaced with a sulphur atom, and in 

phosphoroamidate DNA, a bridging oxygen atom is replaced with a nitrogen atom. As with 

many of the sugar modifications discussed above, a key benefit of such phosphate modifications 

is the enhanced resistance to nuclease degradation that they confer.71,72 Additionally, both 

M = Cu2+ or Ni2+ 

Figure 1.13: Structures of the tagged (left) and linked (right) metal cyclidene complexes reported by Tucker and 
coworkers. (Adapted from reference 68.) 
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phosphorothioate DNA and phosphoroamidate DNA exhibit increased binding affinities for 

their targets compared with unmodified DNA.71,72 Peptide nucleic acids (PNAs) are DNA/RNA 

analogues that replace the phosphodiester backbone with repeating units of N-2-

aminoethylglycine connected with peptide bonds (Figure 1.14, right). The uncharged backbone 

of PNA allows for stronger hybridisation with complementary DNA/RNA because of the lack 

of electrostatic repulsion.73 PNAs also exhibit strong resistance to nuclease degradation and can 

therefore function in vivo for longer periods of time compared with analogous DNA/RNA 

oligonucleotides.73 

 

 

 

 

 

 

 

 

 

1.3.4. Common Fluorescent and Electrochemical Modifications 

A number of fluorophores are commonly incorporated into DNA for sensing or imaging 

applications. They are typically appended to the end of the oligonucleotide but can also be 

incorporated internally. Commercially, by far the most common use of fluorophore-labelled 

DNA is in real-time quantitative PCR (qPCR) as molecular beacon and TaqMan probes, the 

functioning of which is described in detail in section 1.4.1. These probes each incorporate a 

fluorescent reporter group and a quenching group. A fluorophore can act as either a reporter or 

PNA 

Phosphorothioate 

DNA 

Phosphoroamidate 

DNA 

Figure 1.14: Structures of phosphorothioate and phosphoroamidate (left), and the structure of PNA (right). 
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a quencher depending on the emission of its paired fluorophore. Common examples of DNA-

modifying fluorophores used in real-time qPCR include FAM (6-carboxyfluorescein), TAMRA 

(6-carboxytetramethylrhodamine), and the cyanine family of dyes (Figure 1.15).  

 

 

 

 

 

 

 By comparison, no redox-modified nucleic acid is used as widely as fluorescent DNA probes 

are in qPCR. However, the last 25 years have seen the extensive reporting of the synthesis and 

application of redox-modified DNA, of which the cyclidene-modified DNA reported by Tucker 

and coworkers discussed above is an example.68 The primary application of redox-modified 

DNA is the sensing of nucleic acids, key examples of which are discussed below in section 

1.4.2. As with fluorophore-labelled DNA, a handful of electrochemical modifications are 

commonly used. In particular, methylene blue (MB) and ferrocene (Fc) are amongst the most 

popular. MB (Figure 1.16, left) undergoes a two electron and one proton transfer 

oxidation/reduction at physiological pH.74 In addition to being covalently incorporated into an 

oligonucleotide, solution-based MB also interacts with single-stranded and double-stranded 

DNA differently and can therefore be used as a hybridisation indicator.74 Fc consists of a central 

Fe2+ cation sandwiched between two cyclopentadienyl rings (Figure 1.16, right). The Fe2+ is d6 

and each cyclopentadienyl ring is allocated a single negative charge. Fc is redox-active owing 

Figure 1.15: The fluorescent modifications FAM (left), TAMRA (middle), and cyanine dyes (right). 

FAM Cyanine dyes TAMRA 
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to the Fe2+/Fe3+ redox couple, highly stable, and easily functionalised.75 Fc and its incorporation 

into DNA is used extensively throughout this thesis and is discussed further in subsequent 

chapters. 

 

 

 

 

 

 

1.4. Sensing Nucleic Acids 

1.4.1. Fluorescence-Based Nucleic Acid Sensing 

Real-time qPCR is the commercially dominant method for the detection and quantification 

of nucleic acids. In real-time qPCR, a variety of fluorescent reporters are used to signal the 

presence of a target nucleic acid. These include a host of dyes that intercalate into double-

stranded DNA, of which one of the most commonly used is SYBR Green I (Figure 1.17).76 

SYBR Green I belongs to the cyanine dye family and is excited at 480 nm and emits at 520 nm. 

Once intercalated into double-stranded DNA, the mobility of SYBR Green I is greatly reduced, 

causing more of its energy, when excited, to be released as fluorescence. Therefore, in the 

presence of SYBR Green I, more double-stranded DNA results in increased fluorescent 

emission. SYBR Green I is thus used to monitor the amplification of double-stranded DNA as 

signalled by an increase in fluorescence. Real-time qPCR plots (cycle number versus 

fluorescent signal) can then be used to absolutely or relatively quantify a nucleic acid target. 

The major drawback to SYBR Green I and other intercalating dyes is that they bind to double-

Methylene Blue Ferrocene 

Figure 1.16: The electrochemical modifications methylene blue (left) and ferrocene (right). 
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stranded DNA in a largely non-specific manner.77 Although not usually a problem during PCR 

amplification, owing to the vast majority of double-stranded DNA being amplified from target 

DNA, additional testing is sometimes required to confirm that the amplicon generated is the 

product of the target nucleic acid. 

 

 

 

 

 

 

 

Reporters in the form of fluorophore-modified DNA offer a more specific mode of nucleic 

acid sensing. Fluorescent molecular beacons are DNA probes modified with a fluorescent 

reporter group at one end and a quenching group at the other (Figure 1.18).78 In the unbound 

state molecular beacons partially hybridise with themselves to form a hairpin structure that 

brings the reporter and quencher into close proximity, quenching fluorescent emission. In the 

presence of target nucleic acid the molecular beacon unfolds and binds with the target to form 

the thermodynamically more stable probe–target duplex, removing the reporter and quencher 

from close proximity to one another and thus resulting in increased fluorescent emission. In a 

real-time qPCR run employing a molecular beacon specific to the target nucleic acid, 

fluorescence increases as more amplified DNA is produced. Unlike intercalating dyes, 

molecular beacons are specific to the target and therefore an increase in fluorescence should 

only be observed if said target is present. However, there is the risk of molecular beacons 

Figure 1.17: Structure of SYBR Green I. 
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unfolding due to non-specific interactions79 and also the presence of nucleases resulting in 

probe degradation,80 both events leading to false positives. 

 

 

 

 

 

 

 

 

 

 

The Taqman assay is another fluorescently-labelled DNA probe commonly used as a reporter 

group in real-time qPCR.81 Like molecular beacons, Taqman probes are modified with a 

fluorescent reporter group at one end and a quenching group at the other (Figure 1.19). The 

probes are short enough such that the reporter is quenched whilst the probe is intact. The probes 

are also designed to bind specifically to a section of the target DNA being amplified. Taq 

polymerase, with its 5′ to 3′ exonuclease activity, cleaves the Taqman probe as it synthesises 

the target DNA, separating the reporter from the quencher and resulting in an increase in 

fluorescence. As more target DNA is amplified, more Taqman probe is cleaved and more 

fluorescent emission is observed. Unlike molecular beacons, the functioning of Taqman probes 

is dependent on the exonuclease activity of Taq polymerase and therefore can only be used in a 

real-time qPCR setup. However, as the design of Taqman probes does not need to facilitate 

Figure 1.18: Schematic diagram of the functioning of a fluorescent molecular beacon. 
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structures such as hairpins, shorter sequences can be used and moieties such as minor groove 

binders can be appended to increase the binding affinity to the target sequence.82,83 

 

 

 

 

 

 

 

 

Other methods employing fluorescence are also used to sense nucleic acids. Microarrays 

typically involve running fluorescently labelled target nucleic acids (or copies/analogues of) 

across a plate containing microscopic pores with DNA probes immobilised within them.84 The 

probes capture complementary labelled target nucleic acids and after a washing step the 

fluorescent signal of each pore corresponds to the amount of target captured. Gene expression 

analysis, whereby RNA is extracted from cells and used to determine which genes are ultimately 

being translated into proteins, has been the primary application of microarrays.84,85 Sequencing 

methods, recently spearheaded by some variants of Next Generating Sequencing (NGS) 

technologies and their use of fluorescently-modified nucleotides, can also be used to sense 

nucleic acids.86,87 They are ideal for determining the exact make-up of nucleic acids known or 

thought to be biomarkers of disease. However, microarrays and sequencing technologies have 

not supplanted real-time qPCR in detecting and quantifying nucleic acids and have instead been 

Figure 1.19: Schematic diagram of the functioning of a Taqman probe. 
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employed in more niche applications. Furthermore, all of the fluorescent methods discussed 

above – real-time qPCR, microarrays, and sequencing technologies – remain the province of 

well-equipped labs and require specialist training to operate.  

1.4.2. Electrochemical Nucleic Acid Sensing 

Electrochemical nucleic acid sensors have the potential to improve on the weaknesses of 

fluorescent-based sensors, with results often produced in minutes, limited training and 

equipment required, and high sensitivities reported without the use of target amplification.88,89 

Typically, electrochemical nucleic acid sensors involve DNA probes modified with redox labels 

such as MB and Fc. The probes are usually immobilised onto the surface of an electrode to form 

self-assembled monolayers (SAMs), which are discussed in detail in Chapter 2. Probe–target 

binding modulates the electrochemical output of the redox labels to enable the sensing of the 

target. Amongst the simplest examples are redox-modified hairpin probes.90,91 In their most 

basic form, the unbound probe adopts a hairpin conformation that holds a redox label close to 

the electrode surface, resulting in efficient electron transfer (Figure 1.20). Binding of the target 

removes the redox label from close proximity to the electrode surface, resulting in reduced 

electron transfer and a drop in current signal. More recent adaptations include the cleaving of 

the hairpin using the target-triggered nonspecific DNA cleaving activity of CRISPR/Cas12a 

proteins92 and target-catalysed hairpin assembly.93 
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 Alternatively, other sensors have functioned by the probe’s bringing a redox label closer to 

the electrode surface. Plaxco and coworkers’ DNA ‘pseudoknot’ unravelled in the presence of 

target DNA to allow the MB to more easily reach the electrode surface (Figure 1.21).94 The 

pseudoknot was also tested by sensing target spiked into blood serum, making it one of the 

minority of electrochemical sensors reported to have been tested with a physiologically relevant 

medium.  Similarly, Ricci and coworker’s sensor involved a probe that formed a triplex 

structure with target DNA via Watson-Crick and Hoogsteen interactions, bringing the attached 

MB closer to the electrode surface and generating an increased signal.95  

 

 

 

 

 

Figure 1.20: Schematic diagram of the functioning of a redox-modified hairpin probe. 

Figure 1.21: Plaxco and coworkers’ pseudoknot. (Taken from reference 94.) 
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Multiple probes have been employed in the same sensor. Lai and Yu’s involved a capture 

probe and a MB-modified signal probe, both surface-immobilised (Figure 1.22).96 In the 

absence of target DNA both probes partially hybridised, removing the MB from the electrode 

surface. In the presence of target DNA the signal probe was displaced and formed a hairpin 

structure, bringing the MB closer to the electrode surface and generating an increased current 

signal. As with the pseudoknot described above, the sensor was also tested by sensing target in 

(diluted) blood serum. Plaxco and coworkers reported on a similar sensor but with the MB-

modified signal probe not surface-immobilised and instead remaining partially hybridised to 

the surface-immobilised capture probe with and without target present.97 The sensor reported 

an impressive limit of detection (LOD) of 0.4 pM. 

 

 

 

 

 

 

 

 

 

Other sensors have employed multiple redox labels. Ellington and coworkers reported on a 

simple hairpin sensor modified with an additional Fc at its surface-bound end in addition to a 

MB at the 5′ terminal end (Figure 1.23).98 Whilst the MB was removed from the electrode 

surface upon target binding, Fc remained relatively unmoved and therefore produced a constant 

current signal with and without target. This enabled a ratiometric sensing mechanism whereby 

Figure 1.22: Lai and Yu’s surface-immobilised capture and signal probes. (Taken from reference 96.) 
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the current of the MB was divided by the current of the Fc, which proved more reproducible 

than using just the MB alone. Another benefit of having a constant redox signal acting as an 

internal reference is the assurance it brings regarding sensor integrity: if the reference signal 

remains constant, this indicates that the probes remain attached to the electrode surface. Using 

a ratiometric sensing mechanism can also account for signal drift, provided the two current 

signals drift in concert and the difference between them remains constant.99  

 

 

 

 

 

 

 

 

 

Other sensors employing multiple redox labels involve a ratiometric sensing mechanism in 

which both signals change upon target addition. Lai and Yang’s sensor adapted the 

capture/signal probes discussed above by modifying the capture probe with a MB and the signal 

probe with a Fc (Figure 1.24).100 Upon target binding to the capture probe, Fc was able to move 

closer to the electrode whilst MB moved further away. Similarly, Chen and coworkers’ sensor 

employed a surface-immobilised MB-modified signal probe partially hybridised to a Fc-

modified capture probe.101 Upon a miRNA target binding to the Fc-modified capture probe and 

floating away, the signal probe formed a hairpin structure which brought the MB closer to the 

Figure 1.23: Ellington and coworkers ratiometric sensor with a dual-modified probe in which the Fc acted as a constant 
internal reference. (Taken and adapted from reference 98.) 
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electrode surface, achieving a remarkably low LOD of 2.3 fM. Ratiometric sensing mechanisms 

in which two redox signals change upon target addition should result in larger and more 

definitive changes than those in which just one redox signal changes, potentially enhancing 

sensitivity. However, the lack of a constant internal reference means that sensor integrity may 

be harder to assess. 

 

 

 

 

 

 

 

 

1.5. Summary 

Nucleic acids are essential to the functioning of all known organisms. Although their primary 

function is the storage and transmission of genetic information, they also perform other essential 

biological tasks such as biocatalytic and cellular signalling activities. Nucleic acids act as 

biomarkers for certain diseases and conditions. In particular, being able to quantify the presence 

of cf-DNA and extracellular miRNAs, and detect the presence of SNVs, offers valuable 

diagnostic and prognostic information. Nucleic acids have been extensively modified in the lab 

in an attempt to enhance their functionality whilst maintaining their intrinsic useful properties, 

namely their molecular recognition capability and structural stability. Modifications ranging 

from minor base alterations to complete replacement of nucleosides and the phosphodiester 

backbone have been reported. The functionalities that nucleic acid modification most often 

Figure 1.24: Lai and Yang’s ratiometric sensor in which both the MB and Fc signals changed upon target addition. 
(Taken from reference 100.) 
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seeks to impart include fluorescent and electrochemical properties, resistance to nuclease 

degradation, and enhanced target binding affinities. Fluorophore-labelled nucleic acids and 

nucleotides currently play essential roles in commercially dominant sensing and sequencing 

technologies, usually in tandem with PCR amplification. Sensing using redox-modified nucleic 

acids offers an alternative sensing modality, with potential improvements over fluorescent-

based systems including faster readout times, amplification-free sensing, and greater 

synchronisation with our increasingly digital, device-led world. 
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Chapter 2: Techniques 

2.1. Automated Solid-Phase DNA Synthesis 

 Solid-phase automated DNA synthesis is the process by which oligonucleotides of up to 

approximately 100 bases long may be synthesised on a solid support, most commonly using 

phosphoramidites as nucleobase monomers. Multiple approaches to the chemical synthesis of 

oligonucleotides have been developed over the last 70 years, including the H-phosphonate,1 

phosphotriester,2 and phosphite triester3 syntheses reported in the 1950s–1970s. However, it 

was Caruthers and coworkers’ phosphoramidite chemistry4 developed in the early 1980s that 

proved to be the most popular and which has now been automated to a significant degree. The 

most common form of solid support is controlled pore glass (CPG), with pore sizes of 500–

1000 Å typically used. CPG-attached oligonucleotides are synthesised within the pores and 

therefore pore size is one factor that limits the length of the oligonucleotides being synthesised. 

Using solid supports allows for the use of large excesses of reagents and the easy removal of 

unreacted material and impurities, resulting in high-yielding couplings that do not require 

purification after each step. 

2.1.1. Nucleobase Phosphoramidites 

 Oligonucleotide synthesis using phosphoramidite chemistry requires the phosphitylation of 

the 3′ sugar-based hydroxyl group and the protection of all of the other main nucleophilic sites 

(Figure 2.1). Solid-phase DNA synthesis occurs in the 3′→5′ direction as opposed to the 5′→3′ 

direction performed in Nature by DNA polymerases. The other main nucleophilic sites are the 

5′ sugar-based hydroxyl group and the primary amines on the adenine, cytosine and guanine 

bases. A dimethoxytrityl (DMT) group is used to protect the 5′ hydroxyl moiety. The sensitivity 

of the DMT group to mildly acidic conditions means that it is easily removed at the beginning 
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of each coupling step to regenerate the 5′ hydroxyl group. Additionally, the absorbance arising 

from the distinct orange colour of the liberated cationic DMT can be quantified to assess the 

efficiency of each coupling step. The primary amines on the adenine, cytosine and guanine 

bases are typically protected with benzoyl (adenine and cytosine) and isobutyryl (guanine) 

protecting groups.5 These remain in place throughout the entire DNA synthesis process and are 

only removed once the synthesis of the CPG-attached oligonucleotide has been completed. The 

first nucleoside is attached to the CPG by functionalising its 3′ hydroxyl group with a succinate 

linker.6 The succinate linker is then activated and reacted with the amine-functionalised CPG 

resin to tether the nucleoside using an amide linking group.   

  

 

  

 

 

 

 

 

 

2.1.2. DNA Synthesis Cycle 

 Scheme 2.1 shows the complete solid-phase DNA synthesis cycle.6 The cycle repeats until 

the desired number and sequence of nucleobases (as programmed into the computer) have been 

added to the oligonucleotide. 

 

Figure 2.1: Structures of the protected nucleobases used in standard solid-phase DNA synthesis. Primary amines are 
protected using benzoyl and isobutyryl protecting groups (blue), the 5′ hydroxyl group is protected using a DMT group 
(orange), and the 3′ hydroxyl group is phosphitylated (green) to form the protected nucleobase. 
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Detritylation of the CPG-Attached Nucleoside. The beginning of the cycle involves the 

detritylation of the CPG-attached nucleoside at the 3′ end of the oligonucleotide to be 

synthesised. The DMT protecting group is removed using trichloroacetic acid (TCA) in DCM 

to regenerate the 5′ hydroxyl group.  

Scheme 2.1: The solid-phase DNA synthesis cycle. 
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Step 1: Activation and Coupling. The next nucleoside to be added is then introduced. It is first 

activated by protonating the diisopropylamino protecting group and converting it into a good 

leaving group using tetrazole in acetonitrile. The regenerated 5′ hydroxyl group on the CPG-

attached nucleoside then reacts with the activated nucleoside phosphoramidite to form a 

phosphite triester. 

Step 2: Capping. Although each coupling step is high yielding, they are not 100% efficient. 

Some 5′ hydroxyl groups remain unreacted and it is important they do not react in subsequent 

coupling steps to form failure oligonucleotides that are hard to separate from the desired 

oligonucleotide. A capping solution of acetic anhydride and N-methylimidazole is used to 

acetylate any unreacted 5′ hydroxyl groups, rendering them inert to subsequent coupling steps. 

Step 3: Oxidation. The newly formed phosphite triester (P(III)) is oxidised to a phosphotriester 

(P(V)) using iodine in water and pyridine. The resultant phosphotriester is a DNA backbone 

with a cyanoethyl protecting group that prevents unwanted reactions at the phosphorus in the 

subsequent synthesis cycles. 

Step 4: Detritylation. The DMT protecting group on the newly coupled nucleoside is removed 

using TCA in DCM to regenerate the 5′ hydroxyl group, and the synthesis cycle begins again 

at Step 1 until the desired oligonucleotide has been synthesised. As the liberated DMT cation 

absorbs at 495 nm, the absorbance intensity is measured at this stage to determine the efficiency 

of each coupling step. 

Cleavage from CPG Resin and Deprotection. Once the desired oligonucleotide has been 

synthesised, it is cleaved from the CPG resin using concentrated aqueous ammonia. Now 

dissolved in the aqueous ammonia, the solution is heated at 60 oC for six hours to remove the 

cyanoethyl protecting groups on the phosphotriester backbone and the acyl protecting groups 
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on the nucleobases. The aqueous ammonia is then evaporated to leave the desired 

oligonucleotide along with the shorter capped strands, ready to be purified. 

2.1.3. Ultramild Conditions 

 The final steps of standard cleavage and deprotection are relatively harsh, and some 

modifications incorporated into DNA using solid-phase synthesis are sensitive to the heated 

ammonia solution employed. Different protecting groups can instead be used to protect the 

primary amines on the bases, as shown in Figure 2.2. These groups can be removed using a 

methanolic solution of potassium carbonate at RT.6 The majority of the modified 

oligonucleotides synthesised in this work were done so using ultramild reagents and conditions, 

as described in Chapter 3. 

 

 

 

 

 

 

 

 

2.2. High Performance Liquid Chromatography 

 After the DNA synthesis cycle has completed, the crude product contains the desired 

oligonucleotide along with the unwanted capped oligonucleotides and remaining impurities. 

High performance liquid chromatography (HPLC) is suitable for purifying crude mixtures 

Figure 2.2: Structures of the protected nucleobases deoxyadenosine and deoxyguanosine used in ultramild solid-
phase DNA synthesis. Primary amines are protected using phenoxyacetyl and isopropyl phenoxyacetyl protecting 
groups (blue), the 5′ hydroxyl group is protected using a DMT group (orange), and the 3′ hydroxyl is phosphitylated 
(green) to form the protected nucleobase. 



39 

 

containing oligonucleotides of up to approximately 40 bases in length.5,7 HPLC involves the 

pumping of the dissolved crude mixture through a HPLC column. The column is packed with 

a solid stationary phase, and a liquid mobile phase pumps the crude through the column at a 

high pressure. HPLC separates components in the crude product by each component interacting 

with the stationary phase differently. The eluent is monitored using a detector (typically UV/vis 

or fluorescent) that produces peaks when an analyte that absorbs at a set wavelength passes 

through. 

2.2.1. Reversed-Phase High Performance Liquid Chromatography 

 Reversed phase- (RP-) HPLC is used to separate and purify short oligonucleotides based on 

differences in hydrophobicity.7 Standard HPLC uses a hydrophilic stationary phase and a 

relatively non-polar mobile phase; RP-HPLC, on the other hand, uses a hydrophobic stationary 

phase and a relatively polar mobile phase. The stationary phase is made hydrophobic by coating 

with hydrocarbons of varying length, and the mobile phase consists of polar solvents such as 

water and acetonitrile. Oligonucleotides that have not been fully deprotected are more 

hydrophobic and will elute later. Chemical modification often significantly changes the overall 

hydrophobicity of an oligonucleotide, resulting in drastic differences in elution time between 

modified and unmodified DNA. In this work, aqueous triethylammonium acetate (TEAA) in 

the mobile phase is used which, upon interaction with the coating hydrocarbon chains, forces 

the oligonucleotides to interact more with the stationary phase via ion-pairing to increase peak 

resolution. Conditions in RP-HPLC must be carefully controlled to ensure effective separation.7 

The pH can affect the hydrophobicity of an oligonucleotide and must be adjusted appropriately. 

Secondary structures (such as hairpin loops) can affect the retention time of an oligonucleotide 

and this problem can be overcome by heating at 60 oC to ensure temporary denaturation. Longer 

oligonucleotides (>40 bases) are harder to separate using RP-HPLC. One solution is to leave 
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the DMT protecting group on the 5′ of the synthesised oligonucleotide, greatly increasing its 

hydrophobicity and therefore easily enabling its separation from failure sequences of similar 

length.  

2.3. Mass Spectrometry 

 As the sequence and mass of a synthesised oligonucleotide is known, mass spectrometry can 

be used to confirm that the oligonucleotide has been synthesised correctly. Mass spectrometry 

measures ionised analytes by their mass to charge ratios (m/z). In simple terms, the sample is 

ionised and vaporised, accelerated by electric/magnetic fields, and hits a mass analyser where 

its m/z ratio is determined.8 Each sample will consist of different ionised analytes that will be 

deflected more or less by the electric/magnetic fields depending on their m/z ratio.  

2.3.1. Ionisation Methods 

 The two methods of ionisation used in the analysis of oligonucleotides are matrix assisted 

laser desorption ionisation (MALDI) and electrospray ionisation (ESI). MALDI involves the 

fixing of the sample in a matrix, with 3-hydroxypiclinic acid typically used for oligonucleotide 

analysis.9 A laser pulse then vaporises the matrix, ionising the sample via protonation to produce 

predominantly singly charged species. ESI involves the dissolving of the sample in a volatile 

solvent, with the resulting solution then sprayed from a needle-injector.10 ESI can either be 

negative mode (negatively charged analyte ions formed) or positive mode (positively charged 

analyte ions formed); negative mode ESI was used for the analysis of oligonucleotides in this 

thesis. As the spray accelerates towards the mass analyser, the solvent evaporates and the 

droplets continuously split under the effects of coulombic repulsion until solvent-free analyte 

ions are obtained. ESI typically results in multiply charged ionic species. 
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2.3.2. Data Analysis 

 As MALDI predominantly results in singly charged species via protonation, the molecular 

mass can be calculated by subtracting the mass of a proton from the m/z signal produced. ESI 

results in multiply charged species and therefore calculating the molecular mass from the m/z 

signals is more involved. The charge of the species giving rise to a m/z signal cluster is first 

determined. This is done by taking the inverse of the spacing between the m/z signals that 

comprise a cluster. For example, if the m/z signals of a cluster are 1532.04, 1532.38, 1532.71, 

etc. (these are taken from the raw mass spectrometry data produced for the oligonucleotide 

T2A, see Chapter 3), the spacing between them is approximately 1/3 and therefore the charge 

of the species giving rise to the cluster is –3. The m/z is then multiplied by the magnitude of the 

charge, with the magnitude of the charge then added onto the result (accounting for the removed 

protons that resulted in ionisation) to obtain the molecular mass on the deconvoluted spectrum. 

This processing of the raw ESI data is done computationally using a deconvolution algorithm. 

The software can be programmed to produce the exact mass or the molecular weight of the 

analyte; for this thesis, the exact mass of each oligonucleotide was determined and compared 

with the theoretical exact mass to confirm successful synthesis (see Chapter 7 for full details). 

2.4. Thermal Melting 

2.4.1. Ultraviolet Thermal Melting 

 The thermal melting temperature (Tm) of an oligonucleotide duplex is used as a measure of 

its stability: the higher the Tm, the higher its stability. Traditionally, ultraviolet (UV) light 

absorption has been used to track the denaturation of a duplex and determine its Tm.11 The 

aromatic bases absorb UV light strongly at 260 nm. However, when shielded within a duplex, 

the bases absorb less UV light compared with when in a single-stranded environment. As such, 

UV light absorption increases as the temperature rises and duplexed DNA denatures into single 



42 

 

strands. The midpoint of the curve correlates with the temperature at which 50% of duplexes 

have denatured and is termed the Tm.  

2.4.2. Fluorescent Thermal Melting 

An alternative way to determine the thermal stability of a duplex is to use the fluorescent 

intercalating dye SYBR Green. In its free state in solution, the fluorescence of SYBR Green is 

quenched. Intercalating into double-stranded DNA restricts the movement of SYBR Green, 

resulting in a 1000-fold enhancement in fluorescence intensity compared with its free state.12 

In a thermal melting experiment using SYBR Green, fluorescence decreases as the temperature 

rises and the DNA denatures (Figure 2.3). As with the UV absorption approach, the Tm is 

determined from the midpoint of the curve. Intercalating SYBR Green also stabilises double-

stranded DNA via electrostatic and stacking interactions, raising the Tm by several degrees.12 

Duplexes rich in G≡C base pairs have higher Tm values because greater energy is required to 

break the three hydrogen bonds than to break the two hydrogen bonds of A=T base pairs. The 

thermal stability of a duplex is sensitive to salt concentration, DNA concentration, and pH; all 

three must be kept constant to compare Tm values reliably. DNA modifications can have either 

a negative or a positive impact on the thermal stability of a duplex. For example, terminal 

cyanine dyes stabilise duplexes via stacking onto the adjacent base pair13 whilst internal 

incorporations can disrupt the base stack and cause duplex destabilisation. 
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2.5. Ultraviolet Visible Spectroscopy 

 Ultraviolet/Visible (UV/Vis) spectroscopy involves the irradiation of a sample with light in 

the  ultraviolet to visible range (approximately 200–800 nm) and recording the absorption 

profile.14 UV/Vis light of a certain wavelength is absorbed by the sample whilst the rest is 

transmitted. Absorption of light excites the electrons in the sample, causing them to rise from  

a lower energy level to a higher energy level. The energy of the absorbed light correlates with 

the differences in energy between these energy levels. An absorption spectrum is measured 

which compares the initial intensity of light with the light that has passed through the sample, 

enabling the determination of the amount of light absorbed and at which wavelength. The 

wavelength at which the most light is absorbed is termed λmax. UV/Vis spectroscopy offers a 

simple way of determining the concentration of a sample by application of the Beer-Lambert 

Law (Equation 2.1.). 

 

Figure 2.3: Schematic of the Tm determination of a duplex using SYBR Green. At lower temperatures, the SYBR Green 
intercalates into the duplex and produces fluorescence. At higher temperatures, the denaturation of the duplex 
releases the SYBR green which subsequently produces less fluorescence. The Tm is determined to be the maximum of 
the negative first derivative of the melting curve shown. 
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Equation 2.1 Beer-Lambert Law. 

𝐴 =  𝜀𝑐𝑙 

Where: 

A = absorbance at λmax 

ε = molar extinction coefficient (M–1 cm–1) 

c = concentration (M) 

l = path length (cm) 

 

2.5.1. Oligonucleotide Concentration Determination 

 UV/Vis spectroscopy is used to determine the concentration of an oligonucleotide sample. 

The aromatic bases absorb strongly at 260 nm owing to the π–π* transition.15 By measuring the 

absorbance at 260 nm, the resulting number can be inputted into the Beer-Lambert Law to 

obtain the oligonucleotide concentration. The molar extinction coefficient of an unmodified 

oligonucleotide is dependent on the number and sequence of its constituent bases.15,16 The molar 

extinction coefficient of a modified oligonucleotide is the sum of the modification plus 

sequence molar extinction coefficients. Most UV/Vis spectrometers have a set path length of 1 

cm and generate optical density values (cm–1) that equals the absorbance divided by 1 cm. 

2.6. Fluorescence Spectroscopy 

 Whereas UV/Vis spectroscopy measures the absorbance of light, fluorescence spectroscopy 

measures the emission of light from excited samples. In fluorescence spectroscopy, the sample 

is irradiated with light of a specific wavelength that excites the electrons from the ground state 

to higher energy levels.17 Figure 2.4 is a simplified version of the Jablonski diagram that depicts 

the transitions between energy levels which give rise to fluorescence. So is the ground state 

from which electrons are excited to the excited electronic singlet states S1 and S2. Within each 



45 

 

electronic state are multiple vibrational energy levels, and within each vibrational level are 

multiple rotational energy levels. Upon excitation, an electron can be promoted to any 

vibrational level within an excited electronic singlet state. The excited electron undergoes 

vibrational relaxation via the host molecule’s colliding with other molecules, resulting in energy 

loss and a transition to lower energy levels. If two electronic states of the same spin multiplicity 

are close enough in energy such that their vibrational levels overlap, internal conversion (IC) 

can occur in which the excited electron non-radiatively transitions from a vibrational level of 

the higher electronic state (e.g., S2) to a vibrational level of the lower electronic state (e.g., S1). 

(The transition of an excited electron between electronic states with different spin multiplicities, 

for example from a singlet to a triplet state or vice versa, is known as intersystem crossing 

(ISC); ISC leads to phosphorescence, and both are not relevant to this work.) Once an electron 

has relaxed down to the lowest vibrational level of the first excited state S1, it passes to any of 

the vibrational levels of the ground state So releasing a photon of light in the process – 

fluorescence. 

 

 

 

 

 

 

 

 

 
Figure 2.4: Simplified Jablonski diagram showing the absorption, internal conversion (IC), and fluorescence transitions 
between the relevant energy levels. 
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 The light emitted as electrons fall from the lowest vibrational level of S1 to any of the 

vibrational levels of So has a longer wavelength (lower energy) than the light that was absorbed 

and caused the excitation. This is because many electrons are initially excited to a vibrational 

level higher than the lowest vibrational level of S1, and then non-radiatively de-excite via IC 

and vibrational relaxation before making the S1 to So transition. This shift to longer wavelengths 

in the emitted light relative to the absorbed light is known as the Stokes shift, and plays an 

important role in assessing the fluorescent properties of a molecule.17 Emission or excitation 

spectra can be produced using the technique of fluorescence spectroscopy. An emission 

spectrum uses a fixed excitation wavelength and the emitted light is measured across a range 

of wavelengths. An excitation spectrum uses a fixed emission wavelength and shows the 

wavelengths of light that are absorbed that give rise to the emission at the fixed wavelength. 

2.7. Electrochemical Techniques 

 Faradaic electrochemistry is the study of chemical reactions involving the transfer of 

electrons between substances. A redox-active species is one that can be oxidised or reduced 

under certain conditions. The direct measurement of electrons that move from one substance or 

molecule to another is the basis of many electrochemical techniques. 

2.7.1. Electrochemical Setup 

  The electrochemistry reported in this thesis was conducted using a three-electrode set up 

consisting of a gold working electrode, a Ag|AgCl reference electrode, and a platinum wire 

counter electrode (Figure 2.5A). The three electrodes are assembled in an electrochemical cell 

such that they are immersed in the electrolyte sensing solution and connected to a potentiostat 

(Figure 2.5B).  
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 The surface of the working electrode that makes contact with the electrolyte solution is 

where the electrochemical activity being measured occurs. In the type of electrochemistry 

carried out in the present work, the material of the working electrode itself should be chemically 

and electrochemically inert under the conditions employed, criteria which gold satisfies. A 

voltage is applied between the working electrode and the Ag|AgCl reference electrode. The 

reference electrode is used to produce a stable, known potential such that when connected to 

the working electrode, the potential difference (voltage) between the two can be measured. A 

Ag|AgCl reference electrode consists of a Ag wire coated with AgCl and immersed in a 3 M 

KCl solution. The electrochemical reaction that occurs at the surface of the Ag|AgCl wire is 

shown in Figure 2.6 and has a potential of +0.197 V versus a standard hydrogen electrode.18  

 

 

Figure 2.5: A) Pictures of the working electrode, with gold surface visible at the bottom (left), Ag|AgCl reference 
electrode (middle), platinum wire counter electrode (right). B) Electrochemical cell setup schematic diagram. 

A)

v 

B)

v 

Figure 2.6: Electrochemical reaction occurring at the surface of a Ag|AgCl wire immersed in a saturated KCl solution. 
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The potential of this reaction is stable because the Cl– concentration is essentially fixed. 

According to the Nernst equation (Equation 2.2), the potential of a reaction conducted under 

non-standard conditions is dependent on the reaction quotient (Q).18 Q is equal to the activities 

of the products multiplied together divided by the activities of the reactants multiplied together. 

The activity of a substance is dependent on its concentration. As Cl– is the only dissolved 

species present in the redox reaction occurring in a Ag|AgCl reference electrode (Figure 2.6), 

only its concentration will affect the potential of the reaction. And as the concentration of Cl– 

is essentially fixed, this results in a highly stable potential making it well-suited for use as a 

reference. 

Equation 2.2 

𝐸 = 𝐸𝑜 −  
𝑅𝑇

𝑛𝐹
 ln (𝑄) 

Where: 

E = potential of reaction being measured (V) 

Eo = standard potential of reaction being measured (V) 

R = gas constant (8.314 J K-1 mol-1) 

T = temperature (K) 

n = number of electrons transferred in the redox process 

F = Faraday’s constant (96,485 C mol-1) 

Q = reaction quotient, equal to activities of the products divided by activities of the reactants 

 

 The purpose of the platinum counter electrode is to complete the circuit and allow for the 

flow of current during electrochemical reactions.18 This set-up avoids the flow of large currents 

through the reference electrode, which could alter its composition. If an oxidation occurs at the 

surface of the working electrode, then the electrons that are removed from the oxidised species 
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travel to the counter electrode where a complementary reduction takes place. Conversely, if a 

reduction occurs at the working electrode, a complementary oxidation takes place at the counter 

electrode. The surface area of the counter electrode is larger than the surface area of the working 

electrode to ensure that the current measured is reflective of the electrochemical processes 

occurring at the working electrode, and not those occurring at the counter electrode.19  

2.7.2. Cyclic Voltammetry 

 Cyclic voltammetry is a technique that involves sweeping the potential of the working 

electrode from potential A to potential B and then back to potential A in a linear fashion (Figure 

2.7).20 An analyte will be oxidised in the forward sweep and, if it exhibits fully or partially 

electrochemical reversible behaviour, will be reduced in the reverse sweep. The movement of 

electrons travelling from/to the working electrode in the event of oxidation/reduction occurring 

at its surface is measured as current. 

 

 

 

 

 

 

 
Figure 2.7: Cyclic voltammetry waveform. 
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 Plotting the current measured (A) against the potential applied (mV) produces a cyclic 

voltammogram (CV). The analysis of a CV yields important information about the 

electrochemical characteristics of the analyte. Figure 2.8 shows the CV of a solution-based 

reversible redox process. The anodic (oxidation) and cathodic (reduction) peak currents are 

referred to as ip
a and ip

c
,
 respectively. The potentials at which ip

a and ip
c occur are Ep

a and Ep
c, 

respectively, and indicate the potentials at which the maximum amount of redox activity is 

occurring. E1/2 is the half-wave potential and is determined by taking the average of Ep
a and Ep

c. 

ΔEp is the difference in potential between Ep
a and Ep

c. 

 

 

 

 

 

 

 

 For a solution-based species, full electrochemical reversibility must satisfy several 

criteria.20,21 Firstly, ΔEp is approximately 59/n mV at 25 oC, where n is the number of electrons 

transferred in the redox process. Secondly, the peak position should be invariant with potential 

sweep rate. Thirdly, the magnitude of the anodic and cathodic peak currents must be close to 

equal (ip
a/ip

c = 1), assuming that the diffusion coefficients of the oxidised and reduced forms 

are similar, because this indicates that for each analyte molecule oxidised, an equal number are 

Figure 2.8: Annotated CV of a reversible solution-based redox process. ip
a = anodic (oxidation) peak current, ip

c = 
cathodic (reduction) peak current, Ep

a = anodic peak potential, Ep
c = cathodic peak potential, E1/2 = half-wave potential. 



51 

 

reduced back. Fourthly, a reversible solution-based redox process will produce currents that 

exhibit a linear, proportional relationship to the square root of the scan rate according to the 

Randles-Sevčik equation. For a redox process involving one electron at 25 oC, the Randles-

Sevčik equation equates to Equation 2.3 and is heavily influenced by the diffusion of oxidised 

and reduced species to and from the electrode surface, accounted for by the diffusion coefficient 

(D).  

Equation 2.3 

𝑖𝑝 = 2.69 × 105𝐴𝐷
1
2𝐶𝑣

1
2 

Where: 

A = electrochemical working electrode surface area (cm2) 

D = diffusion coefficient (cm2 s–1) 

C = analyte concentration (mol cm–3) 

v = scan rate (V s–1) 

 

For a surface-anchored redox-active moiety, the diffusion of the redox-active species to and 

from the electrode surface does not occur. Therefore, the electrochemical behaviour of a 

reversible surface-based redox process differs significantly from that of a reversible solution-

based redox process.21 Firstly, ΔEp of a reversible surface-based redox process should 

theoretically be 0. In practice, factors such as kinetics and solution resistance deviates ΔEp from 

0, with values of approximately 10 mV typical. Secondly, a reversible surface-based redox 

process will exhibit a linear, proportional relationship to scan rate (not the square root of scan 

rate as it is for a reversible solution-based redox process) according to equation 2.4.21 A 

reversible surface-based redox process will however exhibit ip
a/ip

c = 1.  
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Equation 2.4 

𝑖𝑝 =  
𝑛2𝐹2

4𝑅𝑇
𝑣𝐴𝛤 

Where: 

A and v are the same as in Equation 2.3 

n, F, R, and T are the same as in Equation 2.2 

Γ = surface concentration of surface-bound species (mol cm–2) 

 

 Using Equation 2.4, it is possible to determine the surface coverage (Γ) of a redox-active 

surface-bound species in mol cm–2. First, the electrochemical surface area of the electrode must 

be determined. The electrochemical surface area refers to the area of the electrode that can 

facilitate electrochemical activity and is not the same as the geometric surface area of the 

electrode. Submerging a bare gold electrode in an acidic solution causes a gold oxide layer to 

form.22 The charge required to remove this oxide layer electrochemically is given by the charge 

corresponding to the reduction peak at ~900 mV of the gold electrode in acid, as shown in 

Figure 2.9. This can then be divided by the literature value22 of 390 µC cm–2 for the removal of 

an oxide layer from a gold surface to obtain the electrochemically active surface area of any 

gold working electrode in cm2. 
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 Once the electrochemically active surface area of an electrode has been calculated, the 

coverage of a redox-active species bound to its surface can be determined. This can be done 

either by using the current produced by the redox species and Equation 2.4, or using the charge 

produced by the redox species and Equation 2.5.21 

Equation 2.5 

𝑄 = 𝑛𝐹𝐴𝛤 

Q = charge (µC) 

All components are the same as in Equations 2.2 and 2.4 

2.7.3. Square Wave Voltammetry 

 Square wave voltammetry is a technique that combines a square wave and staircase 

waveforms (Figure 2.10).21 The current is sampled twice in each cycle, once immediately before 

stepping the potential in one direction (forward current sample, if) and once immediately before 

stepping the potential in the other direction (reverse current sample, ir).  
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Figure 2.9: CV of a gold electrode in 0.5 M H2SO4, scan rate = 500 mV s–1. The orange peak is the current produced by 
the reduction of the gold oxide layer. 



54 

 

 

 

 

 

 

 

 

 The current plotted on the square wave voltammogram (SWV) is the difference between if 

and ir according to equation 2.6. The enhanced current obtained by essentially combining the 

two samplings contributes to the increased sensitivity of square wave voltammetry compared 

with other electrochemical techniques. Additionally, the subtraction of ir from if results in the 

effective rejection of background capacitive current, further enhancing sensitivity. 

Equation 2.6 

𝛥𝑖 = 𝑖𝑓 −  𝑖𝑟 

 

 

 

 Figure 2.11: An example SWV, showing the forward current sample (if) and reverse current sample (ir) traces and the 
resulting difference in current (Δi) which is then plotted. 

Figure 2.10: Square wave voltammetry waveform. 
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2.8. Self-Assembled Monolayer Formation 

 As briefly mentioned in Chapter 1, the formation of SAMs is a commonly used technique in 

the field of DNA electrochemistry. A SAM is a single layer of molecules that spontaneously 

arrange themselves on a surface.23 Originally involving relatively simple organic molecules, it 

was not long before DNA was being used to form SAMs.24 DNA modified with a terminal 

linking modification that reacts with the surface results in the formation of a SAM. One of the 

most popular combinations is DNA modified with a terminal thiol modification that reacts with 

a gold surface to form a covalently tethered DNA monolayer (Figure 2.12). The DNA is initially 

synthesised with a 3′ terminal disulphide modification, which is less reactive than a thiol and is 

more suitable for long-term storage. Prior to SAM formation, the disulphide is reduced to a 

thiol using tris(2-carboxyethyl) phosphine (TCEP). The thiol-modified DNA is then incubated 

with a polished and cleaned gold electrode surface during which a gold-sulphur bond is formed. 

The spaces in between probes are then backfilled with 6-mercapto-1-hexanol to prevent 

unwanted adsorption of contaminants. Backfilling with 6-mercapto-1-hexanol has also been 

shown to aid in the formation of well-ordered SAMs.25 By immobilising a DNA probe onto the 

surface of an electrode, far less probe is required and the sensitivity of the sensor can be 

improved. 
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Figure 2.12: SAM formation procedure. The disulphide-modified DNA is reduced to form thiol-modified DNA. Together 
with 6-Mercapto-1-hexanol, incubation on top of the gold electrode surface results in the formation of a self-
assembled DNA mixed monolayer. 
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2.9. Confocal Fluorescence Microscopy 

 Confocal fluorescence microscopy is used to obtain images of fluorescently labelled samples 

and is utilised extensively in the study of the distribution and interaction of specific molecules 

within biological systems.26 The setup and functioning of a confocal fluorescent microscope is 

shown in Figure 2.13. First, the fluorescently labelled sample is immobilised onto a microscope 

slide. Light from a laser is then filtered such that only the wavelength of light that excites the 

labelling fluorophore passes through. The filtered light is then reflected towards the sample by 

a dichroic mirror and focused onto a specific point of the sample by an objective lens (this is in 

contrast to widefield microscopy in which the entire sample is illuminated by the exciting 

light27). The fluorophore is then excited which causes it to emit light (fluorescence). The emitted 

light is not reflected by the dichroic mirror and instead passes through, owing to its slightly 

longer wavelength than the exciting light that was reflected. The emitted light then passes 

through an emission filter which filters out wavelengths of light not emitted from the 

fluorophore. The filtered emitted light then encounters a pinhole aperture, which only allows 

light originating from a specific focal plane cutting through the sample to pass through to the 

detector. The laser is then scanned across the sample, point by point, collecting a pixel of 

information with each scan to build up an image of the sample. As only light produced close to 

the focal plane can pass through the pinhole aperture, the optical resolution of the image 

generated (particularly in terms of sample depth) is superior to a comparative image generated 

using widefield microscopy.26 
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Figure 2.13: Schematic diagram showing the key components of a confocal fluorescence microscopy setup. 
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Chapter 3: Synthesis and Characterisation of Redox 

Labels and Modified DNA 

3.1. Introduction 

 This chapter details the design, synthesis, purification and characterisation of a library of 

modified oligonucleotides. The uses of these modified oligonucleotides are detailed in Chapters 

4–6. A brief overview of the modifications incorporated into DNA is given in this introduction. 

Then, the syntheses of the phosphoramidite versions of two of these modifications – CuCy and 

Fc – followed by the design, synthesis, purification, and characterisation of the modified 

oligonucleotides are described. 

3.1.1. Electrochemical Modifications 

 As described in Chapter 1, CuCy (Figure 3.1, left) is a copper-containing complex belonging 

to a family of redox-active, DNA-intercalating macrocycles first synthesised by Kowalski and 

coworkers.1,2 The Cu2+ cation is d9 and the surrounding tetradentate cyclidene macrocycle 

adopts a square planar conformation. Tucker and coworkers developed the system by 

incorporating CuCy into DNA using automated DNA synthesis and investigating its ability to 

discriminate between bases (i.e., SNVs) at the position opposite the CuCy in a probe–target 

duplex.3 Also described in Chapter 1, Fc (Figure 3.1, right) is an iron-containing complex which 

has been commonly used as a DNA modification owing to its stability, ease of functionalisation 

and well-studied redox activity. Fc-modified DNA has been used to directly sense nucleic acids, 

with the change in the Fc redox signal signifying the detection of a target.4-6 Fc has also been 

used as one part of a ratiometric sensing mechanism, either remaining constant7 or changing8-

10 upon the addition of a target nucleic acid.   
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3.1.2. Linking Modifications 

 Linking modifications such as disulphides and alkynes (Figure 3.2) are designed to react 

under certain conditions to link the modified oligonucleotide to entities such as reporter groups 

or surfaces. The disulphide can be reduced to a thiol, which can then react with gold to 

covalently tether the oligonucleotide to the surface to create a SAM as described in Chapter 2. 

Alkynes can react with an azide via copper-catalysed click chemistry to form a cyclic 1,4-

triazole linker, coupling the alkyne-modified oligonucleotide to another group. Copper-

catalysed azide-alkyne cycloaddition reactions have been used to modify and functionalise a 

range of biomolecules, including DNA,11 peptides12 and carbohydrates.13  

 

 

 

 

Figure 3.1: CuCy incorporated internally into DNA (left) and Fc incorporated at the 5′ end of DNA (right). 

Copper Cyclidene 

Ferrocene 
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3.1.3. Fluorescent Modifications 

 Cy3 and Cy5 (Figure 3.3) belong to the cyanine dye family and have commonly been used 

for biological labelling.14-16 Cy3 and Cy5 are classified as closed cyanines due to the two 

heterocycles at the ends of the polymethine chain17 and have excitation/emission wavelengths 

of approximately 554/570 nm and 650/670 nm, respectively. Due to the overlap between the 

excitation/emission spectra of Cy3 and Cy5, Förster resonance energy transfer (FRET) can 

occur between the two fluorophores. FRET is the process that occurs when an excited donor 

fluorophore non-radiatively transfers energy to an acceptor fluorophore at distances between 

0.5–10 nm18 and is described in detail in Chapter 6.  

 

 

 

 

 

Figure 3.2: 3′ disulphide (top) and 3′ alkyne linker (bottom) modifications. 

3′ Disulphide 

3′ Alkyne 

Figure 3.3: Structures of the cyanine dyes Cy3 (left) and Cy5 (right) attached to DNA at the 5′ end. 

Cy3 Cy5 
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3.1.4. Spacer Modifications 

 C3 spacers can be incorporated into DNA, resulting in the removal of a nucleoside whilst 

maintaining the structural integrity of the phosphodiester backbone (Figure 3.4, top). C3 spacer-

modified oligonucleotides have been used to investigate how removal of nucleosides affects 

enzyme activity on DNA19 and to probe the function of individual nucleotides in DNAzymes 

(DNA oligonucleotides capable of catalysing specific chemical reactions).20 Longer spacers are 

also used to modify DNA, with polyethylene glycol (PEG) spacers particularly common. PEG 

spacers consist of any number of ethylene glycol units (Figure 3.4, bottom) and can extend the 

modified oligonucleotide to many times its original length.21  

 

 

 

 

 

 

  

 

 

 

 

 

 

Figure 3.4: Top: structure of DNA modified with a C3 spacer (highlighted in blue) which removes an entire nucleoside. 
Bottom: structure of DNA modified with a PEG spacer (highlighted in blue). For the P18 spacer used in this thesis, n = 6. 
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Scheme 3.1: Synthesis of methyl diformylacetate 2. 

3.2. Redox Label Synthesis 

3.2.1. Copper Cyclidene Macrocycle Phosphoramidite Synthesis 

 The first step was the synthesis of the two ‘halves’ of the macrocycle in the form of methyl 

diformylacetate 2, according to procedures reported by Knutson and coworkers (scheme 3.1).22  

 

 

 

  

 

The key intermediate steps during the synthesis of 2 are shown in Scheme 3.2.22 First, 

phosphorus oxychloride reacted with DMF to form the Vilsmeier reagent. Potassium 

monomethyl malonate then reacted with the Vilsmeier reagent to form 2a, before further 

reaction with another equivalent of Vilsmeier reagent to form 2c via 2b. Under basic conditions 

a formylation event occurred to give 2d before an acidic workup produced the product 2, which 

was collected by vacuum distillation with a yield of 44%. Although traces of impurities were 

visible in the NMR spectrum, further purification was deemed impractical and the product was 

reacted on as-was. Several factors contributed to the low yield. The vacuum distillation had to 

be carefully controlled so as to not lose any product, including cooling the collection vessel in 

a dry-ice acetone bath; even removal of solvent on the rotary evaporator was done cautiously 

to prevent product evaporation. To ensure efficient formation of the Vilsmeier reagent, dried 

DMF and fresh phosphorus oxychloride had to be used. The product 2 was found to be unstable 
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in acidic conditions for extended periods and therefore extraction following the acidification 

had to be done promptly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 The next step was the synthesis of the 14-membered cyclidene macrocycle 3 (Scheme 3.3) 

according to procedures reported by Takamura and coworkers.23 Ethylenediamine was diluted 

in methanol before being added dropwise slowly to a solution of 2 in methanol. High dilution 

methods are commonly employed in the syntheses of macrocycle complexes to avoid unwanted 

polymerisation.24,25 An alteration to Takamura and coworkers’ procedure in this work was the 

increase in reaction time from 6 h to 18 h, which significantly increased the yield. Despite the 

increased reaction time, the modest yield of 51% reflects the competing side-reactions that 

detracted from product formation. When recrystallising the crude product to collect the pure 

product, multiple batches were harvested over several days. Given more time, the yield could 

Scheme 3.2: Intermediate steps formed during the synthesis of methyl diformylacetate 2. (Adapted from reference 22.) 
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Scheme 3.3: Synthesis of the cyclidene macrocycle 3. 

have been increased by harvesting more batches; however, the amount collected was more than 

sufficient for subsequent syntheses. 

 

 

 

 

 

 

 

 

 

 Copper was then introduced to 3 to produce the copper cyclidene macrocycle 4 (Scheme 

3.4). Formation of the product was observed soon after the reaction mixture was heated by the 

onset of a deep red colour. The Cu2+ cation with a d9 configuration sits at the centre of the 

macrocycle, which adopts a square planar conformation. This rendered 4 (and its subsequent 

synthetic derivatives) paramagnetic, because of the lone unpaired electron in the HOMO (dx
2-

y
2), meaning NMR spectroscopy could not be used in their analyses. The reaction was high 

yielding and completed quickly, with the product crashing out of solution as a red solid. No 

purification was required as no traces of impurities were visible upon thin layer chromatography 

(TLC) analysis. 
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Modification of one of the ester groups on 4 to form the diol 6 was then undertaken (Scheme 

3.5). The first stage was the transesterification of both esters using a sodium catalyst and 

trimethylolpropane. The reaction time of 72 h was three times as long as that reported by Tucker 

and coworkers3 owing to incomplete transesterification after 24 h. Once complete formation of 

the bis-diol 5 was confirmed by TLC, the reaction temperature was reduced to 80 oC and 

methanol added. The reaction mixture was then carefully monitored with TLC, until it was 

judged that the spot for the mono-diol 6 was at its most intense, and then quenched, after 

approximately 24 h. After precipitating the crude containing unreacted 4, mono-diol 6, and bis-

diol 5, the constituents were easily separated using column chromatography owing to the 

significant differences in polarity afforded by 0/1/2 hydroxyl groups. The low yield of 39% 

reflects the careful balancing act between waiting too long to quench after methanol addition 

(over-formation of 4) versus not waiting long enough (under-reaction of 5). 

 

 

 

 

Scheme 3.4: Synthesis of the copper cyclidene macrocycle 4. 
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One of the hydroxyl groups in 6 was then protected with a DMT protecting group (Scheme 

3.6) prior to phosphitylation. To prevent excessive formation of the thermodynamic bis-

substituted product, the reaction was conducted at room temperature with only 1.2 molar 

equivalents of DMTCl. The DMT protecting group is used in DNA synthesis because of its 

sensitivity to mild acidic conditions and therefore easy removal for each coupling step. During 

purification of the DMT-protected product 7 using column chromatography, this sensitivity to 

acidic conditions necessitated the use of triethylamine to neutralise the mildly acidic silica gel. 

The low yield of 41% is again reflective of the inevitable formation of bis-substituted side 

product and the retention of unreacted diol 6. Both the bis-substituted side product and starting 

material 6 were collected, as the former could be regenerated back into 6 using glacial acetic 

acid and the latter could be reacted again. It was at this stage that a stereogenic centre was 

formed (highlighted with an asterix in Scheme 3.6.), which had important effects on the 

purification and sensing properties of the CuCy-modified DNA. 

 

 

Scheme 3.5: Synthesis of the copper cyclidene mono-diol 6 via the bis-diol 5. 
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 Finally, phosphitylation of 7 was conducted by reaction of the remaining hydroxyl group 

with 2-cyanoethyl N,N-diisopropylchlorophosphoramidite and N,N-diisopropylethylamine 

(DIPEA) in dry dichloromethane (Scheme 3.7). The P(III) in the resultant phosphoramidite 8 is 

easily oxidised to P(V), an event that must be prevented as P(V) is incompatible with automated 

DNA synthesis. To minimise any P(III) to P(V) oxidation, all reagents were thoroughly 

deoxygenated prior to use. As with the previous tritylation step, triethylamine was used during 

purification to neutralise the mildly acidic silica gel and prevent removal of the DMT protecting 

group. 

 

 

 

 

 

* 

Scheme 3.6: Protection of one of the hydroxyl groups on 6 using a DMT protecting group. The * highlights the 
stereogenic centre. 
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3.2.2. Ferrocene Phosphoramidite Synthesis 

 The synthesis of the Fc phosphoramidite 15 is shown in Scheme 3.8 and is adapted from the 

procedures published by Ihara and coworkers.26 Although the process involves several steps, 

the synthesis of 15 is more straightforward than the synthesis of the CuCy phosphoramidite 8 

and the procedures more established within the Tucker group. Therefore, only a brief overview 

will be provided here. The synthesis of 15 follows the same route as for all phosphoramidite 

reagents intended for automated DNA synthesis: i.e. the generation of the diol (13) which is 

tritylated (14) and then phosphitylated (15). Yields for all steps were reasonable except for the 

synthesis of the diester 11 and tritylated Fc 14. The former could most likely be improved with 

the use of fresher NaH and the latter is typically low-yielding due to the formation of bis-

substituted side product and the retention of unreacted starting material. Starting on a 3 g scale 

and with an overall yield of 9%, a sufficient amount of 15 was synthesised to perform dozens 

of couplings on the automated DNA synthesiser.   

 

Scheme 3.7: Phosphitylation of 7 to form the copper cyclidene macrocycle phosphoramidite 8. 
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3.3. Oligonucleotide Probe Synthesis 

3.3.1. General Design Considerations  

All modified oligonucleotides synthesised and used are shown in Table 3.1. Within the 

Tucker group a standard in-house test sequence (T1unmod, sometimes colloquially referred to 

as the “NINA” sequence) has been used for a number of years (Table 3.1). It has been 

thoroughly studied3,27 and was thus used as the basis for all modified oligonucleotides not based 

on clinically relevant sequences. Probe oligonucleotides that were based on clinically relevant 

Scheme 3.8: Synthesis of the Fc phosphoramidite 15. 
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sequences (B1, K1, E1, N1, miR135-1) consisted of base sequences complementary to the 

‘real-life’ target sequence in question. 

 

 

 

 

 

 

 

 

 

 

 

The ability of the CuCy to discriminate between bases at the position opposite in the probe–

target duplex had previously been investigated in free solution when it had been incorporated 

internally at the eighth position within the probe oligonucleotide.3,28 Accordingly for this work, 

involving surface-based SNV sensing (Chapter 4), the CuCy was also placed at the same 

position. Where CuCy was placed internally but not at the centre of the probe, this was done 

firstly to match the location of a base that differentiated two closely related miRNA targets 

Oligonucleotide 5′ – Sequence – 3′ 

 T1unmod TGG ACT CTC TCA ATG 

 
T1 F TGG ACT CXC TCA ATG S 

 
(S)-T1 F TGG ACT CXC TCA ATG S 

 CuCyMid TGG ACT CXC TCA ATG S 

 
B1 F AGA TTT CXC TGT AGC S 

 K1 F TAC GCC AXC AGC TCC S 

 E1 F AAA CCT TXA ACA CCA S 

 

 
N1 F ACA CCA TXA GTG GGT S 

 miR135-1 F TCA CAT AGG AAT XAA AAG CCA TA S 

 CuCy5′ X TGG ACT CTC TCA ATG S 

 CuCy3′ TGG ACT CTC TCA ATG X S 

 FcMid TGG ACT CFC TCA ATG S 

 Fc5′ F TGG ACT CTC TCA ATG S 

 Fc3′ TGG ACT CTC TCA ATG F S 

 CuCy5′-30mer X TGG ACT CTC TCA ATG TGG ACT CTC TCA ATG S 

 Fc5′-30mer F TGG ACT CTC TCA ATG TGG ACT CTC TCA ATG S 

 T1-21mer F CAT TGG ACT CXC TCA ATG TAC S 

 B1-30mer F GGA CCC ACT CCA TCG AGA TTT CXC TGT AGC S 

 CuCyMid_C3-2 TGG ACT CXC C3CA ATG S 

 CuCyMid_C3+2 TGG ACC3 CXC TCA ATG S 

 T2A_C3-2 CAT TGC3 GAG AGT CCA 

 T2A_C3+2 CAT TGA GAG C3GT CCA 

 DNA-Cy3 Cy3 TGG ACT CTC TCA ATG TTT Z 

 DNA-Cy5 Cy5 CAT TGA GAG AGT CCA TTT Z 

 DNA-Cy3-Ext Cy3 TGG ACT CTC TCA ATG TTT TTT P18 Z 

DNA-Cy5-Ext Cy5 CAT TGA GAG AGT CCA TTT TTT P18 Z  

 

Table 3.1: The standard in-house test sequence used within the group for a number of years (T1unmod) and the 
modified oligonucleotides synthesised for this thesis. X = CuCy; F = Fc; S = disulphide; C3 = C3 spacer; P18 = P18 
spacer; Z = alkyne; Cy3 = Cyanine 3; Cy5 = Cyanine 5. 
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(miR135-1), and secondly to keep the relative position of CuCy to the electrode surface 

constant whilst extending probe length in an attempt to increase sensitivity (B1-30mer) 

(Chapter 5). CuCy was also placed at the 5′ end (CuCy5′) and after the disulphide at the 3′ end 

(CuCy3′) to investigate whether different bases around it would affect its sensing capabilities 

(Chapter 5). Fc, for this work mostly used to generate an internal reference signal, was usually 

placed at the 5′ end of oligonucleotides in which it was incorporated. Being at the end of a probe 

oligonucleotide, it was intended for the Fc to be relatively unaffected by probe–target duplex 

formation and therefore for it to produce a constant current (Chapters 4 and 5). Where Fc was 

not placed at the 5′ end (FcMid and Fc3′), this was to investigate the impact of the modification 

location on the current produced (Chapter 5). 

The linker modifications 3′ disulphide and 3′ alkyne were placed at the 3′ end of the 

oligonucleotides whenever they were incorporated. Being at the 3′ end, CPG-attached versions 

of each could be readily purchased and on which the rest of the oligonucleotide would be then 

synthesised in the 3′ to 5′ fashion demanded by automated DNA synthesis.  

C3 spacer modifications were placed internally at positions that might affect any through-

DNA electron transport occurring between the CuCy and the electrode (Chapter 5). P18 spacer 

modifications were placed in DNA-Cy3-Ext and DNA-Cy5-Ext immediately after the 3′ 

alkyne modifications to extend the lengths of the oligonucleotides in an effort to facilitate 

hybridisation once attached to MOFs (Chapter 6). 

For the studies involving MOFs (Chapter 6), Cy3 and Cy5 were placed at the 5′ end of the 

oligonucleotides, with the intention that the Cy3-modified DNA would hybridise with the 

complementary Cy5-modified DNA after being attached to their respective MOFs. The 
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resultant duplex would have the fluorophores separated by 15 base pairs – a distance capable 

of facilitating FRET. 

All “unmodified” target oligonucleotides used are shown in Table 3.2. Bases that sit opposite 

the CuCy in the relevant probe–target duplexes are highlighted in red. For example, targets for 

the B1 probe, B2A and B2T, are identical bar the adenine/thymine switch at position 8. 

Although all probe oligonucleotides made were modified DNA, several RNA targets were 

bought commercially to investigate RNA sensing. The DNA target T2ran and the RNA target 

23RNAran consisted of random bases not complementary to any probe and were used to assess 

specificity. 

 

Oligonucleotide 5′ – Sequence – 3′ 

 T2A CAT TGA GAG AGT CCA 

 

 
T2C 

 

CAT TGA GCG AGT CCA 

 T2G CAT TGA GGG AGT CCA 

 T2T CAT TGA GTG AGT CCA 

 T25mC CAT TGA GmCG AGT CCA 

 T2ran ACA GCT TCA TGG AAG 

T1unmod TGG ACT CTC TCA ATG 

B2A GCT ACA GAG AAA TCT 

B2T GCT ACA GTG AAA TCT 

K2A GGA GCT GAT GGC GTA 

K2G GGA GCT GGT GGC GTA 

K2T GGA GCT GTT GGC GTA 

E2A TGG TGT TAA AGG TTT 

 
E2G TGG TGT TGA AGG TTT 

 N2A ACC CAC TAA TGG TGT 

 N2T ACC CAC TTA TGG TGT 

 21T2T GTA CAT TGA GAG AGT CCA ATG 

 30B2T GCT ACA GTG AAA TCT CGA TGG AGT GGG TCC 

 T2A_mm-2 CAT TGT GAG AGT CCA 

T2A_mm+2 CAT TGA GAG TGT CCA 

16T2A5′ ACA TTG AGA GAG TCC A 

 16T2T5′ TCA TTG AGA GAG TCC A 

 16T2A3′ CAT TGA GAG AGT CCA A 

 16T2T3′ CAT TGA GAG AGT CCA T 

 RNA_T2A CAU UGA GAG AGU CCA 

 

Table 3.2: Target and unmodified oligonucleotides. Bases highlighted in red sit opposite CuCy in the duplexes formed 
with complementary CuCy-modified probes. mC = methylated cytosine. 
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3.3.2. Oligonucleotide Synthesis 

 Oligonucleotides were synthesised using solid-phase automated DNA synthesis (see section 

7.2 for full details). They could either be synthesised using ‘standard’ or ‘ultramild’ conditions, 

the latter being used when a modification was considered not able to withstand the 

comparatively harsher standard conditions. When employing ultramild conditions, ultramild 

variants of the oxidiser, activator, capping reagent A and adenine/guanine phosphoramidites are 

used. Additionally, post-synthesis, instead of heating the crude oligonucleotides at 60 oC for 6 

h in concentrated ammonia to cleave them for the resin and remove the protecting groups, they 

are instead soaked in methanolic potassium carbonate overnight at RT to achieve the same 

result. However, not cleaving the oligonucleotides from the resin in situ on the column 

necessitates the use of an additional desalting column to remove the resin prior to HPLC 

purification, in addition to the standard use of a desalting column after HPLC purification. 

These factors – i.e. less-forcing conditions and the use of two desalting columns post-synthesis 

– result in ultramild conditions generally producing lower yields than standard conditions. 

Previous work in the Tucker group has shown that CuCy is not compatible with DNA synthesis 

using standard conditions.3,28 As such, all CuCy-modified oligonucleotides were synthesised 

using ultramild conditions. As per the manufacturer’s instructions, all Cy3- and Cy5-modified 

oligonucleotides were also synthesised using ultramild conditions. The remaining 

modifications are comparatively more stable and therefore all oligonucleotides not modified 

with CuCy/Cy3/Cy5 were synthesised using standard conditions. 

RNA_T2U CAU UGA GUG AGU CCA 

 RNA_T2ran AUG GGC AUU CCG AUC 

 miR135b-5p UAU GGC UUU UCA UUC CUA UGU GA 

 miR135a-5p UAU GGC UUU UUA UUC CUA UGU GA 

 23RNAran UAC CCU GUA GAU CCG AAU UUG UG 
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 When using freshly prepared samples in acetonitrile, the CuCy, Fc, and C3 and P18 spacer 

modifications gave stepwise yields for DNA coupling that were similar to those for the 

nucleobase phosphoramidites. However, Cy3 and Cy5 modifications exhibited significantly 

poorer coupling efficiencies, with Cy3 coupling particularly poorly at stepwise yields 70–80% 

lower than nucleobase phosphoramidites. This can be explained by the relatively low solubility 

of the two cyanine dyes in acetonitrile. The solubility of Cy3 in acetonitrile was so poor that 

dichloromethane (DCM) had to be used as an alternative solvent, as detailed in section 7.2.2. 

3.3.3. Oligonucleotide Purification 

 Oligonucleotides were purified using semi-preparative RP-HPLC with an 

acetonitrile/triethylammonium acetate buffer eluent system (see section 7.3 for full details). The 

retention times and % purities as determined by analytical HPLC of the purified modified 

oligonucleotides are shown in Table 3.3. With the exception of the C3 spacer-modified and 

Cy3-/Cy5-modified oligonucleotides, all modified oligonucleotides were purified using a 

gradient increase of acetonitrile from 15–25% over 30 min. All unmodified oligonucleotides 

were purified by an increase of acetonitrile from 5–18% over 25 min. A detection wavelength 

of 260 nm was used for all oligonucleotides, in addition to 554 nm and 650 nm for Cy3- and 

Cy5-modified oligonucleotides, respectively.  
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 Incorporation of all modifications increased RP-HPLC retention times. Unmodified 

oligonucleotides had retention times of between 12–17 min using relatively less acetonitrile, 

whilst most modified oligonucleotides had retention times of at least 20 min using relatively 

more acetonitrile. The increased retention times indicate that the modifications interact more 

with the comparatively non-polar, hydrophobic stationary phase. Owing to the formation of a 

Oligonucleotide Modifications 

 

Retention time (min) HPLC Purity (%) 

T1 CuCy, Fc, S 

 

28.70 100 

(S)-T1 CuCy, Fc, S 

 

27.34 95.7 

CuCyMid CuCy, S  15.11 98.8 

B1 CuCy, Fc, S 

 

26.99 96.3 

K1 CuCy, Fc, S 

 

28.59 95.8 

E1 CuCy, Fc, S 

 

27.64 97.0 

N1 CuCy, Fc, S 

 

26.04 96.2 

miR135-1 CuCy, Fc, S 

 

26.53 100 

CuCy5′ CuCy, S 

 

29.54 99.8 

CuCy3′ CuCy, S 

 

31.61 98.9 

FcMid Fc, S 22.67 96.8 

Fc5′ Fc, S 25.25 99.2 

Fc3′ Fc, S 28.34 99.9 

CuCy5′-30mer CuCy, S 

 

25.40 99.8 

Fc5′-30mer Fc, S 21.60 100 

T1-21mer CuCy, Fc, S 

 

23.72 100 

B1-30mer CuCy, Fc, S 

 

20.69 100 

CuCyMid_C3-2 CuCy, C3, S 14.62 96.7 

CuCyMid_C3+2 CuCy, C3, S 15.12 95.5 

T2A_C3-2 C3 16.41 99.3 

T2A_C3+2 C3 16.73 99.1 

DNA-Cy3 Cy3, alkyne 32.11 98.5 

DNA-Cy5 Cy5, alkyne 23.21 100 

DNA-Cy3-Ext Cy3, P18, alkyne 30.89 100 

DNA-Cy5-Ext Cy5, P18, alkyne 22.27 100 

Table 3.3: Analytical HPLC retention times and % purities as determined by integration of the HPLC peaks. S = 
disulphide; C3 = C3 spacer; alkyne = 3’ alkyne; Cy3 = Cyanine 3; Cy5 = Cyanine 5; P18 = P18 spacer. 

15–25% 

acetonitrile 

gradient 

over 30 min. 

Different 

acetonitrile 

gradients. 
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stereogenic centre during the synthesis of the CuCy phosphoramidite, its incorporation into 

DNA resulted in two diastereomers for each CuCy-modified oligonucleotide (Figure 3.6). This 

was also observed in previous work involving CuCy-modified DNA,3,28 in addition to 

anthracene-modified DNA which similarly possessed a stereogenic centre.29 The (R)-isomer 

eluted shortly after the (S)-isomer, indicating that the CuCy interacts more with the stationary 

phase when adopting the (R) over the (S) conformation. As the two diastereomers exhibited 

different electrochemical sensing capabilities,3 the two were separated out for each CuCy-

modified oligonucleotide. All reported CuCy-modified oligonucleotides incorporated the (R)-

isomer, except for (S)-T1 which incorporated the (S)-isomer. The differences in electrochemical 

sensing between the CuCy (S)- and (R)-isomers are reported and discussed in Chapter 5.  

 

 

 

 

 

 

 The location of the CuCy within the modified oligonucleotide had a remarkably large impact 

on retention time (Figure 3.7). Incorporating CuCy at the 5′ end (CuCy5′) or towards the 3′ end 

(CuCy3′) resulted in retention times of around 28–29 min. Incorporating the CuCy in the 

middle of the oligonucleotide (CuCyMid) instead resulted in a retention time of 15 min. Such 

drastic differences in retention times reflects the different extents to which CuCy is exposed 

and therefore its interaction with the stationary phase: it is less exposed when incorporated 

internally and more exposed when incorporated at or near the ends.  

Figure 3.6: Analytical HPLC of crude CuCy5’ prior to purification. The two main peaks correspond to the (S)- and (R)-
isomers. Detector wavelength 260 nm. 

(S) (R) 
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A similar trend in retention times was observed when Fc was incorporated at or near the 

strand ends (Fc5′ and Fc3′) compared with when it was incorporated in the middle (FcMid), 

albeit with smaller differences (Table 3.3). This suggests that the Fc is comparatively more 

exposed than CuCy regardless of its position in the oligonucleotide, which might be expected 

given that Fc does not lend itself to stacking between nucleobases as comfortably as the planar 

CuCy moiety. For oligonucleotides modified with both CuCy and Fc, addition of the Fc at the 

5′ end increased their retention times by around 14 min, indicative of the increased 

hydrophobicity of the strands. Removal of a nucleoside using a C3 spacer to produce the 

modified oligonucleotides T2A_C3-2 and T2A_C3+2 resulted in only marginally increased 

retention times versus the unmodified analogue (T2A) using the same HPLC method. 

Notwithstanding the slightly different eluent conditions (see section 7.3), the oligonucleotides 

modified with Cy3/Cy5 and an alkyne group at the 3′ end (DNA-Cy3 and DNA-Cy5), had 

relatively long retention times in accordance with the hydrophobicity of the added groups, with 

Figure 3.7: Analytical HPLCs of purified CuCyMid (top) and CuCy5′ (bottom). The same acetonitrile:buffer gradient (15–
25% acetonitrile over 30 min) was used for each. Detector wavelength 260 nm. Sequences are shown 5′ to 3′. X = CuCy, 
S = disulphide. 

 

CuCyMid TGG ACT CXC TCA ATG S 

 

 

CuCy5’ X TGG ACT CTC TCA ATG S 
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incorporation of a P18 spacer and three additional thymine bases to create DNA-Cy3-Ext and 

DNA-Cy5-Ext resulting in marginal decreases in retention times. 

3.3.4. Oligonucleotide Characterisation and Quantification 

  Analytical RP-HPLC was used to check purity, with any oligonucleotides less than 95% pure 

purified again using semi-preparative RP-HPLC. Electrospray ionisation mass spectrometry 

was used to confirm that the desired oligonucleotide had been synthesised, with the results for 

the modified oligonucleotides shown in Table 3.4. All oligonucleotides matched their predicted 

exact masses with the exception of E1, which had a mass 15 units greater than predicted. This 

was seen with other CuCy-modified oligonucleotides and had been attributed to oxidised CuCy 

and the additional presence of an oxygen atom ((M−H)− ion).28 Although E1 (as well as all other 

CuCy-modified oligonucleotides) was recorded as being synthesised using ultramild reagents, 

the inadvertent addition of an oxygen atom to the Cu2+ cation could have been caused by 

improper preparation of the CuCy phosphoramidite solution or the accidental loading of a 

standard reagent (oxidiser) onto the DNA synthesiser. The effects of the additional oxygen on 

the electrochemical properties of E1 are discussed in Chapter 4. After purification and 

characterisation, oligonucleotide quantification was achieved by application of UV/Vis 

spectroscopy and the Beer Lambert Law (see section 7.4 for full details.). 
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Oligonucleotide Calculated Exact Mass Observed Exact Mass 

T1 5465.88 5466.06 

 (S)-T1 5465.88 5466.56 

CuCyMid 5101.93 5102.30 

B1 5480.00 5480.79 

K1 5396.00 5396.43 

E1 5397.95 5412.43* 

N1 5514.95 5515.40 

miR135-1 7970.40 7971.31 

CuCy5′ 5405.93 5406.36 

CuCy3′ 5405.93 5406.40 

FcMid 4932.85 4932.81 

Fc5′ 5236.89 5237.01 

Fc3′ 5236.89 5236.85 

CuCy5′-30mer 10008.67 10010.44 

Fc5′-30mer 9839.64 9839.32 

T1-21mer 7278.23 7278.42 

B1-30mer 10038.68 10040.30 

CuCyMid_C3-2 4921.83 4921.82 

CuCyMid_C3+2 4921.83 4921.82 

T2A_C3-2 4423.77 4424.17 

T2A_C3+2 4423.77 4424.17 

DNA-Cy3 6294.26 6293.20 

DNA-Cy5 6378.31 6377.27 

DNA-Cy3-Ext 7549.52 7549.41 

DNA-Cy5-Ext 7633.56 7633.44 

Table 3.4: Modified oligonucleotide negative mode electrospray ionisation mass spectrometry results. * indicates the 
inadvertent oxidation of the CuCy. 
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Chapter 4: Electrochemical Sensing of Single 

Nucleotide Variants Using Redox-Modified DNA 

Probes 

4.1. Introduction 

As discussed in Chapter 1, a SNV is the overarching term for a change at a single locus (i.e., 

nucleobase) in a nucleic acid sequence, with those that are present in germline DNA (and in at 

least 1% of the population) denoted SNPs. Many SNVs have been shown to alter gene 

expression and/or change the structure and functioning of encoded proteins, potentially 

resulting in disease. Because of this, SNVs are of great diagnostic value and several methods 

have been developed or adapted to sense them. This chapter focuses on the electrochemical 

detection of SNVs using surface-immobilised probes, with the main focus on canonical 

nucleobase changes. 

4.1.1. Fluorescent Intercalators and Reporter/Quencher Probes for Single 

Nucleotide Variant Sensing 

A variety of fluorescence-based methods have been employed to sense SNVs. The products 

of specially designed real-time qPCR runs, in which allele-specific primers result in different 

rates of amplification in wild-type/mutant targets, can be analysed by melting curve analysis 

using intercalating dyes such as SYBR Green I.1,2 Fluorescent molecular beacons have also 

been used to detect SNVs, typically when used with real-time qPCR.3,4 The assays involve 

multiple molecular beacons, each labelled with a different fluorophore/quencher pair, that 

unravel and bind only to perfectly matched sections of the target. The molecular beacons are 

designed to bind to the section of the target that contains the SNV, with the sequence of each 

beacon identical bar the base opposite the SNV site. Amplification of just one target, in the 
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presence of the multiple molecular beacons, results in a fluorogenic response only from the 

beacon that perfectly matches the target (Figure 4.1). In a similar fashion, Taqman probes have 

also been used to sense SNVs, with multiple probes designed to be cleaved and produce 

different fluorogenic responses depending on which target is being amplified.5,6  

 

 

 

 

 

 

 

 

Although these fluorescence-based methods are commercially dominant in the sensing of 

SNVs, they suffer from several drawbacks. As intercalating dyes such as SYBR Green I interact 

non-specifically with double-stranded DNA,7 the primers must be carefully designed to ensure 

that the correct amplicons are produced on which to carry out the melting curve analyses. 

Molecular beacons, with their susceptibility to non-specific interactions,8 must be carefully 

designed to avoid giving false positives, particularly if those used to discriminate between 

SNVs differ by only one base. The same logic applies to Taqman probes, which additionally 

are also dependent on the activity of Taq polymerase and therefore must be used in a PCR-

based setup (a restriction that does not apply to molecular beacons, which can be used in SNV-

sensing setups that do not involve target amplification9). Furthermore, molecular beacons, 

Figure 4.1: Fluorogenic responses specific to the molecular beacons that perfectly matched the target being 
amplified, as reported by Kramer and coworkers. The left and right plots are the result of only wild-type and mutant 
targets being amplified, respectively; the middle plot is the result of both wild-type and mutant targets being amplified. 
(Adapted from reference 3.) 
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Taqman probes, and any other method of SNV sensing that involves labelling fluorophores, are 

also restricted by the number of fluorophores/quenchers available. Multiple, simultaneous 

sensing of SNVs (i.e., multiplexing) is possible to some extent but is limited by the useable 

window of the electromagnetic spectrum.10 Any involvement of PCR also results in challenges 

in terms of speed (a typical real-time qPCR run takes 1–2 hours to complete11) and improving 

the accessibility of the method to those without specialist training and well-equipped labs. 

4.1.2. Fluorescent Microarrays and Sequencing Technologies for Single Nucleotide 

Variant Sensing and Mapping 

 Other fluorescence-based methods have also been used to sense SNVs. SNV microarrays are 

a variant of DNA microarrays that involve capture probes which are specific to the wild-type 

and possible mutant targets.12 Depending on the type of SNV microarray used, fluorescently-

labelled signal probes or nucleotides are used to identify the base at a known SNV location. 

The data are then analysed computationally to determine quantitively the prevalence of a 

particular SNV. One major drawback to SNV arrays is that they can only interrogate known 

SNV locations and thus require prior genomic information.13 Sequencing technologies, most 

prominently some NGS methods and their use of fluorescently-labelled nucleotides, offer one 

of the best ways of mapping unknown SNVs in a genome.13-15 New SNVs are located by 

comparing multiple sequences and identifying consistent differences at certain points.13,16 As 

with SNV microarrays, the data collected by NGS technologies require extensive computational 

processing. Both SNV microarrays and NGS also typically involve PCR amplification.12,16  

Furthermore, neither SNV arrays or NGS tend to be suitable for point-of-care diagnostics, with 

run times taking hours to days and extensive training and well-equipped laboratories 

essential.12,13,16 
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4.1.3. Electrochemical Mismatch Detection 

Electrochemical sensing of SNVs offers an alternative read-out method to fluorescence. To 

demonstrate specificity, some sensors have been tested with targets containing mismatches: the 

more mismatches present in the target, the weaker the readout signals that result. Using this 

approach, targets containing one or more mismatches can be identified versus perfectly matched 

targets. Plaxco and coworkers reported on a sensor which used a triple-stem DNA probe 

specifically designed for single mismatch (i.e., SNV) detection.17 The surface-immobilised 

probe was modified with a MB at its terminal end and contained three stem loop structures in 

its unbound conformation (Figure 4.2). A section of the probe was complementary to perfectly 

matched target DNA. Upon target binding, the three stem-loop structures unravelled, bringing 

the MB closer to the electrode surface which resulted in an increased current signal. Because 

of the large thermodynamic changes involved in the unravelling of the three stem-loop 

structures, the probe was highly sensitive to mismatches. Probes involving one stem-loop 

structure (i.e., classic redox-modified molecular beacons) are not as sensitive to mismatches, 

but still produce current signals that negatively correlate with the number of mismatched base 

pairs in the probe–target duplex.18  

 

 

 

 

 

 Figure 4.2: Plaxco and coworkers’ triple-stem DNA probe designed for SNV detection. (Taken from reference 17.) 
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A variety of other sensors that use redox-modified DNA probes have also been used to 

discriminate between perfectly matched and mismatched targets, based on the same principle: 

that perfectly matched targets are thermodynamically favoured to form probe–target duplexes 

over mismatched targets and thus induce larger changes in current signals.19-21 However, this 

approach has several drawbacks. Whilst the presence of mismatches can be detected, their 

specific locations in the target are hard to pinpoint. Additionally, the changes in current signals 

induced by targets containing one, two, three, etc. mismatches are often overlapping and hard 

to differentiate. Most importantly, from a SNV-sensing perspective, is that the nature of the 

mismatches are hard to interrogate as it is not easy to determine whether a mismatch is, for 

example, an A–G or an A–C mismatch – a distinction that can be vital when identifying 

clinically relevant SNVs. 

4.1.4. Electrochemical Enzymatic Single Nucleotide Variant Sensing 

Several electrochemical sensors have been designed to interrogate the specific nature of 

SNVs. An important subset of these use DNA polymerase or ligation enzymes whose activity 

occurs in a SNV-specific manner. A common setup includes a DNA primer probe, surface-

immobilised at the 5′ end, that captures a SNV-containing target strand. On the partially 

hybridised primer probe–target duplex that results, enzymatic extension that incorporates 

redox-modified nucleotides signifies the presence of a particular base at the SNV location 

(Figure 4.3).  

 

 

 

 



90 

 

 

 

 

 

 

 

 

 

Ortiz and coworkers used dideoxynucleotides (ddNTPs, nucleotides that lack a 3′ hydroxyl 

group and thus inhibit further elongation after their addition by DNA polymerase) modified 

with common redox labels such as Fc and MB,22 whilst O’Sullivan and coworkers used ddNTPs 

modified with polyoxymetalates.23 Hocek and coworkers instead used Fc-modified nucleotides 

that did possess 3′ hydroxyl groups, with Fc-containing elongation products forming only on 

the primer that matched the SNV present in the target strand.24 Other sensors have used DNA 

ligase enzymes, which similarly only activated in a SNV-specific manner to result in 

measurable current signal changes.25,26 The major benefit of sensors that use DNA 

polymerase/ligase enzymes is the unequivocal nature of the results: enzymatic 

extension/ligation will only occur if a certain SNV is present. However, the very use of enzymes 

brings with it complications, with optimal temperature/pH windows required together with the 

ever-present threat of denaturation. 

 

 

Figure 4.3: Schematic diagram of a sensor employing a primer DNA probe capturing a SNV-containing target strand, 
with a DNA polymerase enzyme then conducting a single-base extension with a redox-modified ddNTP in a SNV-
dependent manner. A washing step followed by electrochemical interrogation identifies the redox-modified ddNTP 
remaining and thus the nucleobase present at the SNV location. 
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4.1.5. Electrochemical Ratiometric Single Nucleotide Variant Sensing 

 Only one example of electrochemical ratiometric SNV sensing can be found in the literature. 

Xiang and coworkers reported on a dual-tagged MB-/Fc-modified probe structure that 

underwent an amplification cycle in the presence of perfectly matched target (Figure 4.4).27 

Without the target present, a Fc-modified capture probe (Fc-CP in Figure 4.4) was bound to a 

MB-modified surface-immobilised oligonucleotide (MB-HP) by Watson-Crick base pairing in 

addition to Hoogsteen base pairing. Addition of the target (mp53) resulted in mp53 binding to 

Fc-CP, removing the Fc from the electrode surface and thus decreasing its current. MB-HP then 

formed a hairpin structure, bringing the MB closer to the electrode surface and thus increasing 

its current. Measuring the ratiometric change of the two currents resulted in more reproducible 

and sensitive sensing compared to measuring the change in either current individually. An 

additional oligonucleotide (AS-HP) was used to displace the mp53 in the mp53–Fc-CP duplex 

so that mp53 was free to initiate the cycle again. Changing one base in the target resulted in no 

current change taking place, enabling SNV detection. Although the amplification mechanism 

resulted in an exceptionally low limit of detection (LOD) in the fM range, drawbacks to the 

sensor include an inability both to locate the mutation within the target and to distinguish 

between different SNVs. 
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4.1.6. Electrochemical Copper Macrocycle Single Nucleotide Variant Sensing 

 Tucker and coworkers created a probe capable of electrochemically interrogating the specific 

nature of a SNV without the use of enzymes.28 The planar, redox-active CuCy replaced one 

nucleoside and could intercalate into the probe–target duplex (Figure 4.5). In a solution-based 

setup, probe–target hybridisation resulted in a decrease in the CuCy’s current as a result of its 

being within the duplex, where it was less able to facilitate electron transfer. Furthermore, the 

probe was able to discriminate between all four bases (i.e., SNVs) at the position opposite the 

CuCy in the probe–target duplex. A proposed reason for this discriminatory ability was that the 

CuCy was buried deeper into the duplex to a greater or lesser extent depending on the size of 

the base opposite. Unlike other electrochemical sensors discussed previously, which typically 

employed probes that underwent large conformational changes upon target binding, more subtle 

shifts in the CuCy’s position resulted in pronounced sensing differences that enabled the 

observed SNV sensing. 

Figure 4.4: Xiang and coworkers’ electrochemical ratiometric SNV sensor. The target mp53 is recycled resulting in the 
detachment of the Fc-modified hairpin from the electrode surface (decreasing Fc current) and the formation of a MB-
modified hairpin at the electrode surface (increasing MB current). (Taken from reference 27.) 
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4.2. Chapter Aims 

 The aim of this chapter is to sense clinically relevant SNVs using dual-labelled CuCy-/Fc-

modified probes. Previous work in the group carried out by Dr Edward Wilkinson29 focused on 

developing the solution-based CuCy-modified probe reported by Tucker and coworkers28 in 

two main ways: 1) the surface-immobilisation of the probes to form SAMs and 2) the 

incorporation of a second redox label (Fc) into the probe to enable a ratiometric sensing 

mechanism. The main focus of this chapter is to further the development and understanding of 

this dual-labelled probe, in addition to its application in the sensing of clinically relevant SNVs. 

Having made the probes (described in Chapter 3), the first objective was to form SAMs and 

characterise the DNA-modified electrode surfaces. In particular, the electrochemical properties 

and probe packing densities of newly-formed SAMs were to be determined to aid in the 

interpretation of subsequent sensing results. The second objective was to determine the key 

sensing properties of the probe, namely stability, sensitivity and regeneration capability. These 

are fundamental characteristics of any nucleic acid sensor, regardless of any specialisation in 

SNV sensing. The third objective was to sense SNVs in a test sequence in addition to cancer-

Figure 4.5: A) Tucker and coworkers’ CuCy-modified probe exhibiting SNV discrimination. B) Schematic showing the 
interaction between the incorporated CuCy and the base opposite. (Taken from reference 28.) 

A) B) 
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related SNVs (BRAFV600E and KRAS G12V/G12D mutations), COVID19-related SNVs 

(E484K and N501Y mutations), and epigenetic nucleobase changes (cytosine to 5-

methylcytosine). If successful, the results would provide the foundation for further 

development, understanding, and potential deployment of the sensor. 

4.3. Probe Design and Self-Assembled Monolayer Formation 

4.3.1. Probe Design and Function 

 The basic design and function of the CuCy-/Fc-modified (CuCyFc) probes is depicted in 

Figure 4.6. CuCy is incorporated centrally into the backbone of the probe oligonucleotide, 

replacing an entire nucleoside. Fc and a disulphide, whilst both also incorporated into the 

backbone of the probe, are added at the 5′ and 3′ ends respectively and do not replace any 

nucleotides. The probes form SAMs on the surface of gold electrodes via sulphur–gold 

chemistry. As with the solution-based setup,28 probe–target binding induces the reduction of the 

CuCy current, which is attributed to inhibition of electron transfer between the CuCy and the 

electrode when the former is within a duplex. The amount by which the CuCy current is reduced 

is dependent on the base opposite in the probe–target duplex, enabling SNV sensing. The Fc, 

being at the end of the probe, is relatively unaffected by probe–target binding and therefore 

produces a constant current that is used as an internal reference. Prior to addition of the target, 

the disorder within the single-stranded system is larger than in the target-added double-stranded 

system, on account of the presence of more rigid, less flexible probe–target duplexes in the 

latter. 
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 Probe sequences and target sequences used in this chapter are shown in Table 4.1 and Table 

4.2, respectively. T1, (S)-T1 and T1unmod are based on the standard in-house test sequence 

used in the Tucker group. The sequences of all the other probe oligonucleotides are based on 

sections of the human genome which contain clinically relevant SNVs. The target sequences 

are complementary to their respective probes, with the base opposite the CuCy in the probe–

target duplexes varied. 

Figure 4.6: Schematic representation of a dual-labelled DNA probe used in this work, containing redox-active CuCy (* 
denotes stereogenic centre) and Fc complexes, and the effect of hybridisation with target DNA on its electrochemical 
properties. 
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4.3.2. Confirming Self-Assembled Monolayer Formation 

 Four gold electrodes were used, each with a diameter of 2 mm. Cyclic voltammetry was used 

to confirm that the probes formed SAMs on the gold electrodes. Figure 4.7A shows CVs 

recorded using the T1 probe at various scan rates, with Figure 4.7B confirming a linear 

relationship between the Fc current and the scan rate. As detailed in section 2.7.2, a linear scan 

rate dependence provides evidence that the electrochemical activity is occurring at the surface 

of the electrode without any diffusion of the redox-active species, and thus it is used as evidence 

Oligonucleotide 5′ – Sequence – 3′ 

 T1 F TGG ACT CXC TCA ATG S 

 (S)-T1 F TGG ACT CXC TCA ATG S 

 CuCyMid TGG ACT CXC TCA ATG S 

 
B1 F AGA TTT CXC TGT AGC S 

 K1 F TAC GCC AXC AGC TCC S 

 E1 F AAA CCT TXA ACA CCA S 

 

 
N1 F ACA CCA TXA GTG GGT S 

 T1unmod TGG ACT CTC TCA ATG 

Oligonucleotide 5′ – Sequence – 3′ 

 T2A CAT TGA GAG AGT CCA 

 

 
T2C 

 

CAT TGA GCG AGT CCA 

 T2G CAT TGA GGG AGT CCA 

 T2T CAT TGA GTG AGT CCA 

 T25mC CAT TGA GmCG AGT CCA 

 T2ran ACA GCT TCA TGG AAG 

B2A GCT ACA GAG AAA TCT 

B2T GCT ACA GTG AAA TCT 

K2A GGA GCT GAT GGC GTA 

K2G GGA GCT GGT GGC GTA 

K2T GGA GCT GTT GGC GTA 

E2A TGG TGT TAA AGG TTT 

 E2G TGG TGT TGA AGG TTT 

 N2A ACC CAC TAA TGG TGT 

 N2T ACC CAC TTA TGG TGT 

 

Table 4.1: Probe sequences used in this chapter. X = CuCy; F = Fc; S = disulphide. 

Table 4.2: Target sequences used in this chapter. Bases highlighted in red sit opposite the CuCy in the probe–target 
duplexes formed. mC = 5-methylcytosine. 
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for SAM formation. Although the use of TCEP ensures the reduction of the disulphide to a thiol 

and therefore enables the sulphur–gold reaction, DNA-modified electrodes prepared without 

the use of TCEP also resulted in the formation of SAMs, albeit of poorer quality (see Appendix 

8.2.1.). Disulphide adsorption onto gold surfaces is known,30 but reducing to thiols results in a 

greater extent of sulphur–gold reactions and therefore greater probe coverage of the electrode. 

 

 

 

 

 

 

 

4.3.3. Evaluating Probe Electrochemical Characteristics 

 E1/2, ΔEp and ip
a/ip

c values for the CuCy and Fc in the SAMs formed by the probe 

oligonucleotides are shown in Table 4.3 and Table 4.4, respectively. E1/2 values were 

approximately 400 mV for CuCy and 110 mV for Fc, resulting in two non-overlapping yet 

relatively close redox signals. A spread in the E1/2 values of 19 mV for CuCy and 15 mV for Fc 

indicated that the free energy changes of the electron transfer reactions differed slightly from 

probe to probe. The sequence of bases is known to affect the flexibility of double-stranded 

DNA.31 Although single-stranded, one possibility is that the different sequences of the probe 

oligonucleotides affects their ability to flex and allow the redox labels to reach the electrode 

surface. Of note is the 12 mV difference in E1/2 between the CuCy in T1 (the (R)-isomer) and 

Figure 4.7: A) CVs of T1 at various scan rates; in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4. B) Dependence 
of the Fc currents on scan rate for T1, measured from the CVs shown in A. 

A)

v 

B)

v 
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the CuCy in (S)-T1 (the (S)-isomer). As the sequences of T1 and (S)-T1 are identical, the 

difference in E1/2 must be explained by the precise position of the CuCy affecting its redox 

behaviour. ΔEp for CuCy and Fc in the probe oligonucleotides were 11 mV or less, typical of 

surface-bound electrochemical species.32 The exception was the CuCy in N1, with a ΔEp value 

of 24 mV, suggesting slower reaction kinetics. Although unclear why this was the case, the 

CuCy in N1 also had the most positive E1/2 value, which normally suggests oxidation is less 

thermodynamically favourable. The inadvertent addition of an oxygen atom to the Cu2+ cation 

in E1 described in Chapter 3 had little effect on the CuCy’s E1/2, ΔEp and ip,
a/ip,

c values relative 

to the majority of other probes. However, its presence was evident in the slight distortion of the 

current peaks (see section 4.6.). The ip
a/ip

c values obtained for CuCy were below 1, which may 

be attributed in part to the proximity of CuCy's redox activity to the edge of the usable potential 

window, as well as the challenge of accurately extrapolating a baseline for the cathodic peak. 

The redox activity of Fc was comfortably within the useable potential window and therefore 

both its anodic and cathodic peaks were easy to analyse, so its ip
a/ip

c values were close to unity. 

 

 

 

  

 

 

 

 

Probe E1/2 / mV ΔEp / mV ip
a/ip

c 

T1 395 (± 3) 10 (± 1) 0.87 (± 0.04) 

(S)-T1 407 (± 2) 9 (± 1) 0.91 (± 0.02) 

CuCyMid 398 (± 3) 8 (± 2) 0.90 (± 0.03) 

B1 396 (± 3) 9 (± 1) 0.89 (± 0.01) 

K1 406 (± 1) 11 (± 3) 0.91 (± 0.02) 

E1 399 (± 2) 9 (± 2) 0.88 (± 0.02) 

N1 414 (± 2) 24 (± 4) 0.84 (± 0.03) 

Table 4.3. Electrochemical properties of the CuCy in SAMs formed by the probe oligonucleotides on gold electrodes. 
All values are determined from at least three CVs (1000 mV s–1). 
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4.3.4. Probe Surface Coverage 

 After determining the electrochemical surface areas of the gold electrodes (see section 

2.7.2.), probe packing densities following SAM formation were calculated. SAMs formed using 

redox-modified DNA offer an advantage in calculating surface coverages over those formed 

using unmodified DNA, in that the charge associated with the redox process is directly 

proportional to the number of strands immobilised at the surface. In this case, as each probe 

oligonucleotide contains one CuCy and one Fc, calculating the number of either redox label at 

the electrode surface allowed for the direct quantification of the surface molecular density of 

probes. Using Equation 4.1.32 and the charge of the CuCy-produced anodic peak, the coverage 

of the T1 probe was calculated to be approximately (1.9 ± 0.4) × 10–11 mol cm–2. This equated 

to approximately 1.1 × 1013 probe molecules per cm2 of electrochemically active electrode. 

These values are broadly within the range of surface coverages reported for other DNA-

modified gold electrodes.33   

 

 

 

 

Probe E1/2 / mV ΔEp / mV ip
a/ip

c 

T1 116 (± 1) 9 (± 2) 0.99 (± 0.01) 

(S)-T1 117 (± 2) 7 (± 1) 0.99 (± 0.01) 

B1 105 (± 1) 7 (± 1) 0.98 (± 0.01) 

K1 113 (± 1) 6 (± 1) 0.98 (± 0.02) 

E1 102 (± 1) 5 (± 1) 1.00 (± 0.01) 

N1 109 (± 1) 6 (± 1) 0.99 (± 0.01) 

Table 4.4. Electrochemical properties of the Fc in SAMs formed by the probe oligonucleotides on gold electrodes. All 
values are determined from at least three CVs (1000 mV s−1). 
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Equation 4.1. 

𝑄 = 𝑛𝐹𝐴𝛤 

Where: 

Q = charge (µC) 

n = number of electrons transferred in the redox process 

F = Faraday’s constant (96,485 C mol–1) 

A = microscopic electrochemical surface area (cm2) 

Γ = surface coverage (mol cm–2) 

 

For SAMs formed using unmodified DNA, surface coverage is often calculated by saturating 

with a charge-compensating redox marker (usually [Ru(NH3)6]
3+).34,35 The saturating amount 

of redox marker is directly proportional to the number of phosphate groups and therefore the 

number of DNA strands forming the SAM. An attempt to measure the surface coverage of a 

SAM formed with T1 probe using this method proved unsuccessful as the saturating 

concentration of [Ru(NH3)6]
3+ could not be reached (see Appendix 8.2.1.), likely due to 

incomplete SAM formation allowing the redox marker to reach the electrode surface. 

4.3.5. Electrochemical Electrode Roughening 

 Part of the SAM preparation procedure involved the use of chronoamperometry to subject 

the electrode surface to a relatively positive potential in order to remove any contaminants prior 

to SAM formation. Chronoamperometry is a simple electrochemical technique that subjects the 

electrode to a set potential for a period of time. All electrodes were subjected to 2 V for 5 s 

followed by –0.35 V for 10 s in 0.5 M H2SO4 as part of the cleaning procedure. In addition to 

the removal of contaminants, using these potentials roughened the surfaces of the electrodes 

and increased their electrochemical surface areas (see Appendix 8.2.1.). Electrochemical 
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roughening is used by Plaxco and coworkers to increase the signalling of sensors involving 

redox-modified surface-immobilised DNA probes.33,36 Larger electrode surface areas allows for 

the attachment of more probes which improves signal-to-noise ratios. The mechanism of 

electrochemical roughening in acid involves the dissolution of small areas of gold from the 

initially smooth electrode surface which results in roughened nanostructures.36 Figure 4.8 

compares the electrochemical activity of SAMs formed after the gold electrode was subjected 

to 2 V followed by –0.35 V (the standard chronoamperometry step used throughout this thesis, 

that resulted in some electrode roughening) versus 3.25 V followed by –0.35 V (only used here 

to highlight the effect of increased electrode roughening). Significantly larger peaks were 

observed with the SAM formed on the rougher surface owing to the increased number of 

attached probes. Unless otherwise stated, all SAMs for this work were formed on gold 

electrodes that had been subjected to 2 V in H2SO4 as detailed in section 7.6.2. This was to 

ensure that SAM formation was consistent with the procedures followed previously in the 

group.29,37 However, the ability to form SAMs which produce larger redox signals may be of 

use, particularly when sensing in complex media and the resulting need to maximise signal-to-

noise ratios. 

 

 

 

 

 

 
Figure 4.8: CVs of T1 on electrodes subjected to 2 V (some electrochemical roughening) and 3.25 V (more 
electrochemical roughening) prior to SAM formation; in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan 
rates = 1000 mV s–1. 
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4.4. Thermal Melting Studies 

Thermal melting studies were conducted to assess how the modifications and varying the 

base opposite the CuCy affected duplex stability. SYBR Green I was used which increased the 

Tm values by way of its intercalation into DNA stabilising the duplexes, as detailed in section 

2.4.2.38  Table 4.5 shows the Tm values for the probes based on the in-house testing sequence 

and Table 4.6 shows the Tm values for the probes based on clinically relevant SNVs.  

 

 

 

 

 

 

 

 

 

 

Purines opposite the CuCy instead of pyrimidines tended to reduce duplex stability. This was 

found previously in CuCy-modified DNA and may be explained by the larger size of the 

purines, which then clash more with the CuCy to form less stable duplexes.28,29 However, 

duplexes formed with the K1 probe showed the reverse, with the purines adenine and guanine 

opposite the CuCy resulting in more stable duplexes than those formed with the pyrimidine 

Base 

Opposite 

CuCy 

 

T1 / oC 

 

(S)-T1 / oC 

 

CuCyMid / oC 

A 57.5 (± 0.5) 63.5 (± 1.0) 60.0 (± 0.5) 

C 60.5 (± 0.5) 66.0 (± 0.5) 62.5 (± 0.5) 

G 58.5 (± 0.5) 63.0 (± 0.5) 60.0 (± 0.5) 

T 60.0 (± 0.5) 65.0 (± 0.5) 62.0 (±0.5) 

5mC 60.5 (± 0.5) - - 

Base 

Opposite 

CuCy 

 

B1 / oC 

 

K1 / oC 

 

E1 / oC 

 

N1 / oC 

A 55.5 (± 1.0) 69.5 (± 0.5) 57.5 (± 1.0) 53.0 (± 0.5) 

C - - - - 

G - 68.0 (± 0.5) 59.0 (± 1.0) - 

T 60.5 (± 1.0) 66.5 (± 0.5) - 55.5 (± 0.5) 

Table 4.5. Thermal melting temperatures for the probes based on the in-house testing sequence when duplexed with 
equimolar equivalents of unmodified complementary targets with the base opposite the CuCy varied. [DNA] = 10 µM 
in 10 mM sodium phosphate buffer pH 7.0, 100 mM NaCl.  

Table 4.6. Thermal melting temperatures for the probes based on clinically relevant SNVs when duplexed with 
equimolar equivalents of unmodified complementary targets with the base opposite the CuCy varied. [DNA] = 10 µM 
in 10 mM sodium phosphate buffer pH 7.0, 100 mM NaCl.  
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thymine opposite the CuCy. This indicated that the interaction with the base opposite the CuCy 

is not the only interaction that affects duplex stability, with the bases above and below the CuCy 

in the base stack also likely to affect its position and therefore the structural integrity of the 

duplex. The (R)-isomer of CuCy was previously modelled to disrupt the bases around it more 

so than the (S)-isomer (Figure 4.9),28 which further indicates that interactions with all bases in 

the local environment of CuCy should be considered. As with previous studies, the (S)-isomer 

of CuCy in (S)-T1 resulted in more stable duplexes than the (R)-isomer. This again supports 

the previous modelling predicting that the (S)-isomer fits better into the base stack than the (R)-

isomer. Addition of the Fc at the 5′ end caused a minor reduction in duplex stability, as indicated 

by the slightly higher Tm values for CuCyMid compared to T1. This is surprising given Fc’s 

terminal position, however the impact was modest and had no effect on probe sensing 

capabilities. 

 

 

 

 

 

 

 

 

 

Table 4.9. Models of the (S)-isomer (left) and (R)-isomer (right) of CuCy in CuCy-modified DNA intercalating into probe–
target duplexes formed with T2A. (Taken from reference 28.)  
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4.5. Key Properties and Sensing 

4.5.1. Ratiometric Sensing 

 Incorporation of Fc at the 5′ end of the probes enables a dual-signal ratiometric sensing 

mechanism. The presence of an oxidation peak and a reduction peak for each redox label 

presents a choice: which of the anodic (oxidation) or cathodic (reduction) currents are used to 

determine the CuCy:Fc current ratio? As discussed in section 4.3.3., whilst the ip
a/ip

c values for 

Fc were approximately 1, the ip
a/ip

c
 values for CuCy varied from 0.84 to 0.91. Part of the reason 

for the variance in the CuCy ip
a/ip

c values was the difficulty in extrapolating an accurate baseline 

for the cathodic peak (Figure 4.10).  

 

 

 

 

 

 

 

 

When manually drawing the baseline, there is a relatively high chance that two different 

people would draw two slightly different baselines. Conversely, extrapolating a baseline for the 

anodic CuCy peak was deemed to be less open to interpretation and therefore more 

Figure 4.10: Cyclic voltammogram of T1 showing the relevant peak currents; in 10 mM sodium phosphate buffer (pH 
7.0) 1 M NaClO4, scan rate = 1000 mV s−1. 
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reproducible. As such, all CuCy:Fc current ratios reported in this work are derived from the 

anodic currents only (Equation 4.2.). 

Equation 4.2. 

CuCy: Fc current ratio =
CuCy 𝑖pa

Fc 𝑖pa
 

To demonstrate the enhanced reproducibility of the ratiometric setup, the initial peak current 

of CuCy was compared with the initial CuCy:Fc current ratios over 20 individual measurements 

(Figure 4.11). Using the CuCy anodic current alone resulted in considerable variation with an 

average of 0.417 µA and a standard deviation (SD) of 0.099 µA. Using the CuCy:Fc current 

ratio resulted in significantly less variation with an average of 1.385 and a SD of 0.059. As with 

other sensors employing a dual-signal approach,39,40 the ratiometric readout proved more 

reproducible than relying on a single current alone. An additional benefit of using the Fc as an 

internal reference is the ability to attribute the reduction in CuCy current to probe–target binding 

instead of probe detachment, as the latter would also result in the reduction of the Fc current. 

 

 

 

 

 

 

 

A) B) 

Figure 4.11: Comparison between the reliance on initial CuCy anodic current alone with CuCyMid (A) versus initial 
CuCy:Fc current ratio with T1 (B). All currents are those recorded prior to target addition. Red bars represent the 
average values for the 20 measurements. Error bars represent SD. 
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4.5.2. Detection of Binding Events and Selectivity 

 Figure 4.12 shows the effect of adding complementary T2T target (A) and non-

complementary T2ran target (B) to the surface-immobilised T1 probe. Addition of the 

complementary T2T resulted in the reduction of the CuCy current whilst the Fc current 

remained relatively unchanged. Allowing for more time after target addition resulted in a larger 

CuCy current reduction as more targets bound to more probes. 60 minutes was deemed the 

longest time a point-of-care sensor should take to generate a result, given that PCR-based 

methods typically take at least 1–2 hours.11 Selectivity was assessed by addition of non-

complementary T2ran. At a relatively high target concentration of 1 µM, a minimal change in 

the CuCy current and no change in the Fc current was observed. The small change in the CuCy 

current can be attributed to non-specific binding, especially given the high target concentration 

used. 

 

 

 

 

 

 

 

4.5.3. Electrochemical Stability Studies 

 As discussed in sections 2.7.2 and 4.3.2, evidence for SAM formation is obtained by plotting 

current versus scan rate. The initial sensing protocol (Figure 4.13) involved measuring a series 

Figure 4.12: A) CVs of T1 before (solid line), 20 minutes after (dotted line), and 60 minutes after (dashed line) T2T target 
addition; [T2T] = 50 nM. CVs of T1 before (solid line) and 60 minutes after (dashed line) T2ran target addition; [T2ran] = 
1 µM. In 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. 

A) B) 
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of CVs prior to and after target addition to confirm that the SAM remained intact throughout 

the time it was under investigation. 

 

 

 

 

 

 However, it became apparent that measuring a series of CVs (steps 3 and 6 in Figure 4.13) 

was affecting the CuCy currents. A CV set consisted of CVs at scan rates of 500, 250, 100, 80, 

60, 40, 20 and 10 mV s–1. As seen in Figure 4.14, the completion of one set of CVs following 

this protocol significantly reduced the CuCy current whilst leaving the Fc current unchanged. 

To confirm that the sensing CVs conducted at a scan rate of 1000 mV s–1 were not affecting the 

CuCy current, five 1000 mV s–1 CVs were conducted over a 25 minute period which showed 

no impact on the CuCy current (see Appendix 8.2.3.).  

 

 

 

 

 

 

 

Figure 4.13: Initial sensing protocol. 

60–20 min 

1. SAM-functionalised 

electrode immersed in 

buffer 

2. ‘Initial’ CV conducted 

(1000 mV s−1) 

3. Set of CVs conducted 

(500, 250, 100, 80, 60, 

40, 20 and 10 mV s−1) 

4. Target added 5. ‘Target-added’ CV 

conducted (1000 mV s−1) 

6. Set of CVs conducted 

(500, 250, 100, 80, 60, 

40, 20 and 10 mV s−1) 

5 min 

Figure 4.14: CVs of T1 before (solid line) and after (dashed line) one set of CVs according to the initial sensing protocol; 
in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. 
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 Next, the extent to which the sets of CVs were affecting the CuCy currents was investigated. 

Specifically, it was important to determine whether the CuCy currents reached a constant value 

or continued to decrease with further sets of CVs. Figure 4.15 shows that the CuCy currents 

continued to decrease with each CV set, up to a total of 10. Whilst it is possible that a levelling 

out of the CuCy currents could occur beyond 10 sets of CVs, even that many takes a 

considerable amount of time to complete and therefore achieving such a plateau would be 

impractical. Regardless, it was shown that the CV sets were inadvertently reducing the CuCy 

currents and therefore the sensing protocol had to be changed. Why the sets of CVs reduce the 

CuCy currents is not yet understood. A conformational change in the probes was considered but 

the continued reduction in CuCy currents with further CV sets implies that the Cu2+ centre itself 

is electrochemically unstable at the potentials used and for the lengths of time employed.  

 

 

 

 

 

 

 

 Once it had been established that full CV sets (cycling between –75 and 550 mV) affected 

the CuCy currents, it was investigated whether only cycling over the Fc’s redox potentials could 

be used to determine the relationship between current and scan rate. A ‘half-CV’ set involves 8 

CVs at the same scan rates as a standard CV set, but each CV cycles between –75 and 240 mV 
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Figure 4.15: A) CVs of T1 taken after sets of CVs; in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 
1000 mV s–1. B) CuCy:Fc current ratios derived from the CVs shown in (A). 
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instead of between –75 and 550 mV. Using ‘half-CV’ sets, the CuCy’s redox potentials are not 

reached. Half-CV sets were found not to affect the CuCy currents and therefore left the CuCy:Fc 

current ratios unchanged (Figure 4.16). Confirmation of SAM formation was thereafter 

obtained using half-CV sets. 

 

 

 

 

 

 

 

4.5.4. Limit of Detection 

 The ideal nucleic acid sensor would be able to sense targets without the need for target 

amplification. Physiological concentrations of cf-DNA are typically reported in ng mL–1 41,42 

and the equivalent concentrations in molarity (mol dm−3) cannot be determined accurately, 

owing to the varying molecular weights of each fragment. miRNAs, with their known 

sequences and therefore known molecular weights, offer a better route for estimating a target 

LOD in terms of concentration. Concentrations of extracellular miRNAs are typically reported 

in copies of miRNA per unit of volume43,44 or ΔCt.42,45 Tewari and coworkers determined the 

concentrations of several blood-based cancer-related and non-cancer-related miRNAs in copies 

per µL.43 In healthy subjects, the relatively abundant non-cancer-related miRNAs miR-16 and 

miR-24 were found in concentrations of approximately 100,000 copies per µL of plasma. Using 

A)

v 

B)

v 

Figure 4.16: A) Half-CVs of T1 cycling over the Fc’s redox potentials; in 10 mM sodium phosphate buffer (pH 7.0) 1 M 
NaClO4. B) CuCy:Fc current ratios derived from CVs taken before and after half-CV sets. 
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the molecular weights of each miRNA, 100,000 copies per µL of plasma is equivalent to 

approximately 166 pM. Given miR-16 and miR-24 are relatively abundant miRNAs, with most 

others determined to be present at concentrations orders of magnitude lower,43,44 a sensor with 

a LOD in the fM–pM range could theoretically sense miRNAs at physiologically relevant 

concentrations without the need for target amplification.  

 As a result of the electrochemical stability studies, the true LOD, without the effects of the 

CV sets, had to be determined. The T1 probe was tested with sequentially lower amounts of the 

target T2T, starting with a relatively high concentration of 1 µM and ending when only a 

minimal sensing response was observed (Figure 4.17). T2T was chosen as the target to 

investigate the LOD as previous studies had identified that a thymine opposite the CuCy in the 

probe–target duplex resulted in the largest reduction in CuCy current.29 Measurements were 

taken 20 minutes and 60 minutes after target addition, revealing that at lower target 

concentrations a longer incubation time resulted in larger CuCy:Fc current ratio % changes. 

This can be explained given that solutions containing fewer targets should take longer to 

encounter and bind a set number of probes than solutions containing more targets. At a target 

concentration of 1 µM, a minimal change was observed between the two time points, indicating 

that an equilibrium had been reached no longer than 20 minutes after target addition. 
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 Once 10 nM and 1 nM target concentrations were identified as the concentrations at which 

minimal sensing responses were observed, repeat measurements were conducted at 60 minutes 

after target addition to confirm the LOD (Figure 4.18). At 1 nM target concentration, the small 

CuCy:Fc current ratio % changes were often indistinguishable from no % change at all (see 

Appendix 8.2.4.), as represented by the error overlapping with 0% change. The LOD was 

therefore determined to be 10 nM, as this was the concentration at which a sensing response 

could be reproducibly distinguished from no % change at all. 
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Figure 4.18: % changes in T1’s CuCy:Fc current ratio 60 minutes after target T2T addition at concentrations of 10 nM 
and 1 nM; in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. Error bars represent SD. 
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Figure 4.17: % changes in T1’s CuCy:Fc current ratio 20 minutes (light blue) and 60 minutes (dark blue) after addition 
of varying concentrations of target T2T; in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV 
s–1. 
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A LOD of 10 nM is estimated to be at least two orders of magnitudes short of being able to 

sense clinically relevant nucleic acids at physiological concentrations, as discussed above. 

Comparable sensors in the literature employing redox-modified surface-immobilised DNA 

probes report a wide range of LODs. Sensors using simple hairpin probes that removed a redox-

label from the electrode surface upon target binding reported LODs from 10 pM to 1 nM;46,47 

those using probes that moved a redox-label closer to the electrode surface upon target binding 

reported LODs from 400 fM to 2 nM;48-51 and those using dual-labelled probes that employed 

ratiometric sensing mechanisms reported LODs from 2.3 fM to 1 µM.39,52,53 The probes used 

in all of these sensors underwent large conformational changes that drastically changed the 

position of the reporting redox label(s) relative to the electrode surface upon target binding, 

which may account for some of the lower LODs. By contrast, the position of the CuCy relative 

to the electrode surface undergoes a less drastic change upon target binding. Stulz and 

coworkers’ cobalt porphyrin-modified probe, which is similar to CuCy-modified probes in that 

target binding induces a relatively small change in the redox-label’s position relative to the 

electrode surface, reported a LOD of 10 fM.54 

 Relating probe packing density to LOD provides useful context. As discussed above, the 

surface coverage for SAMs formed with the T1 probe was calculated to be (1.9 ± 0.4) × 10–11 

mol cm–2. Electrochemically active electrode surface areas were approximately 0.021 cm2. 

Therefore, a typical T1 SAM has ca 0.4 pmol of probes attached to the electrode surface which 

equates to ca 2.4 × 1011 probes. A 1.5 mL solution (the standard sensing volume used, see 

section 7.6.3.) containing target at a concentration of 10 nM contains ca 9 × 1012 target 

molecules. Therefore, a 10 nM target solution contains almost two orders of magnitude more 

targets than is theoretically needed to bind to every probe and saturate the sensor. That the 

sensor is not saturated, even though many more targets are present than are needed to 
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theoretically do so, is likely because of the repulsive electrostatic and steric effects experienced 

by DNA immobilised onto gold surfaces.55,56 Travas-Sejdic and coworkers’ comparison of DNA 

probes versus PNA probes provides an illustrative example of the repulsive electrostatic forces 

experienced by DNA at the surface of an electrode.56 Using a Fe(CN)6
3−/4− redox couple, the 

charged DNA probes had a LOD of 2.9 nM when sensing DNA target, whereas the uncharged 

PNA probes had a LOD of 7.8 pM sensing the same DNA target – a 371-fold increase in 

sensitivity. 

Conversely, solutions containing fewer target molecules than are needed to theoretically 

saturate the sensor must generate signals that are large enough to overcome the ‘bulk’ signal. 

For example, initial efforts to sense 10 fM T2T target using the T1 probe and the updated 

sensing protocol (see section 4.5.3.) proved unsuccessful: the reduced current produced by the 

CuCy tags in the ca 9,000,000 probe–target duplexes (the maximum number that could 

theoretically form in a 1.5 mL 10 fM target solution) could not register above the normal current 

produced by the CuCy tags in the remaining (ca 2.4 × 1011) unbound probe molecules. 

4.5.5. Probe Regeneration 

 Sensors that can be reused offer clear advantages over single-use devices. Those that use 

surface-immobilised DNA probes face the challenge of ensuring effective probe–target duplex 

denaturation whilst minimising SAM destruction. Previous work had investigated soaking in 

urea solutions to regenerate CuCy-modified probes with limited success.29 Instead, sonication 

(known to be effective for even significantly longer double-stranded DNA fragments57) in 

ultrapure water was found to more reliably regenerate the probes after sensing target. Figure 

4.19A shows the regeneration of the T1 probe by sonication in ultrapure water for 60 seconds 

after sensing T2T target for a total of 3.5 cycles, with the associated CuCy:Fc current ratios 

shown in Figure 4.19B. Repeated sonication regenerations did remove some probes from the 
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surface, as evidenced by the slight decreases in the Fc and CuCy currents with each cycle. 

However, regeneration by sonication proved to be inconsistent, with some SAMs remaining 

relatively intact (e.g., Figure 4.19A) and others seeing much more significant probe detachment 

(see Appendix 8.2.5.). 

 

 

 

 

 

 

 

 Simple rinsing with ultrapure water has been reported to denature surface-immobilised 

double-stranded DNA.18,58 Figure 4.20A shows the regeneration of the T1 probe by rinsing 

under a stream of ultrapure water for 60 seconds after sensing T2T target for a total of 3.5 

cycles, with the associated CuCy:Fc current ratios shown in Figure 4.20B. To more effectively 

evaluate the rinsing regeneration method, a higher target concentration was used (1 µM versus 

100 nM) to maximise the number of probe–target duplexes formed. Compared with 

regeneration by sonication, regeneration by rinsing resulted in less probe detachment as 

evidenced by the more stable Fc and CuCy currents. Crucially, regeneration by rinsing also 

proved more consistent, with minimal destruction observed from SAM to SAM. However, with 

both methods some degree of probe detachment was observed. In these scenarios, the 

ratiometric sensing mechanism proves vital to the reusability of the sensor. Using just the CuCy 

Figure 4.19: A) Regeneration of T1 after incubation with T2T target (100 nM, 60 min) by sonication in ultrapure water for 
60 seconds; in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. B) CuCy:Fc current 
ratios derived from the CVs shown in A. 

A)

v 

B)

v 

Initia
l

T2T 1

Regen 1
T2T 2

Regen 2
T2T 3

Regen 3

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

C
u

C
y
:F

c
 c

u
rr

e
n
t 
ra

ti
o



115 

 

current alone, it is not clear whether partial or full regeneration of the probe has occurred, as a 

regenerated current smaller than the initial current may be due to partial regeneration or probe 

detachment. Alternatively, as probe detachment results in the same number of CuCys and Fcs 

being removed from the surface, the initial and regenerated CuCy:Fc current ratios should 

remain equal, which therefore makes it easier to distinguish between partial or full regeneration. 

 

 

 

 

 

 

 

4.6. Electrochemical Single Nucleotide Variant Sensing 

4.6.1. Test Probe 

  

 

 

 

 SNV sensing and interrogation was firstly investigated using the test probe T1. Figure 4.21 

shows the CuCy:Fc current ratio % changes induced by the four targets listed in Table 4.7 at 50 

Oligonucleotide 5′ – Sequence – 3′ 

 T1 F TGG ACT CXC TCA ATG S 

 T2T CAT TGA GTG AGT CCA 

 T2A CAT TGA GAG AGT CCA 

 

 
T2G CAT TGA GGG AGT CCA 

 T2C 

 

CAT TGA GCG AGT CCA 

 

Table 4.7: Probe sequence (T1) and target sequences (T2X).  X = CuCy; F = Fc; S = disulphide. Bases highlighted in red 
sit opposite the CuCy in the probe–target duplexes formed. 

 

Table 4.7: Probe sequence (T1) and target sequences (T2X).  X = CuCy; F = Fc; S = disulphide. Bases highlighted in red 
sit opposite the CuCy in the probe–target duplexes formed. 

A)

v 

B)

v 

Figure 4.20: A) Regeneration of T1 after incubation with T2T target (1 µM, 10 min) by rinsing in ultrapure water for 60 
seconds; in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. B) CuCy:Fc current ratios 
derived from the CVs shown in A. 
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nM, and Figure 4.22 shows the associated representative CVs (see Appendix 8.2.6. for the 

processed anodic traces used to determine CuCy:Fc current ratios). The successful 

discrimination by surface-immobilised T1 between T2A, T2C and T2T/T2G at a target 

concentration of 50 nM represents a thousand-fold increase in sensitivity compared with the 

solution-based setup previously reported.28 However, unlike the solution-based setup, the 

surface-immobilised T1 was unable to distinguish between all four canonical bases as T2T and 

T2G produced CuCy:Fc current ratio % changes within the margin of error. Investigations into 

the mechanism of SNV sensing using CuCy-modified DNA and the differences in sensing 

behaviour to the solution-based CuCy-modified probe previously reported28 are discussed in  

more detail in Chapter 5. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.21: CuCy:Fc current ratio % changes for T1 60 minutes after target addition. Error bars represent SD. [Target] 
= 50 nM in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1.  
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4.6.2. Cancer-Based Probes 

 

 

 

 

 

 Next, the B1 and K1 probes (Table 4.8) based on cancer-related SNV mutations were tested. 

The B1 probe is based on the BRAF V600E mutation (thymine to adenine) in the BRAF 

Oligonucleotide 5′ – Sequence – 3′ 

 B1 F AGA TTT CXC TGT AGC S 

 B2T GCT ACA GTG AAA TCT 

B2A GCT ACA GAG AAA TCT 

K1 F TAC GCC AXC AGC TCC S 

 K2T GGA GCT GTT GGC GTA 

K2A GGA GCT GAT GGC GTA 

K2G GGA GCT GGT GGC GTA 

Table 4.8: Probe sequences (B1, K1) and target sequences (B2X, K2X). X = CuCy; F = Fc; S = disulphide. Bases 
highlighted in red sit opposite the CuCy in the probe–target duplexes formed. 

 

Table 4.8: Probe sequences (B1, K1) and target sequences (B2X, K2X). X = CuCy; F = Fc; S = disulphide. Bases 
highlighted in red sit opposite the CuCy in the probe–target duplexes formed. 

Figure 4.22: Representative CVs of T1 sensing targets T2T (A), T2A (B), T2G (C) and T2C (D), [target] = 50 nM; in 10 mM 
sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1.  
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oncogene that is associated with various cancers.59-61 The K1 probe is based on the KRAS 

G12V (guanine to thymine) and KRAS G12D (guanine to adenine) mutations located at the 

same position in the KRAS oncogene, which are also associated with various cancers.62-64 B1 

was able to discriminate between B2T and B2A at a target concentration of 50 nM (Figure 4.23, 

left). As with T1, having a thymine opposite the CuCy in the duplex resulted in a bigger 

reduction in the CuCy:Fc current ratio than adenine. K1 was able to identify K2T, but was 

unable to discriminate between K2A and K2G (Figure 4.23, right). Unlike with T1 and B1 and 

their respective targets, the sensing of the purine targets K2A and K2G using K1 resulted in 

larger CuCy:Fc current ratio % changes compared with the sensing of the pyrimidine target 

K2T. This further indicated that the base opposite in the probe–target duplex was not the sole 

determinant of the CuCy’s electrochemical behaviour. 

 

 

 

 

 

 

 

 

 

 

Figure 4.23: CuCy:Fc current ratio % changes for B1 (left) and K1 (right) 60 minutes after target addition. Error bars 
represent SD. [Target] = 50 nM in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s−1.  
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Figure 4.25: Representative CVs of K1 sensing targets K2T (A), K2A (B) and K2G (C); in 10 mM sodium phosphate buffer 
(pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1.  

Figure 4.24: Representative CVs of B1 sensing targets B2T (A) and B2A (B); in 10 mM sodium phosphate buffer (pH 7.0) 
1 M NaClO4, scan rates = 1000 mV s−1.  
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4.6.3. COVID-19-Based Probes 

 

 

 

 

 The E1 and N1 probes (Table 4.9) are based on SNV mutations in the gene of the COVID-

19 genome that encodes the spike protein. E1 is based on the E484K mutation (guanine to 

adenine) that substitutes a glutamate for a lysine at position 484 in the spike protein and confers 

enhanced resistance to antibody neutralisation effectiveness.65 N1 is based on the N501Y 

mutation (adenine to uracil in the RNA-based COVID-19 genome; adenine to thymine in the 

amplified reverse transcription PCR product) that substitutes an asparagine for a tyrosine at 

position 501 in the spike protein, resulting in enhanced viral transmissibility.66 E1 was able to 

discriminate between E2A and E2G, with a drastic difference in the CuCy:Fc current ratio % 

changes induced by each target (Figure 4.26, left). In particular, E2G resulted in a very large 

reduction in the CuCy current which easily enabled E2A/E2G discrimination. This was despite 

the inadvertent addition of an oxygen to the Cu2+ cation, as described in Chapter 3. The effect 

of the oxygen is evident in the slight distortion of the CuCy current peak and the reduction in 

the CuCy:Fc current ratio to ~1, compared with all other SNV CuCy-/Fc-modified probes which 

exhibited ratios of at least 1.2. N1 was also able to discriminate between N2T and N2A, albeit 

with a smaller difference in the % changes induced by each target (Figure 4.26, right). Although 

COVID-19 possesses an RNA-based genome, and the targets sensed were DNA, hybrid nucleic 

acid duplexation is well established and is employed in other sensors involving redox-modified 

Oligonucleotide 5′ – Sequence – 3′ 

 E1 F AAA CCT TXA ACA CCA S 

 

 
E2A TGG TGT TAA AGG TTT 

 E2G TGG TGT TGA AGG TTT 

 N1 F ACA CCA TXA GTG GGT S 

 N2T ACC CAC TTA TGG TGT 

 N2A ACC CAC TAA TGG TGT 

 

Table 4.9: Probe sequences (E1, N1) and target sequences (E2X, N2X). X = CuCy; F = Fc; S = disulphide. Bases 
highlighted in red sit opposite the CuCy in the probe–target duplexes formed. 

 

Table 4.9: Probe sequences (E1, N1) and target sequences (E2X, N2X). X = CuCy; F = Fc; S = disulphide. Bases 
highlighted in red sit opposite the CuCy in the probe–target duplexes formed. 
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nucleic acid probes.53,67,68 Indeed, RNA sensing using the CuCy-/Fc-modified probes reported 

here is described in Chapter 5. 
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Figure 4.26: CuCy:Fc current ratio % changes for E1 (left) and N1 (right) 60 minutes after target addition. Error bars 
represent SD. [Target] = 50 nM in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1.  

Figure 4.27: Representative CVs of E1 sensing targets E2A (A) and E2G (B); in 10 mM sodium phosphate buffer (pH 7.0) 
1 M NaClO4, scan rates = 1000 mV s–1.  

B)

v 
A)

v 



122 

 

 

 

 

 

 

 

 

4.6.4. Methylated Cytosine  

 

 

 

5-methylcytosine (5mC) is a methylated form of the canonical DNA base cytosine. In 

mammals, around 1% of cytosine residues are methylated69 and abnormal DNA methylation is 

heavily implicated in human cancers.70,71 It was investigated whether the CuCy within these 

DNA probes could discriminate between cytosine and 5mC at the position opposite in the 

probe–target duplex at a target concentration of 50 nM. Although the difference in CuCy:Fc 

current ratio % changes induced by targets T2C and T25mC were small and the error almost 

overlapped (Figure 4.29), T1 could nonetheless discriminate between the non-methylated and 

methylated forms of cytosine. The small difference in % change induced by each target was to 

be expected, given the relatively minor structural difference between T2C and T25mC. 

However, the CuCy proved just sensitive enough that even such a small alteration resulted in a 

reproducible change to its electrochemical behaviour. 

Oligonucleotide 5′ – Sequence – 3′ 

 T1 F TGG ACT CXC TCA ATG S 

 T2C 

 

CAT TGA GCG AGT CCA 

 T25mC CAT TGA GmCG AGT CCA 

 

A)

v 

B)

v 

Figure 4.28: Representative CVs of N1 sensing targets N2T (A) and N2A (B); in 10 mM sodium phosphate buffer (pH 7.0) 
1 M NaClO4, scan rates = 1000 mV s–1.  

Table 4.10: Probe sequence (T1) and target sequences (T2C, T25mC). X = CuCy; F = Fc; S = disulphide; mC = 5-
methylcytosine. Bases highlighted in red sit opposite the CuCy in the probe–target duplexes formed. 

 

Table 4.10: Probe sequence (T1) and target sequences (T2C, T25mC). X = CuCy; F = Fc; S = disulphide; mC = 5-
methylcytosine. Bases highlighted in red sit opposite the CuCy in the probe–target duplexes formed. 



123 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

T2C T25mC

-80

-70

-60

-50

-40

-30

-20

-10

0

Target

C
u

C
y
:F

c
 c

u
rr

e
n

t 
ra

ti
o

 %
 c

h
a

n
g

e

Figure 4.29: CuCy:Fc current ratio % changes for T1 60 minutes after target addition. Error bars represent SD. [Target] 
= 50 nM in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1.  

Figure 4.30: Representative CVs of T1 sensing targets T2C (A) and T25mC (B); in 10 mM sodium phosphate buffer (pH 
7.0) 1 M NaClO4, scan rates = 1000 mV s–1.  
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4.7. Conclusions and Future Work 

 Probe oligonucleotides synthesised in Chapter 3 were investigated and used to sense 

clinically relevant SNVs. The test probe T1 was able to discriminate between adenine, cytosine, 

and thymine/guanine within target strands at a concentration of 50 nM in addition to being able 

to discriminate between cytosine and methylated cytosine. The probes B1, K1, E1 and N1, 

based on cancer- or COVID-19-related SNVs, were able to discriminate between their relevant 

mutations with the exception of K1 detecting the KRAS G12D (guanine to adenine) mutation. 

The CuCy-/Fc-modified probes reported are only the second example of electrochemical 

ratiometric SNV sensing in the literature and are the first that exhibit the combined properties 

of mutation location (by strategic placement of the CuCy), SNV discrimination, and probe 

regeneration. Whilst the ability to detect and interrogate the nature of SNVs using CuCy-

modified probes has been demonstrated, the underlying mechanism for this capability is yet to 

be fully understood. Outstanding questions include whether kinetics plays an important role in 

the SNV discrimination mechanism and why the sensing behaviour of solution-based probes28 

differs from the surface-immobilised probes reported here, both of which are investigated in 

Chapter 5. Expansion of potential targets, including to other clinically relevant SNVs and RNA 

targets, is a natural progression and is also investigated in Chapter 5. 

 Key properties of the probes which are universal to all nucleic acid sensors, namely stability, 

sensitivity and regeneration capability, were investigated. The Cu2+ cation at the centre of CuCy 

was found to be unstable when subjected to prolonged periods of relatively positive potentials. 

Such periods of positive potentials had been previously used as part of the sensing procedure 

to confirm that the SAM remained intact throughout, but they had inadvertently reduced the 

CuCy current that ultimately resulted in an incorrect LOD determination.29 The true LOD, 

without any inadvertent reduction of the CuCy current, was determined to be 10 nM for the test 
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probe T1. This concentration is higher than the fM–pM range required to theoretically sense 

clinically relevant nucleic acids without target amplification, and efforts to improve the LOD 

are described in Chapter 5. Regeneration of the probe was achieved using two methods, 

sonication and rinsing. Although sonication was generally successful, it frequently led to 

substantial SAM destruction, whereas rinsing was better tolerated. The ratiometric sensing 

mechanism proved essential to any regeneration method and was also demonstrated to improve 

signal reproducibility. 
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Chapter 5: Efforts to Understand, Enhance, and 

Expand the Sensing of Nucleic Acids Using Redox-

Modified DNA Probes 

5.1. Overview and Chapter Aims 

 Chapter 4 detailed the use of CuCy-/Fc-modified probes to sense DNA targets and 

interrogate the nature of clinically relevant SNVs. Whilst largely successful, the results have 

raised new questions and presented routes to pursue in enhancing the probe’s capabilities. The 

ability of the CuCy to discriminate between SNVs was clearly demonstrated in Chapter 4. 

However, important questions, including how the CuCy can discriminate between SNVs and 

why the surface-immobilised CuCy-/Fc-modified probes exhibit differences in sensing 

behaviour to their solution-based predecessors, remained unanswered.  

The first objective of this chapter was to investigate the mechanism behind the SNV sensing 

using the CuCy-/Fc-modified probes. Furthermore, the LOD of 10 nM for probe T1 was at least 

two orders of magnitude short of being able to theoretically sense clinically relevant nucleic 

acid targets at physiological concentrations. The second objective was to try to improve the 

sensitivity of the CuCy-/Fc-modified probes using new probes and different electrochemical 

techniques. Finally, demonstrating the ability of CuCy-/Fc-modified probes to sense RNA 

targets would considerably enhance their versatility. In particular, the sensing of miRNA targets, 

with their suitable length of ~20 nucleotides and closely related miRNAs often differing by 

only one base, offered the perfect target subset to test the probe’s capabilities. Additionally, the 

ability to sense in more complex media containing biological contaminants would further 

enhance the practical usability of the CuCy-/Fc-modified probes. The third objective was to 

sense clinically relevant RNA targets in solutions containing bodily fluids. 
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5.2. Investigations into the Single Nucleotide Variant Sensing 

Mechanism 

5.2.1. Sensing with (S)-T1 

 Probe (S)-T1 exhibited markedly different electrochemical sensing and thermodynamic 

properties to its diastereomer T1. As discussed in Chapter 4, duplexes formed using (S)-T1 

exhibited significantly greater thermal stabilities than duplexes formed using T1. This was 

attributed to the fitting of the (S)-isomer of CuCy into the base stack with less disruption to 

surrounding bases than the (R)-isomer, as indicated by previous computational modelling.1 As 

well as a difference in duplex stabilities, there was also a difference in sensing signal, as (S)-

T1 produced substantially larger CuCy:Fc current ratio % changes than T1 when sensing 

equivalent amounts of target (Figure 5.1). However, SNV discrimination using (S)-T1 proved 

harder with similar CuCy:Fc current ratio % changes produced for each base, which was also 

previously the case with the solution-based CuCy-modified probe.1 These results indicate that 

even relatively modest adjustments to the  CuCy’s position within the base-pair stack can have 

a major impact on the properties of the probe–target duplex. 
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Figure 5.1: CuCy:Fc current ratio % changes for T1 (left) and (S)-T1 (right) when sensing each of the four canonical 
bases opposite the CuCy 60 minutes after target addition. Error bars represent SD. [Target] = 50 nM in 10 mM sodium 
phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1.  
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5.2.2. Duplex Stability and Electrochemical Current Signal Correlation 

 The surface-immobilised T1 probe’s base-discriminating ability appeared to be affected by 

the size of the base opposite the CuCy in the probe–target duplex. The smaller pyrimidine bases 

(cytosine and thymine) on average induced larger CuCy:Fc current ratio % changes than the 

bulkier purine bases (adenine and guanine). Previously, it had been hypothesised that the CuCy 

more easily accommodated a pyrimidine rather than a purine alongside it, with the latter case 

resulting in the CuCy burying itself deeper into the duplex at the expense of the purine 

opposite.1 Tm results indeed indicated that the CuCy in the T1 probe could more easily 

accommodate a pyrimidine over a purine in the base stack, with slightly higher values for the 

pyrimidine targets T2T (60.0 ± 0.5 oC) and T2C (60.5 ± 0.5 oC) than the purine targets T2A 

(57.5 ± 0.5 oC) and T2G (58.5 ± 0.5 oC). It was noted that, although the differences in Tm values 

were small, there was a positive correlation between duplex stability and CuCy:Fc current ratio 

% change: the higher the Tm, the bigger the % change. This trend was consistent across all of 

the probes used to sense SNVs (Figures 5.2 and 5.3) and will be incorporated into the proposed 

mechanism for the SNV discrimination observed, discussed below. 

 

 

 

 

 

 

 

Figure 5.2: CuCy:Fc current ratio % changes plotted along with thermal melting temperatures of targets with T1. 
Sensing target concentration = 50 nM. Error bars represent SD. 
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5.2.3. Target Saturation and SAMs Assembled from Pre-Formed Duplexes 

 As has been discussed in the LOD studies reported in Chapter 4, even 10 nM target solutions 

contain almost two orders of magnitude more target molecules than is theoretically needed to 

saturate the sensor. Additionally, increasing target concentration and the time allowed for 

probe–target binding resulted in larger CuCy:Fc current ratio % changes, indicating that more 

probes were being bound at higher target concentrations. Given that at a target concentration of 

50 nM (the concentration used for the SNV sensing reported in Chapter 4) not all probes were 

bound to target, this opened up the possibility that certain targets were binding to the probes 

more so than others, leading to different current changes at the end of the 60 minute sensing 

period. This possibility was strengthened by the positive correlation between duplex stability 

and CuCy:Fc current ratio % change, discussed above. To ensure that every probe was bound 

to target, experiments using very high target concentrations were conducted in an effort to 

saturate the sensor. If the SNV sensing differences persisted even after every probe was bound 

to target, then an entirely thermodynamic mechanistic explanation for the SNV discrimination 

observed could be discounted.  

Figure 5.3: CuCy:Fc current ratio % changes along with thermal melting temperatures of targets with their respective 
probes. Sensing target concentration = 50 nM. Error bars represent SD. 



134 

 

Sensing 1 µM T2T and T2A targets using the T1 probe (Figures 5.4 and 5.5) showed that 

after 20 minutes no further change in the CuCy:Fc current ratio occurred, indicating that an 

equilibrium had been reached in which no more probe–target duplexes could be formed. 

Crucially, the difference in CuCy:Fc current ratios induced by T2T and T2A persisted at 1 µM 

target concentration and mirrored the discrimination observed at 50 nM. However, despite the 

high target concentration and no change in CuCy:Fc current ratio between 20 and 60 minutes, 

it could not be completely proven that every probe was bound to target. 
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Figure 5.4: CVs of T1 sensing 1 µM T2T (A) and 1 µM T2A (B) 20 minutes and 60 minutes after target addition; in 10 mM 
sodium phosphate buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. 

Figure 5.5: CuCy:Fc current ratio % changes using T1 sensing 1 µM T2A (red squares) and 1 µM T2T (blue circles) 20 
minutes and 60 minutes after target addition. No % change between 20 and 60 minutes indicates an equilibrium had 
been reached before the 20 minute time point. Error bars represent SD. CVs conducted in 10 mM sodium phosphate 
buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. 
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Next, sensing was conducted at an even higher target concentration (3 µM). Again, the 

difference in CuCy:Fc current ratio % changes induced by the targets T2T and T2A persisted 

(Figures 5.6 and 5.7), albeit with a smaller difference compared with 50 nM and 1 µM target 

concentrations. It was also noted that the % changes were larger than when sensing 1 µM target. 

This indicated that even at a high target concentration of 1 µM, not every probe was bound and 

that adding more target resulted in slightly increased probe–target duplex formation. This may 

be explained by considering the bound:unbound probe ratio as an equilibrium. As previously 

discussed, at all target concentrations studied here, many times more target molecules are 

present in solution than are needed to theoretically saturate the sensor (i.e., where all probes at 

the electrode surface are duplexed to target). That some probes remain unbound can be 

attributed to the repulsive electrostatic and steric effects experienced by DNA immobilised onto 

surfaces.2-4 Increasing target concentration counters these repulsive forces, shifting the 

equilibrium in favour of more bound probes. Evidence for this can be seen in the different 

CuCy:Fc current ratio % changes induced by 1 µM versus 3 µM target concentrations, despite 

the fact that at each concentration no current ratio changes were observed between 20 and 60 

minutes, indicating that an equilibrium had been reached. 

 

 

 

 

 

 
Figure 5.6: CVs of T1 sensing 3 µM T2T (A) and 3 µM T2A (B) 20 minutes and 60 minutes after target addition; in 10 mM 
sodium phosphate buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. 
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Although likely that the vast majority of probes were bound to target at the extremely high 

concentration of 3 µM, further experiments were conducted using SAMs assembled from 

preformed duplexes in an effort to maximise the proportion of bound probes. To preform the 

duplexes, large amounts of probe and target (10 µM and 15 µM, respectively) were incubated 

together for one hour in solution according to procedures published by Ferapontova and 

coworkers (Figure 5.8, see section 7.6.2. for full details).5 Due to the significantly higher 

amount of probe required for preformed duplex SAM assembly, the abundant mono-modified 

CuCyMid probe was used instead of T1. Current (µA) was converted into current density (µA 

cm–2) to account for the differences in electrochemically active surface area between electrodes. 

 

 

 

 

 

Figure 5.7: CuCy:Fc current ratio % changes using T1 sensing 3 µM T2A (red) and 3 µM T2T (blue) 20 minutes and 60 
minutes after target addition. No % change between 20 and 60 minutes indicates an equilibrium had been reached 
before the 20 minute time point. CVs conducted in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 
1000 mV s–1. 

Figure 5.8: Simplified procedure of SAM formation using preformed duplexes.  
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Using SAMs assembled from preformed duplexes, T opposite the CuCy once again resulted 

in a smaller CuCy current signal (2.8 µA cm–2) than with A opposite (5.3 µA cm–2) (Figure 5.9). 

Additionally, SAMs assembled from duplexes preformed using a heating and annealing step to 

ensure maximum duplex formation also resulted in T2T producing a smaller CuCy current 

signal compared with T2A (see Appendix 8.3.4.).  

 

 

 

 

 

 

 

The consistent differences between T2T and T2A target at both very high target 

concentrations and in SAMs assembled from preformed duplexes indicates that the SNV 

discrimination observed is not the result of an entirely thermodynamic mechanism. However, 

given that at 50 nM target concentration a significant proportion of probes remained unbound 

and that there is a positive correlation between duplex stability and CuCy:Fc current ratio % 

change, it is likely that the precise position of the CuCy within the probe–target duplex is not 

the only factor accounting for the SNV discrimination achieved in Chapter 4. Specifically, it 

would be expected that a more thermodynamically stable duplex would form to a greater extent 

than a slightly less thermodynamically stable duplex, notwithstanding that the differences in 

melting temperature (albeit for duplexes in solution) are very small. The magnitude of this 

Figure 5.9: A) CV of CuCyMid alone (black), with T2A (red) and with T2T (blue), using SAMs assembled from preformed 
duplexes according to procedures published by Ferapontova and coworkers;5 in 10 mM sodium phosphate buffer (pH 
7) 1 M NaClO4, scan rates = 1000 mV s–1. B) normalised and background-corrected anodic traces of the CVs shown on 
the left.  

A)

v 

B)

v 
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extent is difficult to quantify, but it is likely to be magnified at the surface of a DNA-modified 

electrode in which significant repulsive electrostatic and steric forces act against probe–target 

hybridisation2-4 and where a significant proportion of probes remain unbound. 

5.2.4. Proposed SNV Sensing Mechanism and Solution Versus Surface Differences 

 Given the clear and reproducible (S)- versus (R)-isomer probe sensing differences at various 

target concentrations, backed up by saturation and preformed duplex studies, the correlation 

with the thermal melting data, and work reported previously on analogous solution-based 

probes,1 the mechanism for the SNV discrimination achieved using the surface-immobilised 

probes reported here is proposed to be a combination of two factors: 1) the precise position of 

the CuCy within the probe–target duplex, as dictated by the bases around it, significantly 

affecting its current; and 2) targets having different binding profiles according to the differences 

in thermodynamic stabilities of the probe–target duplexes. 

 Regarding the first factor, the hypothesis that the average position of the CuCy is affected 

by the identity of the base opposite, which in turn affects its current signal, was first derived 

from the electrochemical sensing, thermal melting, and computational modelling studies 

conducted for the solution-based work.1 These indicated that the larger purine bases opposite 

the CuCy result in more distorted duplexes and lower Tm values due to the purines being pushed 

out of the duplex at the expense of the CuCy, which becomes more embedded. This in turn 

would reduce the rate of electron transfer from the less exposed CuCy, resulting in a lower 

current. Conversely, a smaller pyrimidine base opposite the CuCy was posited to result in less 

clashing, with the CuCy not burying as far into the duplex. This in turn would result in a 

relatively faster rate of electron transfer from the more exposed CuCy, resulting in a higher 

current. However, despite the same trend in Tm values observed for the CuCy-modified probe 

reported previously1 and the T1 probe reported here (the only difference between the two probes 
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being the Fc and disulphide modifications appended to the 5′ and 3′ ends of T1, respectively), 

the current signal trend for purine and pyrimidine targets is reversed upon surface-

immobilisation: the pyrimidine targets now give a larger average current reduction than the 

purine targets (Figure 5.10).  

 

 

 

 

 

 

 

 

Whilst this inversion is difficult to rationalise, there are key differences between the solution-

based sensing reported previously1 and the surface-immobilised sensing reported here. DNA 

immobilised at the surface of an electrode is in an environment that is markedly different to 

DNA in solution. This is illustrated by the differences in hybridisation behaviour between 

solution-based and surface-immobilised DNA, with electrostatic and steric forces playing more 

significant roles at the surface.2-4 Given in particular the substantial concentration of 

electrostatic forces at DNA-modified electrode surfaces, one possibility is that the average 

position the CuCy adopts in a surface-immobilised duplex is slightly different to the position it 

adopts in a solution-based duplex, both otherwise containing the same sequences. As illustrated 

by the contrast between T1 and (S)-T1, even small changes to the CuCy’s position may result 

Figure 5.10: % change in CuCy current induced by each base in the solution-based work reported previously1 (left) and 
the CuCy:Fc current ratio % changes for T1 induced by each base (right). Error bars represent SD. 
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in significant sensing differences. Another important difference is the use of square wave 

voltammetry for the solution-based work1 versus the use of cyclic voltammetry for the surface-

immobilised work presented here. As is reported below in section 5.3.3., different signals can 

be produced for the same system using either square wave or cyclic voltammetry, and the use 

of different electrochemical techniques may have contributed to the solution-based versus 

surface-immobilised sensing differences observed. 

Another key difference between the solution-based sensing reported previously1 and the 

surface-immobilised sensing reported here is that in the solution-based work the vast majority 

of probes would be expected to be bound to target, whereas the target saturation studies reported 

in section 5.2.3. showed that at a 50 nM target concentration, a significant proportion of surface-

immobilised probes remained unbound. It is reasonable to infer, that in an environment in which 

a significant proportion of probes remain unbound, that there will be a higher relative 

population of duplexes with higher stability forming than those with lower stability. Thus, the 

second factor – that certain targets bind to probes more than others over the 60 minute sensing 

period – accounts for the likely thermodynamic contribution to the SNV discrimination 

observed and is supported by the positive correlation between duplex stability and CuCy:Fc 

current ratio % change discussed in section 5.2.2.  

5.2.5. Through-DNA Charge Transport Studies 

 Another theory was also proposed as a possible explanation for the observed solution-based 

versus surface-immobilised sensing differences. Different modes of electron transfer between 

the CuCy and electrode in solution-based duplexes versus surface-immobilised duplexes were 

considered. In both solution-based and surface-immobilised duplexes, contact-mediated 

electron transfer can occur: if the CuCy or Fc approaches close enough to the electrode surface, 

an electron can tunnel from one to the other. Electrons have been shown to tunnel over distances 
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of 1–3 nm,6 including up to 2.5–3 nm through proteins on relevant timescales.7,8 Figure 5.11 

shows that, with the 6-mercapto-1-hexanol layer being a maximum of 1.6 nm thick, direct 

contact-mediated electron transfer can occur from the redox labels to the electrode (and vice 

versa) upon flexing of the probes. 

 

 

 

 

 

 

 

 

 

 An alternative mode of electron transfer is only relevant to surface-immobilised duplexes. 

Through-DNA electron transfer, most prominently championed by Barton9-11 and 

Ferapontova,5,12 amongst others, posits that double-stranded DNA can act as a molecular wire 

with delocalised electrons passing directly through the base-stack of well-matched strands. 

Experiments involving redox-modified, surface-immobilised DNA (Figure 5.12) have been 

used to investigate the transfer of electrons between the redox label and the electrode. 

Interruptions to the base stack, whether in the form of mismatches,10,13 abasic sites,14,15 or DNA-

binding proteins,16 have been found to attenuate the transfer of electrons and thus is provided 

as evidence for electron transfer through double-stranded DNA.  

Figure 5.11: Schematic representation of a mixed SAM comprised of a T1-length probe and 6-mercapto-1-hexanol 
drawn approximately to scale length-wise. 
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Relating to the CuCy-/Fc-modified probes reported here, through-DNA electron transport 

between the CuCy and the electrode was thought to possibly be occurring. If so, then the CuCy 

burying itself more deeply into the duplex may hinder electron transfer when the duplex is 

solution-based (through-DNA transfer irrelevant, contact-mediated transfer impeded) but 

increase the rate of through-DNA electron transfer when the duplex is surface-immobilised 

(through-DNA transfer relevant, contact-mediated transfer still impeded). This would explain 

the pyrimidine/purine sensing inversion between the solution-based CuCy-modified probe and 

surface-immobilised T1 probes: when opposite a purine, the CuCy’s current is relatively less 

reduced as a new electron transport mechanism (through-DNA) becomes available when 

surface-immobilised. Investigating whether through-DNA electron transport was occurring 

through surface-immobilised CuCy-modified probes was therefore deemed to be of importance 

to the work reported here as well as a potentially useful contribution to the field of DNA 

electronics. 

Figure 5.12: Schematic representation of through-DNA electron transfer occurring between a redox label and a gold 
electrode. 
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 To investigate whether meaningful through-DNA electron transfer was occurring between 

the CuCy and the electrode, mismatches and abasic sites were introduced into the base stack in 

a fashion similar to that reported by Ferapontova13 and Slinker.14  Using the CuCyMid, 

CuCyMid_C3+2 and CuCyMid_C3-2 probes and their respective targets (Table 5.1), a T–T 

mismatch or an abasic site was introduced either ‘in-between’ the CuCy and the electrode or 

‘above’ the CuCy with respect to the electrode (Figure 5.13). If meaningful through-DNA 

electron transfer was occurring, it was thought that the interruption in-between the CuCy and 

the electrode would result in a smaller CuCy current than the interruption not in-between the 

CuCy and the electrode. 

 

 

 

 

 

 

 

 

 

 

Oligonucleotide 5′ – Sequence – 3′ 

 CuCyMid TGG ACT CXC TCA ATG S 

 
T2A_mm+2 CAT TGA GAG TGT CCA 

T2A_mm-2 CAT TGT GAG AGT CCA 

CuCyMid_C3+2 TGG ACC3 CXC TCA ATG S 

 
T2A_C3+2 CAT TGA GAG C3GT CCA 

 
CuCyMid_C3-2 TGG ACT CXC C3CA ATG S 

 
T2A_C3-2 CAT TGC3 GAG AGT CCA 

 

Table 5.1: The CuCyMid, CuCyMid_C3+2, and CuCyMid_C3-2 probes and their respective targets used to form 
duplexes in which a mismatch or abasic site is ‘in-between’ (-2) or ‘above’ (+2) the CuCy and the electrode. Bases 
highlighted in blue/purple sit opposite one another in the probe–target duplex; bases highlighted in red sit opposite the 
CuCy in the probe–target duplex. X = CuCy; C3 = C3 spacer; S = disulphide. 
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Contrary to expectations, introduction of an interruption above the CuCy with respect to the 

electrode (A and C in Figure 5.14) resulted in a greater decrease in current compared with when 

an interruption was introduced in-between the CuCy and the electrode (B and D in Figure 5.14). 

(See Appendix 8.3.3. for all extrapolated anodic traces of the CVs shown in the main text.) As 

before when using the mono-modified CuCyMid probe without the additional Fc (thus 

negating the ability to perform ratiometric sensing), to compare the CVs, current (i, µA) was 

converted into current density (j, µA cm–2) by dividing by the electrochemically active surface 

area of each electrode. Why the interruptions placed between the CuCy and the electrode 

resulted in smaller decreases in current is not clear. One possibility is that, although the nature 

of the respective interruptions were identical (both either a T–T mismatch or an abasic site 

replacing a T–A base pair), their different positions had a non-identical impact on the position 

of the nearby CuCy – a property that has been shown to affect the current it produces. However, 

evidence for the CuCy adopting different positions depending on the position of the same 

interruption was not found in the thermal melting data, as the Tm values were within error of 

CuCyMid 
+ 

T2A_mm+2 

CuCyMid 
+ 

T2A_mm-2 

CuCyMid_C3+2 
+ 

T2A_C3+2 

CuCyMid_C3-2 
+ 

T2A_C3-2 

Figure 5.13: Schematic diagrams of duplexes formed with the oligonucleotides in Table 5.1 in which a mismatch or 
abasic site (highlighted red) is ‘in-between’ (-2) or ‘above’ (+2) the CuCy and the electrode. 
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one another (see Appendix 8.3.2.) Alternatively, the location of the interruption may affect the 

flexibility of the probe and therefore the ease with which the CuCy can reach the electrode 

surface. In either case, the difference in the CuCy currents would be explained by the impact 

on contact-mediated electron transfer and not through-DNA transfer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 The SAMs used for Figure 5.14 were assembled according to the standard procedures and 

consisted of single-stranded probes to which target was subsequently added (see section 7.6.3. 

for full details). However, much of the literature reporting on electron transport through surface-

immobilised DNA involved SAMs assembled from preformed duplexes.5,13,14 As Barton and 

Figure 5.14: CVs of the probes with their respective targets (50 nM) shown in Table 5.1: A) mismatch above CuCy; B) 
mismatch in-between CuCy and electrode; C) abasic site above CuCy; D) abasic site in-between CuCy and electrode. 
%s shown are the reductions in the CuCy anodic current 60 minutes after target addition. In 10 mM sodium phosphate 
buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. 

A) B) 

C) D) 
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coworkers convincingly argued11 in their response to Plaxco and coworkers’ assertion17 that 

electron transfer from surface-immobilised DNA is a contact-mediated process, not duplexing 

the DNA prior to surface-immobilisation may result in more disorderly SAMs in which contact-

mediated electron transfer dominates. Therefore, experiments using SAMs assembled from 

preformed duplexes were conducted in a similar fashion to those reported in section 5.2.3. 

 Figure 5.15 shows CVs of SAMs assembled from preformed duplexes of CuCyMid with 

either T2A, T2A_mm-2, or T2A_mm+2. A SAM assembled using just CuCyMid probe alone 

is also shown for comparison. Once again, placing the interruption above the CuCy with respect 

to the electrode resulted in a smaller CuCy current: the mismatch above the CuCy resulted in a 

current density of 1.2 µA cm–2, whereas the mismatch in-between the CuCy and the electrode 

resulted in a current density of 4.2 µA cm–2 (comparable to a current density of 3.8 µA cm–2 

produced by the CuCyMid/T2A duplex). The placement of an interruption above the CuCy 

relative to the electrode resulting in a smaller CuCy current was therefore consistent across two 

different systems (mismatches versus abasic sites) and two different SAM-assembly 

procedures. 

 

 

 

 

 

 Figure 5.15: A) Overlaid CVs using preformed duplexes of the probes and their respective targets shown in Table 5.1; 
in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1.  B) Overlaid and background-
corrected anodic traces of the cyclic voltammograms shown on the left.  

A) B) 
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These experiments produced no evidence of meaningful through-DNA electron transport in 

surface-immobilised CuCy-modified DNA. Therefore, the theory that through-DNA electron 

transport could explain the purine/pyrimidine sensing inversion going from solution-based to 

surface-immobilised CuCy-modified probes was not pursued further. This does not mean that 

through-DNA electron transport is not occurring in the systems reported here, and further 

experiments are needed. An important factor to consider when investigating through-DNA 

electron transport in surface-immobilised DNA is the angle at which the DNA sits relative to 

the electrode surface. It has been shown that a potential of +0.4 V (versus Ag|AgCl) forces the 

surface-immobilised DNA to lie flat on the electrode surface as it attracts the negatively charged 

phosphodiester backbone (Figure 5.16, right).18,19 The E1/2 value for the CuCy of ca +0.4 V 

(versus Ag|AgCl) suggests that the probes are likely lying close to the electrode surface when 

the CV reaches the CuCy redox potential, which would aid direct contact-mediated electron 

transfer. Through-DNA electron transport would be expected to play a less significant role in 

DNA lying flat on the electrode surface versus DNA forced to adopt a more upright position. 

Much of the literature investigating through-DNA electron transport uses redox labels such as 

MB,11,12 Nile Blue,9,14 or daunomycin10, which all have E1/2 values negative of 0 V (versus 

Ag|AgCl). At these potentials, electrostatic repulsion would force the DNA into a more upright 

position in which any through-DNA electron transport would play a more significant role. 
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5.3. Efforts to Enhance the Sensing of CuCy-/Fc-Modified Probes 

5.3.1. Increasing Probe Sensitivity 

 The 10 nM LOD that was determined for probe T1 was far short of what is required to sense 

clinically relevant nucleic acids at physiological concentrations, as discussed in Chapter 4. One 

approach to improving the sensitivity was to increase the length of the probes and the targets 

they were sensing. Shorter duplexes with fewer base pairs are thermodynamically less stable 

than longer duplexes with more base pairs. It was proposed that the enhanced thermodynamic 

stability of longer probe–target duplexes might favour more targets being captured and hence 

increase the probe’s sensitivity.  

Table 5.2 shows the sequences of the longer probes and their respective targets used in an 

attempt to improve sensitivity. T1-21mer is an extension of T1 with 3 extra bases on each end. 

B1-30mer is an extension of B1 with 15 bases added on the 5′ end prior to incorporation of Fc. 

The CuCy in T1-21mer is therefore slightly further away from the electrode than the CuCy in 

T1, whereas the CuCy in B1-30mer is the same distance from the electrode as the CuCy in B1. 

(See section 5.3.2. for an investigation into the effect that redox label sequence position has on 

electrochemical output.) 

Figure 5.16: Schematic diagram of the different angles at which surface-immobilised DNA orientates itself with respect 
to the gold electrode depending on the applied potential. 

More negative potential  More positive potential  
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As predicted, the thermal stabilities of the longer probe–target duplexes were greatly 

enhanced relative to their shorter counterparts, with Tm values of 68.0 oC and 75.0 oC for T1-

21mer and B1-30mer, respectively (versus 60.0 oC and 60.5 oC for T1 and B1, respectively). 

However, the more thermodynamically stable duplexes failed to translate into significantly 

improved sensitivity, with T1-21mer sensing 1 nM target resulting in a −5.2(± 2.2)% change 

in CuCy:Fc current ratio and B1-30mer resulting in a −3.1(± 2.4)% change (Figure 5.17), 

versus T1’s −2.5(± 2.9)% change. An explanation can be found in the increased electrostatic 

repulsion and steric crowding at the electrode surface brought about by the longer 

oligonucleotides, which is likely to offset the more favourable thermodynamics. Possible 

solutions to accommodate for the downsides of longer probes/targets whilst harnessing the more 

stable duplexes they form include the use of longer linkers20 that have been shown to enhance 

hybridisation efficiency and/or the use of PNA probes21 which exhibit decreased electrostatic 

repulsion upon target hybridisation. 

 

 

 

 

 

Oligonucleotide 5′ – Sequence – 3′ 

 T1-21mer F CAT TGG ACT CXC TCA ATG TAC S 

 
21T2T GTA CAT TGA GTG AGT CCA ATG 

 
B1-30mer F GGA CCC ACT CCA TCG AGA TTT CXC TGT AGC S 

 
30B2T GCT ACA GTG AAA TCT CGA TGG AGT GGG TCC 

 

Table 5.2: The longer probes and their respective targets. X = CuCy; F = ferrocene; S = disulphide. 
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 Other efforts to enhance the sensitivity of CuCy-/Fc-modified probes included sensing with 

(S)-T1 and sensing in Mg2+-containing solutions. As discussed in section 5.2.1., sensing 50 nM 

target with (S)-T1 (containing the (S)-isomer of CuCy), resulted in significantly larger CuCy:Fc 

current ratio % changes than sensing with T1 (containing the (R)-isomer of CuCy). It was 

thought that a similar increase in % change may be observed at a lower target concentration. 

The standard sensing solution used (10 mM sodium phosphate buffer (pH 7.0), 1 M NaClO4) 

contains Na+ cations that aid in the formation of probe–target duplexes by lining the negatively 

charged phosphodiester backbones and mitigating the repulsive electrostatic forces associated 

with DNA hybridisation. Divalent Mg2+ cations have been shown22 to be more effective at 

duplex stabilisation than monovalent Na+ cations, and it was thought that sensing in a solution 

containing 1 M Mg(ClO4)2 instead of 1 M NaClO4 might favour the capture of more targets and 

hence increase the probe’s sensitivity. However, both approaches – sensing with (S)-T1 and in 

Mg2+-containing solutions – failed to significantly increase the sensitivity at 1 nM target 

concentration compared with T1 sensing in the standard solution (see Appendix 8.3.6.). Clearly, 

the repulsive forces inhibiting a shift in the bound:unbound probe ratio were too strong to be 

overcome by the approaches described. 

Figure 5.17: CVs of T1-21mer (A) and B1-30mer (B) sensing 1 nM 21T2T and 30B2T target, respectively; in 10 mM 
sodium phosphate buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. 

A)

v 

B)

v 
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5.3.2. Modification Sequence Position and Effect on Electrochemical Signal 

 Studies were then conducted to investigate the effect that changing the sequence position of 

the redox label within the probe had on the electrochemical signal produced. Initially, it was 

thought that moving the redox label may result in a current signal that was more affected by 

target binding and could therefore enhance sensitivity. It was also recognised that moving the 

CuCy within the probe could aid in investigating the SNV sensing mechanism, particularly 

whether bases above and below the CuCy were influential.  

 Gooding and coworkers moved a MB redox label within a 23mer probe and found that a 

terminal position furthest from the electrode resulted in the largest current, whilst the position 

closest to the electrode resulted in the smallest.23 Additionally, upon target addition, the largest 

current change was observed when MB was located at the terminal position, and the smallest 

change observed when MB was located closest to the electrode. Previous work by Gooding and 

coworkers attributed the smaller currents observed for redox labels located closer to the 

electrode surface to a limitation in ion accessibility.24 Mayer and coworkers similarly found that 

a MB located at the terminal end furthest from the electrode performed better than when MB 

was located close to the electrode (albeit when sensing a protein and not complementary 

DNA).25 

 To investigate the impact that modification sequence position had in the CuCy-/Fc-modified 

DNA systems reported here, a selection of oligonucleotides were synthesised that shifted the 

position of the redox label (Table 5.3). CuCy or Fc was incorporated at the 3′ end immediately 

after the disulphide modification (CuCy3′ and Fc3′), internally (CuCyMid and FcMid), at the 

5′ terminal end (CuCy5′ and Fc5′), and at the 5′ end of longer probes (CuCy5′-30mer and 

Fc5′-30mer). 
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Contrary to Gooding and coworkers’ work discussed above, shifting the Fc in the shorter 

probes (Fc5′, FcMid, and Fc3′)  resulted in minimal differences in the initial signals produced 

(Figure 5.18) with current densities ranging from 9.6–11.6 µA cm−2. Fc incorporated at the 5′ 

end of the longer probe Fc5′-30mer resulted in an even smaller current density of 7.4 µA cm−2 

(see Appendix 8.3.7.). It was posited that the longer length of Fc5′-30mer likely resulted in 

more inter-probe interactions which would reduce the Fc’s access to the electrode surface. The 

differences from the findings of Gooding and coworkers (that moving the redox label closer to 

the 5′ end resulted in larger currents) is likely due to the different redox labels used (Fc versus 

MB).  Addition of target had minimal effect on the signals produced by Fc5′ and Fc3′ (Figure 

5.18 left and right, respectively), which was expected given the terminal positions of the Fcs 

incorporated meant that they were out of the way of the DNA hybridisation occurring. Addition 

Oligonucleotide 5′ – Sequence – 3′ 
 CuCyMid TGG ACT CXC TCA ATG S 

 CuCy5′ X TGG ACT CTC TCA ATG S 

 CuCy3′ TGG ACT CTC TCA ATG X S 

 CuCy5′-30mer X TGG ACT CTC TCA ATG TGG ACT CTC TCA ATG S 

 FcMid TGG ACT CFC TCA ATG S 

 Fc5′ F TGG ACT CTC TCA ATG S 

 Fc3′ TGG ACT CTC TCA ATG F S 

 Fc5′-30mer F TGG ACT CTC TCA ATG TGG ACT CTC TCA ATG S 

 

Oligonucleotide 5′ – Sequence – 3′ 
 T2A CAT TGA GAG AGT CCA 

 

 
T2T CAT TGA GTG AGT CCA 

 16T2A5′ ACA TTG AGA GAG TCC A 

 16T2T5′ TCA TTG AGA GAG TCC A 

 16T2A3′ CAT TGA GAG AGT CCA A 

 16T2T3′ CAT TGA GAG AGT CCA T 

 

Table 5.3: Probes used to investigate impact of modification sequence position on electrochemical behaviour. X = 
CuCy; F = ferrocene; S = disulphide. 

Table 5.4: Targets used to investigate impact of modification sequence position on electrochemical behaviour. Bases 
highlighted in red sit opposite CuCy in the duplexes formed with complementary CuCy-modified probes. 
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of T2A target had a more significant impact on the signal produced by FcMid (Figure 5.18, 

middle), with the current density reduced by −15.8% and ΔEp increasing by +20 mV. Again, 

this was expected given the internal incorporation of Fc in FcMid meaning that its current 

signal was more affected by probe–target hybridisation.  

 

 

 

 

 

 

In contrast, shifting the CuCy sequence position did result in differences in the initial 

currents produced. Moving the CuCy closer to the terminal 5′ end of the shorter probes resulted 

in larger current densities, with CuCy at the 5′ end (CuCy5′; Figure 5.19, left) resulting in an 

average of 21.8 µA cm−2, CuCy in the middle (CuCyMid; Figure 5.19, middle) resulting in an 

average of 16.9 µA cm−2, and CuCy at the 3′ end (CuCy3′; Figure 5.19, right) resulting in an 

average of 13.6 µA cm−2. This matched the effect that Gooding23 and Mayer25 observed with 

MB and may indicate that CuCy’s electrochemical behaviour is more similar to MB than Fc’s 

is to MB. However, incorporating CuCy at the 5′ end of the longer probe CuCy5′-30mer 

resulted in the smallest current density of 7.5 µA cm−2 (see Appendix 8.3.7.), likely due to the 

aforementioned predicted increase in inter-probe interactions. Target was added to the shorter 

CuCy-modified probes such that in the resulting duplexes, the CuCy either had a T (Figure 5.19, 

top) or an A (Figure 5.19, bottom) placed opposite. This was to investigate whether the SNV 

Fc5′ FcMid Fc3′ 

Figure 5.18: Initial CVs of Fc5′, FcMid and Fc3′ (black lines) sensing 1 µM T2A (red lines); in 10 mM sodium phosphate 
buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1.  
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discrimination could still be achieved at the extremities of the probe where there were no bases 

either above (CuCy5′) or below (CuCy3′) the CuCy–base pair, relative to the electrode surface. 

Target addition was also used to investigate whether the sensitivity of CuCy-modified probes 

could be improved by changing the sequence position of CuCy.  

 

 

 

 

 

 

 

 

 

As anticipated, the CuCy located internally clearly distinguished between T and A with 

current density % changes of –43.7% and –28.5%, respectively (Figure 5.19, middle). However, 

when the CuCy was located at either end of the probe, it could not clearly distinguish between 

T and A. CuCy located at 5′ resulted in current density % changes of –26.5% and –25.0% for T 

and A, respectively (Figure 5.19, left); CuCy located at 3′ resulted in current density % changes 

of –5.9% and –1.5% for T and A, respectively (Figure 5.19, left). Whilst T induced a larger % 

change than A at all three CuCy positions, the smaller differences at the 5′ and 3′ ends of the 

probe indicates that the bases above and below the CuCy likely affect its conformational 

Figure 5.19: CVs of CuCy5′ (left), CuCyMid (middle) and CuCy3′ (right) sensing the targets (50 nM) in Table 5.4 such 
that either T (top) or A (bottom) placed opposite the CuCy in the probe–target duplex; in 10 mM sodium phosphate 
buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. 5′ and 3′ in the CV labels refers to the probe. 
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position within the duplex and therefore its ability to discriminate between SNVs. These results 

also showed that changing the position of the CuCy did not result in improved sensitivity, with 

smaller current density % changes when the CuCy was moved closer to or further from the 

electrode surface. 

The thermal stabilities of the duplexes formed using CuCy5′ and CuCy3′ with either T or 

A opposite the CuCy were not significantly different. For CuCy5′, T opposite (16T2T3′ target) 

resulted in a Tm of 64.0 (± 0.5) oC whilst A opposite (16T2A3′ target) resulted in a Tm of 65.5 

(± 1.5) oC; for CuCy3′, T opposite (16T2T5′ target) resulted in a Tm of 63.0 (± 0.5) oC whilst 

A opposite (16T2A5′ target) resulted in a Tm of 63.5 (± 0.5) oC. In contrast, the thermal 

stabilities of the duplexes formed using CuCyMid with T or A opposite the CuCy were 

significantly different, with T opposite resulting in a Tm of 62.0 (± 0.5) oC and A opposite 

resulting in a Tm of 60.0 (± 0.5) oC. The thermal melting studies indicated that the positions of 

the CuCy when at the 5′ or 3′ end of the probe have a similar impact on duplex stability 

regardless of the base opposite. It can therefore be inferred that different bases opposite the 

CuCy when they are located at the end of a probe–target duplex do not force the CuCy to adopt 

significantly different conformational positions, contributing to the similar current depletions 

observed. Conversely, when CuCy is incorporated internally, it is proposed that having base 

pairs above and below the CuCy forces it to adopt different conformational positions dependent 

on the set of surrounding bases that significantly affect its exposure to the electrode surface and 

thus contributes to SNV discrimination. 

5.3.3. Square Wave Voltammetry: Initial Studies 

As discussed in Chapter 2, square wave voltammetry is a pulse voltammetry technique that 

combines staircase and square waveforms designed to reject background currents.26 It is also 

considered to be a particularly sensitive electrochemical technique26,27 and therefore it was 
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thought that its use might improve the sensitivity of the CuCy-/Fc-modified probes reported 

here. Although previous work in the group had achieved SNV sensing differences using surface-

immobilised CuCy-/Fc-modified DNA probes and square wave voltammetry, the results were 

inconsistent, with initial SWVs that differed from electrode to electrode and Fc currents that 

changed dramatically upon target addition.28 Efforts to achieve ratiometric and more sensitive 

sensing using square wave voltammetry are detailed below. 

Initial studies focused on repeating the SNV sensing with T1 using square wave voltammetry 

instead of cyclic voltammetry. Figure 5.20 shows SWVs of T1 sensing 50 nM target DNA in 

which the base opposite the CuCy was varied between the four canonical bases. The first 

observation noted was the small size of the initial Fc current peak at ca 0.12 V relative to the 

larger initial CuCy current peak at ca 0.4 V. Even more striking was the significant increase in 

the Fc current upon target addition. Both of these behaviours were in stark contrast to the 

behaviour of Fc when using cyclic voltammetry, for which its reproducibility and stability made 

it a suitable internal reference signal. The behaviour of the CuCy was more in line with what 

was expected, in that its initial current reduced upon target addition in a base-dependent manner 

similar to previous work using square wave voltammetry28 and to work reported here using 

cyclic voltammetry (Chapter 4). 
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5.3.4. Square Wave Voltammetry: Buffer/Electrolyte Studies 

 Previous work in the group had noted the impact of different buffer/electrolyte solutions on 

CVs and SWVs.28,29 In particular, the initial Fc current had previously been affected by the 

composition of the buffer/electrolyte solution.28 First, it was investigated whether the currents 

produced using square wave voltammetry remained stable prior to target addition in the 

standard 10 mM sodium phosphate 1 M NaClO4 buffer/electrolyte solution used thus far. Figure 

5.21 shows CVs and SWVs of T1 recorded every five minutes prior to target addition, followed 

by a CV and a SWV recorded 20 minutes after target addition. The CVs showed relatively stable 

A)

v 
B)

v 

C)

v 
D)

v 

Figure 5.20: SWVs of T1 sensing 50 nM T2T (A), T2A (B), T2G (C) and T2C (D) 60 minutes after target addition; in 10 mM 
sodium phosphate buffer (pH 7.0) 1 M NaClO4, frequency = 200 Hz, amplitude = 25 mV, step = 1 mV. %s shown are the 
reduction in CuCy current. 
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CuCy and Fc currents, with the CuCy:Fc current ratios remaining constant up until target 

addition. In contrast, the SWVs showed the CuCy current increasing with every 5 minutes until 

target addition, followed by a decrease in the CuCy current and a large increase in the Fc current 

following target addition. Although it is not fully understood why the CuCy current increases 

over time, it is likely that subtle rearrangements of the SAM post-submersion in the sensing 

solution is detected with the more sensitive square wave voltammetry and not with the less 

sensitive cyclic voltammetry. Subsequent experiments showed less drastic but still significant 

(>20%) increases in the CuCy current over time. The changing CuCy current and small Fc 

current prior to target addition made the standard 10 mM sodium phosphate 1 M NaClO4 

buffer/electrolyte solution unsuitable for use with square wave voltammetry. 

 

 

 

 

 

 

 

Alternative buffer/electrolyte solutions for stable initial CuCy and Fc currents were then 

investigated. Other groups reporting on square wave voltammetry sensing with redox-modified 

DNA have used a number of different buffer/electrolyte solutions.30-33 A selection of these were 

then tested using T1 (Figures 5.22–5.24). Every one of the four buffer/electrolyte solutions 

tested (including the standard 10 mM sodium phosphate 1 M NaClO4) resulted in stable CVs 

Figure 5.21: A) CVs of T1 over 30 minutes (black lines) followed by addition of T2T target (1 µM) and a further waiting 
period of 20 minutes (blue line); in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s−1. B) 
SWVs measured at the same time as the CVs taken in (A); frequency = 200 Hz, amplitude = 25 mV, step = 1 mV. 

30 min 

A)

v 

B) 
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over the 30 minute period prior to target addition. Only two buffer/electrolyte solutions resulted 

in reasonably stable SWVs: 10 mM TrisHCl (pH 7.0) 100 mM NaCl (Figure 5.22), and 90 mM 

sodium citrate (pH 7.0) 90 mM NaCl (Figure 5.23). These two solutions also resulted in 

relatively prominent initial Fc currents, and therefore they were selected for further square wave 

voltammetry studies. However, even with these there were small changes to the initial currents 

within 5–10 minutes and, therefore, all subsequent sensing using square wave voltammetry 

extended the equilibration time to 15 minutes before the initial SWV was recorded. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.22: A) CVs of T1 over 30 minutes (black lines) followed by addition of T2T target (1 µM) and a waiting period of 
20 minutes (blue line); in 10 mM TrisHCl buffer (pH 7.0) 100 mM NaCl, scan rates = 1000 mV s–1. B) SWVs measured at 
the same time as the CVs taken in (A); frequency = 200 Hz, amplitude = 25 mV, step = 1 mV. 

A)

v 

B)

v 

A)

v 

B)

v 

Figure 5.23: A) CVs of T1 over 30 minutes (black lines) followed by addition of T2T target (1 µM) and a waiting period of 
20 minutes (blue line); in 90 mM sodium citrate buffer (pH 7.0) 90 mM NaCl, scan rates = 1000 mV s–1. B) SWVs 
measured at the same time as the CVs taken in (A); frequency = 200 Hz, amplitude = 25 mV, step = 1 mV. 
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A noticeable feature of the CVs shown in Figures 5.22–5.24 is the upward tailing effect 

towards more positive potentials. This was attributed to the presence of Cl– anions, with a larger 

concentration of chloride-containing salts resulting in steeper tailing (e.g., Figure 5.24). 

Chloride has been shown to adsorb onto gold surfaces34 and likely affects the mechanism of the 

gold oxidation. Thanks to the combined staircase and square waveform used by square wave 

voltammetry, the tailing was not observed in the SWVs. 

5.3.5. Square Wave Voltammetry: Frequency and Amplitude Studies 

 Attention then turned to the mystery of the increasing Fc current upon target addition. To 

confirm that the increasing Fc current was caused by target binding, the probe Fc5′ was 

incubated with high concentrations (1 µM) of either complementary T2T or non-

complementary T2ran (Table 5.5). For both the complementary T2A and the non-

complementary T2ran, the Fc current in the CVs remained largely unchanged (Figure 5.25, 

left). This was expected given Fc’s terminal position, meaning it was relatively unaffected by 

probe–target binding. In contrast, the SWVs showed significant differences, with the 

complementary T2A resulting in the previously observed large increase in the Fc current whilst 

A)

v 

B) 

Figure 5.24: A) CVs of T1 over 30 minutes (black lines) followed by addition of T2T target (1 µM) and a waiting period of 
20 minutes (blue line); in 10 mM PBS (pH 7.4) 500 mM NaCl 2.7 mM KCl, scan rates = 1000 mV s–1. B) SWVs measured 
at the same time as the CVs taken in (A); frequency = 200 Hz, amplitude = 25 mV, step = 1 mV. 
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the non-complementary T2ran resulted in only a negligible increase (Figure 5.25, right). These 

experiments showed that it was the formation of the probe–target duplex that resulted in the 

increase in the Fc current upon complementary target addition seen using square wave 

voltammetry. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Oligonucleotide 5′ – Sequence – 3′ 
 Fc5′ F TGG ACT CTC TCA ATG S 

 T2A CAT TGA GAG AGT CCA 

 

 
T2ran ACA GCT TCA TGG AAG 

A)

v 

B)

v 

C)

v 

D)

v 

Figure 5.25: CVs (left) and SWVs (right) of Fc5′ sensing complementary T2A target (1 µM; A, B) and non-complementary 
T2ran target (1 µM; C, D); in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4; scan rates = 1000 mV s–1 (CVs); 
frequency = 200 Hz, amplitude = 25 mV, step = 1 mV (SWVs). 

Table 5.5: Probe Fc5′ and targets T2A and T2ran. F = Fc; S = disulphide. 
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An explanation for the observed electrochemical behaviour of the Fc on surface-immobilised 

DNA probes in square wave voltammetry experiments has been reported by Plaxco and 

coworkers.35,36 They detailed the relationship between electron transfer rates and the square 

wave frequency employed. In square wave voltammetry, the current is sampled twice at the end 

of each potential pulse within one cycle (Figure 5.26). Therefore, the current measured at the 

sample points is highly dependent on the speed of the electron transfer reaction. If the electron 

transfer rate is high, then the current may have depleted by the time the current is sampled; if 

the rate is slower, then the current is more likely to be higher when the current is sampled. By 

increasing the frequency of a SWV (i.e., increasing the number of pulses per second), the length 

of time elapsing before the current is sampled is shortened.  

 

 

 

 

 

 

 

 

 

This knowledge can be applied to SWVs shown in Figure 5.25. When Fc5′ is unbound, the 

electron transfer rate of the Fc is faster owing to the relative flexibility of a single-stranded 

probe, which allows the Fc to more easily reach the electrode surface. In the initial SWVs 

Figure 5.26: Waveform schematics of a lower frequency SWV (left) and a higher frequency SWV (right). Adapted from 
reference 35. 
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shown, the frequency was such that the Fc current had mostly depleted by the time the current 

was sampled and therefore only a small Fc current peak was observed. When the Fc5′ is target-

bound, the electron transfer rate of the Fc is slower owing to the relative inflexibility of the 

double-stranded probe–target duplex. In the T2A-added SWV shown (Figure 5.25B), the Fc-

produced current had therefore not depleted as much by the time the current was sampled and 

thus a larger Fc current peak was observed. This phenomenon also explains the square wave 

voltammetry behaviour of the Fc in probe T1 and all other Fc-modified oligonucleotides. For 

the CuCy in T1, its large initial current is evidence of a slower electron transfer rate relative to 

Fc, whether that be inherent to CuCy or due to its internal incorporation within the strand. The 

observed reduction in the CuCy current upon target addition might then be explained by duplex 

formation somehow increasing the electron transfer rate to an extent that the current had 

depleted by the time it was sampled. However, as evidenced by the CVs, the CuCy current 

reduction can instead be attributed to duplex formation inhibiting electron transfer between the 

CuCy and the electrode such that the current is significantly lower at the time of sampling. 

Using the two suitable buffer/electrolyte solutions identified in section 5.3.4., combinations 

of the square wave voltammetry parameters frequency and amplitude were investigated in a 

fashion similar to Plaxco and coworkers.35,36 The aim was to identify a combination that 

resulted in a stable Fc current so that it could be used as a constant signal in a ratiometric sensing 

mechanism, as it had done using cyclic voltammetry. Figure 5.27 shows the initial (top) and 

target-added (bottom) SWVs of T1 recorded at different frequency and amplitude combinations 

in 10 mM TrisHCl (pH 7.0) 100 mM NaCl (see Appendix 8.3.8. for the analogous sensing in 

90 mM Na citrate (pH 7.0) 90 mM NaCl). 
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All possible combinations of frequencies 200/500/1000 Hz and amplitudes 25/50/75/100 

mV were tested. None of the frequency/amplitude combinations resulted in a Fc current that 

remained as constant as it had done when using cyclic voltammetry. The only 

frequency/amplitude combination that resulted in a Fc current that remained even somewhat 

stable before and after target addition was a frequency of 500 Hz and an amplitude of 50 mV 

in 10 mM TrisHCl (pH 7.0) 100 mM NaCl (Figure 5.28). Further studies using this combination 

of frequency, amplitude, and buffer/electrolyte solution were undertaken in an effort to achieve 

ratiometric sensing with a constant reference signal. 

 

 

Initial SWVs: 

Post-target addition SWVs: 

Figure 5.27: Initial SWVs (top) and target-added SWVs (1 µM, bottom) of T1 recorded at different frequency and 
amplitude combinations; in 10 mM TrisHCl buffer (pH 7.0) 100 mM NaCl. 



165 

 

 

 

 

 

 

 

 

The SNV sensing previously observed using cyclic voltammetry was again achieved using 

square wave voltammetry with this 500 Hz/50 mV combination. When only assessing the CuCy 

current, cytosine induced the largest CuCy current % change, followed by thymine/guanine, 

and then adenine (Figure 5.29) – the same order as observed when using cyclic voltammetry. 

However, the Fc currents remained relatively unstable upon target addition and even the starting 

CuCy:Fc current ratios varied significantly from SAM to SAM. As with the increasing CuCy 

currents prior to target addition in some buffer/electrolyte solutions (section 5.3.4.), the 

unpredictability of the Fc’s signal is difficult to explain. The increased sensitivity of square 

wave voltammetry as a technique, and its comparatively complex (compared to cyclic 

voltammetry) waveform and sampling regime, is likely to factor in the explanation. Given time 

and material constraints, further efforts to investigate frequency/amplitude combinations that 

would result in stable, reproducible Fc currents were not pursued. However it is possible that a 

suitable combination does exist and therefore further experiments may prove fruitful. Indeed, 

Plaxco and coworkers’ work on the optimisation of square wave voltammetry parameters for 

sensing with redox-modified DNA encompassed significantly larger frequency ranges.36 

 

Figure 5.28: SWVs of T1 sensing 1 µM T2T using a frequency of 500 Hz and an amplitude of 50 mV; in 10 mM TrisHCl 
buffer (pH 7.0) 100 mM NaCl, step = 1 mV. 
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One final approach using square wave voltammetry was considered. If the Fc current were 

to change upon target addition, then this might be used as one part of a ratiometric sensing 

mechanism in which both signals change. Fc has played this role before in other sensors 

employing a ratiometric sensing mechanism.37,38 Given that two signals changing produce a 

greater combined signal change than just one (Figure 5.30A), it was thought that identifying 

the frequency/amplitude combination that induced the largest combined current change might 

aid in improving the probe’s sensitivity. Figure 5.30B shows the magnitude of the combined 

CuCy and Fc current % changes when T1 sensed T2T target at a concentration of 1 µM. 

Amplitudes of 75 and 100 mV at frequencies of 200 and 500 Hz were not considered due to the 

Figure 5.29: SWVs of T1 sensing 50 nM T2T (A), T2A (B), T2G (C), and T2C (D) using a frequency of 500 Hz and an 
amplitude of 50 mV; in 10 mM TrisHCl buffer (pH 7.0) 100 mM NaCl, step = 1 mV. %s shown are the reduction in CuCy 
current. 
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peak splitting of the initial Fc current (Figure 5.27). A frequency of 200 Hz resulted in the 

largest overall combined current % changes, largely due to the relatively small initial Fc current 

significantly increasing upon target addition as seen in Figure 5.30A. Of the SWVs conducted 

at 200 Hz, an amplitude of 50 mV resulted in the largest combined current % change (1082%) 

and this was the combination chosen in an attempt to improve probe sensitivity. 

 

 

 

 

 

 

 

T1 sensing 1 nM T2T target using the 200 Hz/50 mV frequency/amplitude combination 

resulted in a small decrease in the CuCy current and an even smaller increase in the Fc current 

(Figure 5.31A). Combining these current % changes resulted in an average combined % change 

of 16.9%, significantly higher than the 2.6% CuCy:Fc current ratio % change achieved when 

sensing the same target concentration using cyclic voltammetry under the same conditions 

(Figure 5.31B). However, sensing at a target concentration of 100 pM resulted in no significant 

change in the combined current % change (Appendix 8.3.8.). Whilst the improvement in 

sensitivity was welcome, it was acknowledged that a more fundamental change in probe 

function and design is needed to sense nucleic acids at physiologically relevant concentrations. 

+ X % − Y 

% 

Combined % change = X + Y % 
B) 

A) 

Figure 5.30: A) SWV of T1 sensing 1 µM T2T using a frequency of 200 Hz and an amplitude of 25 mV, denoting the Fc 
and CuCy current changes as X and Y %, respectively. B) The magnitude of the combined CuCy and Fc current % 
change when T1 sensed 1 µM T2T 20 minutes after target addition using square wave voltammetry at different 
frequencies and amplitudes. All SWVs for this figure were conducted in 10 mM TrisHCl buffer (pH 7.0) 100 mM NaCl, 
step = 1 mV. 
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5.3.6. Differential Pulse Voltammetry Studies 

 Differential pulse voltammetry is another pulse technique also commonly used with 

electrochemical nucleic acid sensors.39-41 It has a similar waveform to square wave voltammetry 

and it offers comparable advantages over linear voltammetry techniques in terms of suppression 

of background currents and enhanced sensitivity.42 How the CuCy-/Fc-modified probes could 

respond to this alternative pulse technique was therefore investigated. Figure 5.32 shows 

differential pulse voltammograms (DPVs) of T1 sensing either complementary T2A target (A) 

or non-complementary T2ran target (B) at a concentration of 1 µM. In the initial DPVs, no 

current was observed for either CuCy or Fc. This can again be explained by applying Plaxco 

and coworkers’ theory,35,36 as discussed in section 5.3.5. In the unbound state, the current of 

both the CuCy and the Fc had depleted by the time the current was sampled at the end of each 

pulse. Upon probe–target duplex formation, the electron transfer rate between the CuCy and 

the electrode was reduced such that when the current was sampled, the CuCy current had not 

yet fully depleted and was therefore increased. As Fc current was still not observed after probe–

target duplex formation, this meant that, despite the electron transfer rate between the Fc and 
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Figure 5.31: A) SWVs of T1 sensing 1 nM T2T 60 minutes after target addition; in 10 mM TrisHCl buffer (pH 7.0) 100 mM 
NaCl, frequency = 200 Hz, amplitude = 50 mV, step = 1 mV. B) Comparison between T1 sensing 1 nM T2T 60 minutes 
after target addition using cyclic voltammetry (left; measuring the CuCy:Fc current % change) and square wave 
voltammetry (right, measuring the combined CuCy + Fc current % change); error bars represent SD. 
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the electrode becoming slower (owing to the relative inflexibility of double-stranded DNA), the 

rate was still fast enough for the Fc current to have depleted by the time the current was sampled. 

Changing the frequency of the DPV would change when the current is sampled and would result 

in different behaviours of the CuCy and Fc currents, as it did with the SWVs. However, as with 

the sets of CVs discussed in Chapter 4, the act of taking the DPVs subjected the SAM-modified 

electrodes to lengthier periods of more positive potential at which the CuCy was 

electrochemically unstable (Figure 5.33). As recording the DPV itself inadvertently reduced the 

CuCy current, no further studies were made using differential pulse voltammetry. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.32: DPVs of T1 sensing 1 µM complementary T2T target (A) and 1 µM non-complementary T2ran target (B); in 
10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, pulse width = 50 ms, pulse period = 200 ms, amplitude = 50 mV, 
step = 1 mV. 

A) B) 
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5.4. Expanding Sensing to RNA Targets and Complex Media 

5.4.1. Sensing RNA Targets 

 DNA binds well to complementary RNA to form hybrid duplexes. Many groups have 

specifically reported the sensing of RNA targets using unmodified and modified DNA probes, 

particularly in recent years with the surging interest in the diagnostic value of miRNAs.43-47 In 

theory, most sensors in which DNA probes capture nucleic acids can sense RNA as well as 

DNA targets. The same logic applied to the CuCy-/Fc-modified probes reported here and, 

therefore, RNA analogues (Table 5.6) of the DNA targets T2A and T2T were sensed using T1.  

 

 

 

 

 

Oligonucleotide 5′ – Sequence – 3′ 
 T1 F TGG ACT CXC TCA ATG S 

 RNA_T2A CAU UGA GAG AGU CCA 

 RNA_T2U CAU UGA GUG AGU CCA 

 

Table 5.6: RNA target oligonucleotides sensed using the probe T1. Bases highlighted in red sit opposite the CuCy in 
the probe–target duplex. X = CuCy; F = ferrocene; S = disulphide. 

Figure 5.33: A) CVs of T1 taken before a DPV was taken (solid line) and after a DPV was taken (dashed line). Completing 
the DPV (conditions same as Figure 5.32) subjected the SAM-modified electrode to minutes of relatively positive 
potential under which the CuCy was not electrochemically stable, as evidenced by the reduction in its current. CVs 
recorded in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. 
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As expected, T1 bound to the RNA targets with each inducing a significant CuCy:Fc current 

ratio % change (Figure 5.34). The peculiar appearance of the CuCy redox peaks after target 

addition is noteworthy. Their broader, less defined shape hints at different electrochemical 

behaviours of the CuCy within a hybrid versus a homogenous duplex. Nevertheless, T1 still 

discriminated between uracil and adenine opposite the CuCy in the probe–target duplex with 

CuCy:Fc current ratio % changes of –69.2% and –47.3%, respectively (Figure 5.35), proving 

that CuCy-modified DNA probes could sense SNVs in RNA targets. This mirrored the SNV 

sensing in the analogous DNA targets, for which thymine resulted in a larger CuCy:Fc current 

ratio % change than adenine (section 4.6.1.). Thermal melting data indicated that the 

homogenous T1–T2T and T1–T2A duplexes (Tms of 60.0 ± 0.5 oC and 57.5 ± 0.5 oC, 

respectively) had higher thermal stabilities than their analogous hybrid T1–RNA_T2U and T1–

RNA_T2A duplexes (Tms of 55.5 ± 0.5 oC and 53.0 ± 0.5 oC, respectively). The thermal 

stabilities of the probe–target duplexes again correlated with the CuCy:Fc current ratio % 

change, with the more stable T1–RNA_T2U duplex resulting in a larger % change than the less 

stable T1–RNA_T2A duplex. 

 

 

 

 

 

 

 

Figure 5.34: CVs of T1 sensing 50 nM RNA_T2U (A) and 50 nM RNA_T2A (B) 60 minutes after target addition; in 10 mM 
sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. 

A) B) 
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5.4.2. Sensing in Complex Media 

 Thus far, all sensing reported has been conducted in pure buffer/electrolyte solutions. A 

commercially viable point-of-care sensor needs to be able to sense in more complex media. 

Serum and saliva were chosen as the complex media to test the CuCy-/Fc-modified probe, given 

their abundance of nucleic acid biomarkers.48,49 Electrochemical nucleic acid sensors have been 

commonly tested with samples diluted with buffer/electrolyte solutions.45,50,51 Sample dilution 

helps to improve the electrochemical signals by reducing the concentration of interfering 

species and increasing the concentration of current-carrying electrolytes. Starting with a pure 

buffer/electrolyte solution and then diluting with human saliva or serum, different dilutions 

were investigated to establish a suitable dilution level. Figure 5.36 shows the CVs measured of 

T1 in solutions of buffer/electrolyte solution diluted with saliva (see Appendix 8.3.10. for T1 

in buffer/electrolyte solutions diluted with human serum). Dilutions of 50% and 90% with 

saliva or serum resulted in significant distortion of the CVs. A dilution of 10% resulted in only 

minimal difference to the CV taken in pure buffer/electrolyte solution.  
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Figure 5.35: CuCy:Fc current ratio % changes for T1 sensing the RNA targets RNA_T2U and RNA_T2A 60 minutes after 
target addition. Error bars represent SD. [Target] = 50 nM in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan 
rates = 1000 mV s–1. 
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The stability of the T1 probe when incubated in a saliva-containing solution was also 

assessed. Figure 5.37A shows CVs of T1 recorded in a 50:50 buffer/electrolyte:saliva solution 

initially and after 16 hours, followed by addition of T2T target (1 µM) to the same solution. 

The current signals remained largely unchanged, as reflected in the stable CuCy:Fc current 

ratios (Figure 5.37B), and effective sensing of target was achieved despite the high % of saliva. 

However, the level of distortion induced in the CVs by sensing in 50% or 90% saliva or serum 

resulted in inconsistent starting CuCy:Fc current ratios. Therefore, 10% dilution was chosen as 

No Dilution: 10% Dilution: 

50% Dilution: 90% Dilution: 

Figure 5.36: CVs of T1 in solutions of buffer/electrolyte solutions (10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4) 
diluted with human saliva. Ratios shown are volume. Scan rates = 1000 mV s−1. 
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the most suitable dilution level given that the minimal distortion of the CVs resulted in more 

consistent starting CVs. 

 

 

 

 

 

 

 

 

5.4.3. miR135-1 Probe Studies 

 A probe based on an appropriate miRNA was then synthesised and tested. Belli and 

coworkers have identified miR135b-5p (Table 5.7) as a physical trauma biomarker found in 

human saliva.52 miR135a-5p is a closely related miRNA to miR135b-5p that differs by only 

one base53 and has not been identified as a trauma biomarker. The miR135-1 probe (Table 5.7) 

was created firstly to sense the miRNA trauma biomarker miR135b-5p, and secondly to 

distinguish between miR135b-5p (confirmed trauma biomarker) and the closely related 

miR135a-5p (not a trauma biomarker). The non-complementary RNA target 23RNAran was 

also used to demonstrate the selectivity of miR135-1. 

 

 

A) 

B) 

Figure 5.37: A) CVs of T1 in pure buffer/electrolyte solution (solid black line), then placed in a 50:50 
buffer/electrolyte:saliva solution (dotted line), then left for 16 hours in the same 50:50 buffer/electrolyte:saliva solution 
(dashed line), then 20 minutes after T2T target addition (1 µM) to the same 50:50 buffer/electrolyte:saliva solution (solid 
blue line); pure buffer/electrolyte solution = 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 
mV s–1. B) CuCy:Fc current ratios of the CVs shown in A. 



175 

 

 

 

 

 

 First, it was determined whether miR135-1 could distinguish between miR135b-5p and 

miR135a-5p in a pure buffer/electrolyte solution. Figure 5.38 shows miR135-1 sensing both 

targets in the standard 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4 solution. Each 

target induced a reduction in the CuCy current large enough to almost eliminate the anodic peak 

in a manner indistinguishable from one another. As the bases being substituted are both 

similarly sized pyrimidines, the position the CuCy adopts in each probe–target duplex is likely 

to be similar, which would therefore contribute to the comparable currents observed. Tm results 

showed that each target forms a similarly stable duplex with miR135-1 (miR135b-5p = 59 ± 

0.5 oC, and miR135a-5p = 58.5 ± 0.5 oC), also indicating that the CuCy adopts a similar position 

in each duplex.  

 

 

 

 

 

 

 

Oligonucleotide 5′ – Sequence – 3′ 
 miR135-1 F TCA CAT AGG AAT XAA AAG CCA TA S 

 miR135b-5p UAU GGC UUU UCA UUC CUA UGU GA 

 miR135a-5p UAU GGC UUU UUA UUC CUA UGU GA 

 23RNAran UAC CCU GUA GAU CCG AAU UUG UG 

 

Table 5.7: Probe miR135-1 and associated RNA targets. Bases highlighted in red sit opposite the CuCy in the probe–
target duplex. X = CuCy; F = ferrocene; S = disulphide. 

Figure 5.38: CVs of miR135-1 sensing 50 nM miR135b-5p (A) and 50 nM miR135a-5p (B); in 10 mM sodium phosphate 
buffer (pH 7.0) 1 M NaClO4; scan rates = 1000 mV s–1. 

A) B) 
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These studies indicated that miR135-1 could not distinguish between the closely related 

miRNAs miR135b-5p (trauma biomarker) and miR135a-5p (not a trauma biomarker). 

However, as was observed with the cancer- and COVID-19-related mutations sensed in Chapter 

4, SNV discrimination using CuCy-modified DNA probes is sequence dependent and other 

miRNAs differing by one base likely could be distinguished from one another. The selectivity 

of miR135-1 was also demonstrated by incubating with the non-complementary target 

23RNAran at a high concentration (1 µM), resulting in a negligible CuCy:Fc current ratio % 

change (Figure 5.39). 

 

 

 

 

 

 

 

 Sensing of the trauma biomarker miR135b-5p in complex media was then investigated. As 

before, saliva- and serum-containing solutions were chosen for sensing. Following on from the 

studies discussed in section 5.4.2., a 10% dilution of buffer/electrolyte solution with either 

saliva or serum was chosen as a suitable dilution level. Figure 5.40 shows the sensing of 

miR135b-5p in saliva- and serum-containing solutions, with CuCy:Fc current ratio % changes 

of –100% and –83%, respectively. Little difference was observed compared with the analogous 

Figure 5.39: CVs of miR135-1 sensing non-complementary 1 µM  23RNAran target; in 10 mM sodium phosphate buffer 
(pH 7.0) 1 M NaClO4; scan rates = 1000 mV s–1. 



177 

 

sensing in pure buffer/electrolyte solutions (Figure 5.38), proving that the probe could function 

in the presence of significant levels of biological contaminants. 

 

 

 

 

 

 

 

 

 Sensing at lower target concentrations was then conducted in the saliva- and serum-

containing solutions to establish whether the biological contaminants interfered with the 

sensing of smaller quantities of target. It was noted that the magnitude of the reduction in CuCy 

current induced by the miR135b-5p and miR135a-5p targets at 50 nM was larger than the 

reduction observed for the analogous sensing of RNA targets using T1 (section 5.4.1.) and most 

DNA targets using the SNV probes (Chapter 4). Therefore, a target concentration of 1 nM was 

chosen to see if the miR135-1 probe could improve on the minimal (–2.6%) change in CuCy:Fc 

current ratio achieved by T1 sensing DNA T2T target using cyclic voltammetry (Chapter 4). 

Figure 5.41 shows the CVs of miR135-1 sensing 1 nM miR135b-5p target in saliva- and serum-

containing solutions. CuCy:Fc current ratio % changes of –10.7% and –6.1% in the saliva- and 

serum-containing solutions, respectively, were an improvement on the –2.6% CuCy:Fc current 

ratio % change for the analogous sensing using T1 probe and T2T target. The results showed 

A) B) 

Figure 5.40: CVs of miR135-1 sensing 50 nM miR135b-5p in 90:10 buffer/electrolyte:saliva (A) and 90:10 
buffer/electrolyte:serum (B); buffer/electrolyte = 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 
1000 mV s–1. 

10% saliva: 10% serum: 
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that the biological contaminants present did not interfere with the sensing of lower quantities 

of target. However, given the fM-range LOD required theoretically to sense most miRNAs at 

physiological concentrations (as discussed in Chapter 4), the marginal improvement in 

sensitivity of the miR135-1 probe only highlighted the need for the fundamental change in 

probe function and design required to sense miRNAs without target amplification. 

 

 

 

 

 

 

 

 

 

5.5. Conclusions and Future Work 

 To conclude, the SNV sensing mechanism for the surface-immobilised CuCy-modified 

probes is proposed to be a combination of two factors: 1) the precise position of the CuCy 

within the probe–target duplex, dictated by the bases around it, significantly affecting the 

current it produces; and 2) targets that form more thermodynamically stable probe–target 

duplexes forming to a greater extent in the sensing period allowed than targets that form less 

stable probe–target duplexes. Regarding the first factor, previous work involving solution-based 

CuCy-modified probes,1 the stark sensing differences between the (S)- and (R)-isomers of 

Figure 5.41: CVs of miR135-1 sensing 1 nM miR135b-5p in 90:10 buffer/electrolyte:saliva (A) and 90:10 
buffer/electrolyte:serum (B); buffer/electrolyte = 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 
1000 mV s–1. %s shown are the CuCy:Fc current ratio % changes upon target addition. 

10% saliva: 10% serum: 

A) B) 
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CuCy, and persistent SNV sensing differences at very high target concentrations and with SAMs 

assembled from preformed duplexes, make a compelling case that the CuCy’s conformational 

position within the duplex is a significant factor in the sensing mechanism. Future work could 

include the use of X-ray crystallography, long used to investigate new nucleic acid structures,54 

to probe duplex distortion as well as the CuCy’s position and the extent of its intercalation in 

CuCy-modified DNA. However, crystallography would only be able to provide structural 

information for solution-based duplexes and would not be able to determine whether the CuCy 

adopted a different position in surface-immobilised duplexes. 

Regarding the second factor, having shown that at a 50 nM target concentration a significant 

proportion of probes remain unbound at a surface, it would be expected that there would be a 

higher relative population of more thermodynamically stable probe–target duplexes over less 

thermodynamically stable duplexes. The observation that larger CuCy current reductions with 

the solution-based test probe sequence are observed with purines compared to pyrimidines,1 

whereas the opposite is true with the analogous surface-immobilised T1 probe, remains difficult 

to rationalise. The explanation is likely to factor in the significant differences between the two 

setups, including the use of different electrochemical techniques and the differences in 

electrostatic and steric forces acting on surface-immobilised versus solution-based duplexes. 

No evidence of through-DNA electron transport was produced for the surface-immobilised 

CuCy-modified DNA studied. However, as the CuCy-modified DNA is likely to be 

electrostatically attracted to the electrode at the redox potential of the CuCy, contact-mediated 

electron transfer may be an important factor and could mask any through-DNA electron 

transport that occurs. Future work could include the determination of the angle at which the 

CuCy-modified DNA is orientated relative to the electrode surface at the redox potentials 

involved using atomic force microscopy.18,19 
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 Square wave voltammetry could not replicate the reliable ratiometric SNV sensing achieved 

using cyclic voltammetry, but its use did enhance the sensitivity of the CuCy-/Fc-modified 

probes. Longer probes did not enhance sensitivity. Changing the sequence position of the CuCy 

within the probe demonstrated that SNV sensing is affected by the bases above and below the 

CuCy. Efforts to improve the sensitivity of the CuCy-/Fc-modified probe highlight the need to 

enhance the design of the sensor. This enhancement would likely be in the form of pairing the 

electrochemical setup with a target amplification mechanism to produce target in at least nM 

quantities. Whilst PCR amplification would be suitable, faster isothermal alternatives such as 

loop-mediated isothermal amplification (LAMP)55 and exponential isothermal amplification 

reaction (EXPAR)56 could achieve faster overall readout times. Ultimately, engineering would 

be required to fuse the electrochemical and target amplification aspects together to form a 

device that used the CuCy’s SNV sensing capabilities. 

 The CuCy-/Fc-modified probes can sense RNA targets as well as DNA targets. Sensing in 

complex solutions containing biological contaminants was achieved using a suitable dilution 

level. Combining these two strands of investigation, the physical trauma salivary miRNA 

biomarker miR135b-5p was sensed in saliva- and serum-containing solutions at a target 

concentration of 1 nM. Future work on CuCy-/Fc-modified probes should include a continued 

focus on the sensing of miRNAs. Their ideal length of ~20 nucleotides, single-stranded nature, 

and high durability makes them the ideal target for electrochemical sensors that use surface-

immobilised nucleic acid probes. Although in this instance the SNV discrimination between 

miR135b-5p and miR135a-5p was unsuccessful, there remain many other sets of closely 

related miRNAs that differ by only one base.53 A miRNA-focused setup that combines the 

electrochemical SNV sensing reported here and a signal/target amplification mechanism would 

potentially lead to a commercially viable sensor. 
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Chapter 6: Functionalisation of Metal-Organic 

Frameworks with Fluorescently-Modified DNA 

6.1. Introduction 

6.1.1. Structure of MOFs 

 Metal-organic frameworks (MOFs) form a class of crystalline materials that are composed 

of metal ions or clusters connected through multidentate organic linkers to form an extended 

repeating framework.1,2 The most notable properties of MOFs are their high surface areas and 

permanent porosities, with surface areas of 7000 m2 g–1 being reported.3 The properties of 

MOFs can be almost endlessly tuned owing to the vast numbers of different metal nodes and 

organic linkers that can be combined together.1,2 Hoskins and Robson synthesised the first 

MOF-like structures in 1989, reporting on materials formed from simple uncharged ligands 

connecting lone metal centres.4 The term MOF was first used by Yaghi and coworkers5 in 1995 

and the field has since expanded significantly, with over 99,075 MOF crystal structures 

archived in the Cambridge Structural Database as of 2020.6 

MOF structures can be described in terms of four structure levels (Figure 6.1).7 The first 

level consists of the basic units of the MOF: the metal nodes and organic linkers. Multivalent 

metal ions are typically used but monovalent ions have also been used. The organic linkers are 

usually alkyl chains or ring-based structures from which multiple carboxyl or amine groups 

extend. The second level comprises secondary building units (SBUs) that consist of multiple 

organic linkers coordinated around a single metal ion or cluster to form the simplest repeated 

unit of the MOF structure. The third level, the internal framework, is formed by linking the 

SBUs together. This third level includes the pores and cages from which MOFs derive their 

unique properties. The fourth level is the morphology (shape, size and orientation) of the MOF 
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crystal. Whereas the first three structure levels are largely determined by the metal nodes and 

organic linkers used, the morphology of a MOF crystal is affected by the conditions and any 

additional reagents (such as therapeutics intended to be encapsulated) used during synthesis. 

 

 

 

 

 

 

 

 

6.1.2. Applications of MOFs 

 The applications of MOFs are mostly derived from their large surface areas and high 

permanent porosities. MOFs are commonly employed as adsorbents to capture various different 

compounds, from heavy metals and pharmaceuticals to smaller molecules such as H2 and O2 

found in water, fuels, and air.8-10 In addition to their capture, contaminants can also be detected 

with MOFs designed to produce a luminescent response upon the binding of a certain target.11 

Heavy metal removal from waste water streams is a key MOF application. Zhong and 

coworkers reported on the modification of the robust MOF-808 with ethylenediaminetetraacetic 

acid (EDTA) groups that were able to adsorb 22 different metal ions at high removal efficiencies 

in multi-component systems (Figure 6.2).12 The EDTA-functionalised MOF-808 is a good 

example of how the properties of a known MOF (MOF-808 was first reported in 201413) can 

Figure 6.1: Schematic diagrams of the composition of MOFs and their structure levels. Level 1 consists of the basic 
units: the organic linker and metal nodes (ions or clusters). Level 2 is the secondary building unit (SBU), which is the 
simplest repeated unit of the MOF. Level 3 is the inner-framework structure, which is the extended lattice of the MOF. 
Level 4 is the morphology of the MOF particles. (Taken from reference 7.) 
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be tuned and improved using relatively modest modifications. The selective separation and 

capture of small molecules is another key MOF application. Hong-Cai Zhou and coworkers 

reported on the MOF PCN-17 that exhibited selected adsorption of H2 and O2 over N2 and CO.14 

By restricting the pore window size to 3.5 Å using sulfate bridges, the larger N2 and CO 

molecules (determined by their kinetic diameters) were excluded whilst the smaller H2 and O2 

molecules were captured. The authors posited potential uses in fuel-cell and ammonia synthesis 

applications. Such examples serve to illustrate the capability of MOFs to treat our evermore 

polluted water systems15 and potentially enhance existing and developing processes. 

 

 

 

 

 

 

 The high surface areas, permanent porosities, and tuneable components of MOFs have also 

led to their application as catalysts.16,17 Advantages of using MOFs over more traditional 

catalysts includes their large internal surface areas allowing for high catalytic reaction rates per 

unit volume and the ability to modify MOFs with complementary catalytic groups.17 Selected 

examples of reactions catalysed by MOFs include hydrogenation,18,19 oligomerisation,20,21 and 

alkylation22 reactions – all important industrial processes. An illustrative example of a MOF 

directly catalysing a reaction is provided by Nguyen and coworkers’ series of M-MOF-184 

MOFs used to catalyse the cycloaddition of CO2 to epoxides (Figure 6.3A).23 The zinc-based 

A 

Figure 6.2: Schematic diagram of EDTA-functionalised MOF-808 capturing metal ions. (Taken and adapted from 
reference 12.)  
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MOF Zn-MOF-184 was found to exhibit the best catalytic properties and a mechanism 

involving the activation of the epoxide via direct interaction with the Zn sites was proposed. An 

example of a MOF hosting a catalyst, and therefore enabling the catalytic process, is Farha and 

coworkers’ NU-1000 MOF that occluded copper nanoparticles, which facilitated the partial 

hydrogenation of acetylene to ethylene (Figure 6.3B).18 The pores of NU-1000 fixed the copper 

nanoparticles in place, which then more efficiently converted acetylene to ethylene compared 

with a copper on zirconia control. However, the generally inferior stability of MOFs compared 

with inorganic solids and the difficulty in removing unwanted organic deposits without 

destroying the organic linkers pose practical limitations on the use of MOFs as catalysts.17 

Nonetheless, their immense potential means that MOF catalysis is an active and growing area 

of research. 

 

 

 

 

 

 

 

6.1.3. Post-Synthetic DNA-Functionalisation of MOFs 

 MOFs can be post-synthetically modified and functionalised in various ways, including 

metal-based, ligand-based, and guest-based modification of the parent MOF.24 Most relevant to 

this chapter is the functionalisation of MOFs with DNA, which over the last decade has been 

Figure 6.3: A) Schematic diagram of an M-MOF-184 MOF catalysing the cycloaddition of CO2 to an epoxide. (Taken from 
reference 23.) B) Schematic diagram of an NU-1000 MOF incorporating copper nanoparticles within its pores and used 
to hydrogenate acetylene to ethylene. (Taken and adapted from reference 18.)  

A) B) 
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reported by multiple groups. Mirkin and coworkers reported on the first MOF structure 

covalently functionalised with DNA (Figure 6.4) in 2014.25 Azide-containing linkers reacted 

with dibenzylcyclooctyne- (DBCO) modified DNA via copper-free strained alkyne click 

chemistry to functionalise UiO-66-N3 MOF nanoparticles. The DNA was modified with the 

dyes TAMRA or FAM and therefore the functionalised MOFs were highly fluorescent when 

imaged using confocal microscopy. Gold nanoparticles functionalised with complementary 

DNA were found to bind to the DNA-functionalised MOFs but no experiments were conducted 

attempting to bind different DNA-functionalised MOFs together via complementary base 

pairing. The DNA was found to create a steric and electrostatic barrier that aided in the cellular 

uptake of functionalised MOFs, with promising implications from a drug-delivery perspective. 

 

 

 

 

 

 

Since 2014, more groups have reported covalent DNA-functionalisation of MOFs and 

associated applications. Willner and coworkers reported on a Zn-based MOF functionalised 

with DNA that formed a quadruplex structure at pH 5.5 and denatured into single-stranded DNA 

at pH 7.4 (Figure 6.5).26 The fluorescent dye rhodamine 6G was loaded into the pores of the 

MOF and locked in at pH 5.5 by the surrounding quadruplex structures. At pH 7.4, the 

quadruplex structures denatured, allowing the loaded rhodamine 6G to be released. Farha and 

A) B) 

Figure 6.4: A) Schematic diagram of the MOF UiO-66-N3 being functionalised with DBCO-DNA. B) Copper-free strained 
alkyne click  chemistry used to covalently tether the DNA to the MOF. (Taken and adapted from reference 25.) 
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coworkers similarly reported on the encapsulation of insulin in a Zr-based MOF that was 

subsequently functionalised using 3′ terminal phosphate-modified DNA.27 As with Mirkin and 

coworkers’ 2014 report described above, the DNA-functionalised MOFs were able to traverse 

the membranes of mammalian cells and release their insulin cargo.  However, there appeared 

to be no specific trigger for the release of insulin once inside the cell, leading to the possibility 

that significant quantities were released prior to cellular uptake. A DNA-functionalised MOF 

combining efficient cellular uptake and stimulated cargo release has the potential to make a 

powerful drug delivery mechanism. 

 

 

 

 

 

 

 Other groups have reported on the binding of DNA-functionalised MOFs to other entities 

functionalised with complementary DNA. As mentioned above, Mirkin and coworkers’ initial 

report on DNA-functionalised MOFs described its binding to DNA-functionalised gold 

nanoparticles.25 Li and coworkers similarly reported on a DNA-functionalised PCN-224 MOF 

that could bind to smaller gold nanoparticles functionalised with complementary DNA (Figure 

6.6).28 Their aim in doing so was to confirm that the DNA still retained the ability to hybridise, 

with the delivery of cancer cell-targeting aptamers being the primary purpose of the DNA-

functionalised MOF. Cha and coworkers also reported on a DNA-functionalised PCN-224 MOF 

Figure 6.5: Schematic diagram of rhodamine 6G (red) being released from a MOF upon raising the pH to 7.4 and the 
resulting denaturation of the DNA quadruplex structures. (Taken from reference 26.) 
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that could bind to DNA-functionalised gold nanoparticles, with the resulting MOF–nanoparticle 

superstructures able to produce singlet oxygen species in greater amounts than unfunctionalised 

mixtures of PCN-224 MOF and gold nanoparticles.29  

 

 

 

 

 

 

 

 

Mirkin and coworkers’ report on DNA-functionalised UiO-66 MOF nanoparticles forming 

MOF superlattices is the only report in the literature of DNA-functionalised MOFs binding 

together via DNA hybridisation (Figure 6.7).30 Prior to DNA functionalisation, the surfaces of 

the MOFs were passivated by a layer of azide-modified PEG polymers, with which the DBCO-

modified DNA reacted via copper-free click chemistry. Linker DNA of programmable length, 

containing single-stranded end sections and a duplexed internal section, was used to control 

interparticle distances and hybridised with the MOF-attached DBCO DNA at one of its ends. 

The other ‘sticky’ end could then hybridise with complementary sticky ends attached to other 

MOF nanoparticles, thus forming the superlattice structure. By modifying the length and 

sequence of the DNA components described, different sets of superlattices with altered 

properties were formed in a programmable fashion. Whilst binary MOF nanoparticle–gold 

Figure 6.6: A) Schematic diagram of DNA-functionalised PCN-224 MOF nanoparticles binding to gold nanoparticles 
functionalised with complementary DNA. B, C) Transmission electron microscopy images of the DNA-functionalised 
nanoparticles (black) binding to the DNA-functionalised PCN-224 MOF nanoparticles (grey). (Taken from reference 28.)  
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nanoparticle superlattices were formed (similar to the work of Li28 and Cha29 described above), 

no binary MOF superlattices consisting of two different types of MOF were reported. There is 

yet to be a report in the literature of different DNA-functionalised MOFs, each with different 

properties, binding together via DNA hybridisation. 

 

 

 

 

 

 

6.1.4. Förster Resonance Energy Transfer 

 FRET is the process that occurs when an excited donor fluorophore non-radiatively transfers 

energy to an acceptor fluorophore at distances between 0.5–10 nm (Figure 6.8).31 Efficient 

FRET depends on the spectral overlap in the excitation/emission spectra, close proximity, and 

correct orientation of the fluorophores involved.31 The efficiency of FRET transfer is inversely 

proportional to the sixth power of the distance between two fluorophores31 and is therefore 

highly sensitive to changes in distance. FRET has been used in a number of applications. 

TaqMan probes incorporating two FRET-capable fluorophores can be used for nucleic acid 

detection in real-time qPCR.32 FRET can also be used to detect the hybridisation of 

complementary donor- and acceptor-labelled DNA,33 which has then been used to determine 

the structural integrity of duplexes delivered into live cells.34 Many different fluorophore pairs 

Figure 6.7: Schematic diagram of the functionalisation of UiO-66 MOFs nanoparticles with DNA and their subsequent 
arrangement into a MOF superlattice via DNA hybridisation. (Taken from reference 30.) 
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can be used to facilitate FRET. Cy3 and Cy5 are commonly used owing to their high FRET 

efficiency, simple incorporation into DNA, and relatively low photobleaching rates. 

 

 

 

 

 

6.2. Chapter Aims 

 The aim of this chapter is to functionalise two different MOFs with complementary 

fluorescently-modified DNA and bind the DNA-functionalised MOFs together via DNA 

hybridisation (Figure 6.9). The formation of a heterogenous MOF structure interconnected by 

duplexed DNA may allow for the combination of desirable MOF properties in a single material. 

As described above, several groups have bound DNA-functionalised MOFs to DNA-

functionalised gold nanoparticles and Mirkin and coworkers have combined DNA-

functionalised MOFs into homogenous crystal superlattice structures,30 but no group has 

combined together different MOFs functionalised with complementary DNA. The 

functionalising DNA used in this work will be modified with the fluorophores Cy3 or Cy5, with 

the syntheses of the Cy3-/Cy5-modified DNA having been described in Chapter 3. The purpose 

of the labelling fluorophores is to firstly confirm the successful DNA-functionalisation of the 

MOFs, and secondly to confirm the hybridisation of the modified DNA oligonucleotides both 

pre- and post-MOF attachment using FRET. 

 

A) B) 

Figure 6.8: Schematic diagrams of A) a donor and an acceptor fluorophore not close enough to facilitate FRET; and B) 
a donor and an acceptor fluorophore that are close enough to facilitate FRET. 
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6.3. Design and Pre-MOF Functionalisation Studies of DNA Probes 

6.3.1. DNA Probe Design 

 

 

 

Four DNA oligonucleotides modified with Cy3 or Cy5 were synthesised (Table 6.1). DNA-

Cy3 is based on the in-house test sequence (NINA) used in the group with Cy3 incorporated at 

the 5′ end and three thymines followed by an alkyne modification at the 3′ end. DNA-Cy5 is 

complementary to DNA-Cy3 and has a Cy5 incorporated at the 5′ end as well as three thymines 

and an alkyne modification at the 3′ end. The duplex formed from DNA-Cy3 and DNA-Cy5 is 

shown in Figure 6.10. Cy3 and Cy5 are separated by a distance of approximately 5.1 nm and 

Oligonucleotide 5′ – Sequence – 3′ 
 DNA-Cy3 Cy3 TGG ACT CTC TCA ATG TTT Z 

 DNA-Cy5 Cy5 CAT TGA GAG AGT CCA TTT Z 

 DNA-Cy3-Ext Cy3 TGG ACT CTC TCA ATG TTT TTT P18 Z 

DNA-Cy5-Ext Cy5 CAT TGA GAG AGT CCA TTT TTT P18 Z  

 

Figure 6.9: Simplified schematic diagram depicting the aim of this chapter. Different MOFs are functionalised with 
complementary DNA modified with either Cy3 (red circles) or Cy5 (blue circles). The DNA-functionalised MOFs bind 
together via DNA hybridisation, bringing the Cy3 and Cy5 fluorophores close enough to facilitate FRET and thus confirm 
successful hybridisation. 

Table 6.1: Fluorescently-modified DNA oligonucleotides. Cy3 = Cyanine 3; Cy5 = Cyanine 5; Z = alkyne; P18 = PEG18 
spacer. 
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are therefore within range to facilitate FRET. The three unbound thymines at one end of each 

probe were incorporated to act as a spacer and provide some distance between the DNA and the 

MOF. The terminal alkynes were designed to react with the azide-functionalised linkers of the 

MOFs via copper-catalysed click chemistry and covalently attach the DNA. DNA-Cy3-Ext and 

DNA-Cy5-Ext were the same as their shorter analogues bar the incorporation of a PEG spacer 

and three extra thymines, both features designed to add even more distance between the DNA 

and the MOFs. These longer oligonucleotides were synthesised to test whether having more 

distance between the DNA and the MOF allowed for better DNA hybridisation post-MOF 

functionalisation. 

 

 

 

6.3.2. Thermal Melting Studies 

 Thermal melting studies were conducted to assess the impact that the Cy3 and Cy5 

modifications had on duplex stability. As the success of the design depended on the binding of 

the Cy3-/Cy5-modified oligonucleotides, it was important to determine that the fluorophores 

did not have a prohibitively negative impact on hybridisation.  

 

 

 

Figure 6.10: Schematic diagram of the DNA-Cy3/DNA-Cy5 duplex. Cy3 and Cy5 are separated by a distance of <10 
nm, and therefore are capable of facilitating FRET. 
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Table 6.2 shows the Tm values for the Cy3-/Cy5-modified oligonucleotides shown in Table 

6.1. The Cy3- and Cy5-modified oligonucleotides were duplexed with each other as well as 

with the complementary unmodified strands T2A and T1unmod. The most thermally stable 

duplexes were the ones in which both oligonucleotides were modified with Cy3 or Cy5. 

Terminal cyanine modifications are known to stack onto the adjacent base pair and stabilise the 

duplex,35 thus explaining why the Cy3- and Cy5-containing duplexes were the most stable. 

Having an unpaired base opposite the Cy3 or Cy5 in the duplex, as is the case with the duplexes 

reported here, has an additive effect on stabilisation and further increases thermal stability.35 

Cy5 resulted in more stabilisation than Cy3, with the T1unmod/DNA-Cy5 and 

T1unmod/DNA-Cy5-Ext duplexes exhibiting greater thermal stabilities than their analogous 

DNA-Cy3/T2A and DNA-Cy3-Ext/T2A duplexes, respectively. 

 It was noted that duplexes containing Cy3- and Cy5-modified oligonucleotides resulted in 

less fluorescence emission (measured in relative fluorescence units, RFU) than duplexes not 

containing Cy3 and/or Cy5 (Figure 6.11). As discussed in Chapter 2, SYBR Green dye was 

used to monitor DNA denaturation via fluorescence. The most likely explanation for the 

reduced fluorescence of mixtures containing Cy3-/Cy5-modified oligonucleotides is that Cy3 

and Cy5 have a quenching effect on SYBR Green. That the emissive range of SYBR Green 

(approximately 490–650 nm with a maximum of 520 nm) overlaps with the peak excitation 

Duplex Tm (oC) 

DNA-Cy3 / DNA-Cy5 68.0 (± 1.5) 

DNA-Cy3 / T2A 64.0 (± 1.0) 

T1unmod / DNA-Cy5 67.5 (± 1.0) 

T1unmod / T2A 64.5 (± 0.5) 

DNA-Cy3-Ext / DNA-Cy5-Ext 69.5 (± 1.5) 

DNA-Cy3-Ext / T2A 63.0 (± 1.0) 

T1unmod / DNA-Cy5-Ext 66.0 (± 1.5) 

Table 6.2. Thermal melting temperatures for the Cy3-/Cy5-modified oligonucleotides duplexed with each other and 
unmodified complementary sequences. Error shown is SD from three repeats. [DNA] = 10 µM in 10 mM sodium 
phosphate buffer pH 7.0, 100 mM NaCl.  
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wavelengths of Cy3 and Cy5 (554 nm and 650 nm, respectively) increases the likelihood of this 

possibility. An effect of the reduced fluorescence was the decreased signal-to-noise ratio in the 

plots of the negative first derivatives of the melting curves versus temperature, the maxima of 

which correspond to the Tm of the duplex (see Appendix 8.4.1.). As such, the errors associated 

with the Tm values for the Cy3- and Cy5-containing duplexes presented in Table 6.2 were larger 

than would typically be expected. Nevertheless, these thermal melting studies showed that the 

Cy3 and Cy5 modifications did not inhibit DNA hybridisation and in fact increased duplex 

stability. 

 

 

 

 

 

 

6.3.3. Fluorescence Spectroscopy 

 Fluorescence spectroscopy was then used to determine the presence and efficiency of FRET 

in Cy3-/Cy5-modified duplexes in aqueous solution at neutral pH. Firstly, excitation and 

emission spectra of DNA-Cy3 and DNA-Cy5 were measured separately (Figure 6.12). The 

overlap in the emission of DNA-Cy3 and the excitation of DNA-Cy5 demonstrates the 

suitability of Cy3 and Cy5 as a FRET pair, even when incorporated into DNA. No differences 

were observed in the excitation and emission spectra of DNA-Cy3-Ext and DNA-Cy5-Ext 

C) B) A) 
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Figure 6.11: Comparison of fluorescence emission between three sets of duplexes: DNA-Cy3/DNA-Cy5 (black), DNA-
Cy3/T2A (red), T1unmod/T2A (purple). Duplexes containing Cy3 and/or Cy5 resulted in lower fluorescence emission. 
[DNA] = 10 µM for each oligo. Spectra measured in sodium phosphate buffer pH 7.0, 100 mM NaCl, 1 µL SYBR Green 
dye. λex = 497 nm. 
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compared with the spectra of DNA-Cy3 and DNA-Cy5 shown in Figure 6.12 (see Appendix 

8.4.2.). 

 

 

 

 

 

 

 

 

 Evidence of FRET was then sought by titrating in DNA-Cy5 into a 1 µM solution of DNA-

Cy3 (Figure 6.13). FRET occurs when the donor fluorophore (Cy3) is excited and non-

radiatively transfers energy to the acceptor fluorophore (Cy5). As such, the titration solutions 

were excited at the excitation wavelength of Cy3 (554 nm) and the emissions at approximately 

570 nm (Cy3 emission) and 665 nm (Cy5 emission) were monitored. Titrating in DNA-Cy5 

resulted in significant quenching of the emission at 570 nm and a small increase in the emission 

at 665 nm, both of which are indicative of FRET. Identical behaviour was observed with the 

longer oligonucleotides DNA-Cy3-Ext and DNA-Cy5-Ext (see Appendix 8.4.2.). No further 

quenching or increase in emission was observed after more than one molar equivalent of DNA-

Cy5 was added, consistent with 1:1 duplex formation. The excitation spectrum of a solution 

containing equimolar amounts of DNA-Cy3 and DNA-Cy5, holding the emission at 665 nm, 

Figure 6.12: Normalised excitation and emission spectra of DNA-Cy3 and DNA-Cy5. The overlap in the emission of 
DNA-Cy3 and the excitation of DNA-Cy5 demonstrates the suitability of Cy3 and Cy5 as a FRET pair. [DNA] = 1 µM. 
Measured in sodium phosphate buffer pH 7.0, 100 mM NaCl. DNA-Cy3 λex = 554 nm, λem = 570 nm; DNA-Cy5 λex = 650 
nm, λem = 665 nm. 
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revealed the presence of an extra peak at approximately 554 nm (see Appendix 8.4.2.) to 

confirm further the presence of FRET. 

 

 

 

 

 

 

 

 

 

However, whilst the quenching of the Cy3 emission was pronounced, the increase in the Cy5 

emission was very small. The quenching of the Cy3 signal implies that at least one part of 

FRET, the non-radiative transfer of energy from the donor to the acceptor fluorophore, was 

present. That the subsequent emission from the excited Cy5 was so small may indicate that 

another quenching process was at play. In a closely related system previously reported by the 

Tucker group involving Cy3- and Cy5-modified DNA forming a duplex and facilitating FRET, 

the quenching of the Cy3 emission was similarly pronounced but the increase in emission at 

665 nm was much larger.34 The difference in the system reported here is the presence of 

unpaired thymines and an alkyne modification near the Cy5 once the duplex has formed, which 

may affect its emission. Somoza and coworkers reported that unpaired sequences with high 

Figure 6.13: Emission spectra of DNA-Cy5 being titrated into a solution of DNA-Cy3 (1 µM). The decrease in emission 
at 570 nm is indicative of the quenching of the Cy3 fluorescence by Cy5, and the small increase in emission at 660 nm 
is the result of FRET from the Cy3 to the Cy5. Recorded in sodium phosphate buffer pH 7.0, 100 mM NaCl. λex = 554 nm. 
Spectra have been background-subtracted using a spectrum of DNA-Cy5 excited at 554 nm to account for the direct 
excitation of Cy5.  
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pyrimidine content adjacent to a terminal Cy5 – as is the case here – resulted in significantly 

less fluorescence than sequences with high purine content,36 providing an explanation for the 

smaller than expected increase in Cy5 emission observed. Regardless, the FRET was deemed 

large enough to be detected using confocal fluorescence microscopy in subsequent experiments. 

6.4. MOF Synthesis and Characterisation 

 A Hf-based MOF and a Zr-based MOF were synthesised. All MOF synthesis and 

characterisation reported in this thesis was conducted by Dr Sarah Griffin in the Champness 

group at the University of Birmingham. The Hf and Zr MOFs were UiO-68, a well-studied 

structure with potential industrial applications.37 Being the same UiO-68 structure, it could be 

expected that the Hf and Zr MOFs would have similar properties. However, changing the metal 

comprising the metal nodes has been shown to change the properties of a MOF38,39 and therefore 

the Hf and Zr MOFs synthesised were deemed to be suitable proof-of-concept starting points. 

UiO-68 MOFs consist of metal-oxo-hydroxo clusters (M6O4(OH)4, where M is the metal cation) 

that form the SBUs. The clusters are linked together by the bridging ligands to form the inner-

framework structure of the MOF (Figure 6.14). For the Hf and Zr UiO-68 MOFs used in this 

work, azide-functionalised dicarboxylate bridging ligands were used in order to facilitate the 

post-synthetic attachment of Cy3-/Cy5-modified DNA via copper-catalysed click chemistry. 
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 Powder X-Ray diffraction (PXRD) was used to confirm the structure of the MOFs. Each 

MOF structure diffracts X-rays in a unique way, with each peak corresponding to a specific set 

of crystallographic planes within the material.40 Figure 6.15 shows the measured PXRD pattern 

of the Hf UiO-68 MOF compared with a simulated pattern of a UiO-68 MOF. The peaks 

matched well, confirming the UiO-68 structure. Both the Hf and Zr UiO-68 MOFs produced 

similar PXRD patterns, as changing one atom type for another in a material that otherwise 

retains its crystal structure will have a minimal impact on the pattern produced.40 

 

 

 

 

 

 

Figure 6.14: Inner-framework structure of the Hf and Zr UiO-68 MOFs used for this work. M = Hf or Zr. One azide-
functionalised dicarboxylate bridging ligand is shown.  

Figure 6.15: PXRD pattern of the Hf UiO-68 MOF synthesised (red) versus the simulated pattern of a UiO-68 MOF 
(black). 
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 Two crystal sizes of each of the Hf and Zr UiO-68 MOFs were synthesised, a larger version 

(Hf-B and Zr-B) and a smaller version (Hf-S and Zr-S). The smaller versions were synthesised 

in addition to the larger versions as it was thought that hybridisation between MOF-attached 

DNA would be more likely to succeed if the MOFs themselves were smaller. The larger versions 

of each MOF were imaged under a microscope and estimated to be approximately 50–100 µm 

in size (Figure 6.16, left). The smaller versions of each MOF were imaged using scanning 

electron microscopy (SEM) and estimated to be approximately 3–10 µm in size (Figure 6.16, 

right). These sizes were further confirmed by the subsequent confocal microscopy imaging 

reported below. 

 

 

 

 

 

 

 

6.5. DNA Functionalisation and Confocal Imaging 

6.5.1. DNA Functionalisation of MOFs 

 The MOFs were functionalised using a copper-catalysed azide-alkyne cycloaddition 

(CuAAC), a type of ‘click chemistry’ reaction. CuAAC allows for the conjugation of two 

Larger MOFs (50–100 µm) imaged using 

visible light microscopy: 

Smaller MOFs (3–10 µm) imaged 

using SEM: 

Figure 6.16: Larger version of Hf UiO-68 MOF (Hf-B) imaged using visible light microscopy (left) and smaller version of 
Hf UiO-68 MOF (Hf-S) imaged using SEM (right). 
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groups by the formation of a triazole linker. The reaction is highly selective with only the 1,4-

isomer synthesised. Copper acts as a catalyst and is regenerated at the end of a reaction cycle 

that involves a dicopper mechanism.41 CuAAC and other click chemistry reactions have been 

used to modify and functionalise a range of biomolecules, including DNA,42 peptides,43 and 

carbohydrates.44 For this work, the azide-functionalised dicarboxylate bridging ligands reacted 

with the alkyne-modified DNA to attach the DNA covalently to the MOF (Scheme 6.1). 

 

 

 

 

 

 

 To confirm that the CuAAC reaction had succeeded and that the DNA had attached, confocal 

fluorescent microscopy was used to compare control MOFs that had not undergone the 

functionalisation procedure with MOFs that had been functionalised. All confocal fluorescent 

microscopy reported in this thesis was conducted by Stanimir Tashev in the Herten group at the 

University of Birmingham. The unfunctionalised MOFs Hf-B and Zr-B (A and C in Figure 

6.17) show little to no emission when excited with the 532 nm and 640 nm lasers, respectively. 

These lasers were chosen as their wavelengths were closest to the peak excitation wavelengths 

of Cy3 (λex = 554 nm) and Cy5 (λex = 650 nm) out of the lasers available. Conversely, Hf-B 

functionalised with DNA-Cy3 (B in Figure 6.17) and Zr-B functionalised with DNA-Cy5 (D 

Scheme 6.1: CuAAC of DNA onto the azide-functionalised dicarboxylate bridging ligand. 
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and Figure 6.17) showed clear emission from around their edges when excited using the same 

lasers, indicating successful functionalisation with DNA. As expected, only the edges of the 

functionalised MOFs were emissive as the DNA was too big to penetrate and attach further in. 

(However, a confocal image adjusted such that the focal plane passed through the periphery of 

a functionalised MOF would show a shape filled with emission.) The Hf-based MOFs exhibited 

small amounts of autofluorescence when excited using the 532 nm laser, as seen in Figure 

6.17A. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.17: Confocal images of unfunctionalised Hf-B (A) and Zr-B (C), and DNA-Cy3–Hf-B (B) and DNA-Cy5–Zr-B (D). 
A and B excited with the 532 nm laser, C and D excited with the 640 nm laser. Emission collected for all images is the 
total emission. 

A) B) 

C) D) 

Controls: 

DNA 

Functionalised: 
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6.5.2. DNA-Functionalised MOF Binding Efforts 

Having confirmed successful functionalisation of the MOFs, efforts then turned to 

hybridisation. Figure 6.18 shows confocal images of the same area in a sample of DNA-Cy3–

Hf-B mixed with DNA-Cy5–Zr-B in Milli-Q water containing 100 mM NaCl, excited using 

different lasers. When excited with the 532 nm laser, emission from a DNA-Cy3–Hf-B crystal 

is observed (A); when excited with the 640 nm laser, emission from DNA-Cy5–Zr-B is 

observed (B). Image C is a composite of images A and B with false colourings. However, no 

hybridisation and joining of the MOFs was observed under the confocal microscope. As no 

joining of MOFs was observed, the presence of FRET was not tested for by exciting with the 

532 nm laser and detecting only the fluorescence emitted within the emission range of Cy5.  

 

 

 

 

 

 

 

The main reason proposed for the failed hybridisation between the MOF-attached DNA was 

that the MOFs used were too big relative to the DNA strands. DNA-Cy3 and DNA-Cy5 are at 

least 6 nm long accounting for the 18 nucleotides alone, whereas the crystals of Hf-B and Zr-

B were typically dozens of µm in size. With their widths of approximately 6–12 µm, combining 

the smaller functionalised MOFs Hf-S and Zr-S was thought to increase the likelihood of 

A) B) C) 

Figure 6.18: Confocal images of the same area in a sample of DNA-Cy3–Hf-B mixed with DNA-Cy5–Zr-B (Milli-Q water, 
100 mM NaCl), excited using different lasers. A) Excited with the 532 nm laser, showing emission from DNA-Cy3–Hf-
B; B) Excited with the 640 nm laser, showing emission from DNA-Cy5–Zr-B; C) Composite image combining images A 
and B, with emission caused by excitation with the 532 nm laser coloured green, and emission caused by excitation 
with the 640 nm laser coloured red. Emission collected for all images is the total emission. 
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successful DNA hybridisation. However, just as with the larger MOFs, no evidence of 

significant fusing via DNA hybridisation was observed between DNA-Cy3–Hf-S and DNA-

Cy5–Zr-S. 

It was then investigated whether hybridisation could be observed between MOF-attached 

DNA and solution-based DNA. If the MOFs were so large that they inhibited significant DNA 

hybridisation, then solution-based DNA should be able to freely access the DNA attached to the 

surface of the MOF and FRET between the Cy3 and Cy5 fluorophores may be observed. Figure 

6.19 shows samples of DNA-Cy3–Hf-S before and after addition of 50 nM solution-based 

DNA-Cy5. Emission was either measured in the green range (545–620 nm, corresponding to 

Cy3 emission) or the red range (650–720 nm, corresponding to Cy5 emission). For the images 

recorded after DNA-Cy5 addition, each sample was washed to ensure that any free-floating 

(i.e., non-duplexed) DNA-Cy5 had been removed prior to imaging. Exciting with the 532 nm 

laser caused the MOF-attached Cy3 to fluoresce both before and after addition of the DNA-

Cy5 (images A and B in Figure 6.19). Exciting with the 640 nm laser prior to addition of the 

DNA-Cy5 resulted in no emission, as there was no Cy5 to excite (image C in Figure 6.19). 

Exciting with the 640 nm laser after addition of the DNA-Cy5 resulted in significant emission, 

indicating that the DNA-Cy5 had hybridised with the MOF-attached DNA-Cy3 (image D in 

Figure 6.19). These experiments showed that MOF-attached DNA could hybridise with 

complementary solution-based DNA, and that it was likely that the sheer bulk of the MOFs had 

previously inhibited any significant hybridisation between the MOF-attached DNA-Cy3 and 

MOF-attached DNA-Cy5. 
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 Evidence of FRET across these MOF-attached DNA-Cy3–DNA-Cy5 duplexes was also 

investigated. Figure 6.20 shows confocal images of DNA-Cy3–Hf-S before (image A) and after 

(image B) addition of solution-based DNA-Cy5. As before, samples were washed after the 

addition of DNA-Cy5 to remove any non-duplexed DNA. Emission in the red range was 

measured whilst exciting with the 532 nm laser. The emission observed in image A is the result 

of the small amount of emission released by Cy3 in the red region of the spectrum, as was 

observed in the solution fluorescence experiments described in section 6.3.3 (Figure 6.12). The 

relatively more intense emission observed in image B is a combination of three different 

processes. Firstly, there is the aforementioned small amount of Cy3 emission that falls within 

Figure 6.19: Confocal images of DNA-Cy3–Hf-S. Images A and C were taken before addition of solution-based DNA-
Cy5; images B and D were recorded after addition of 50 nM solution-based DNA-Cy5. Images A and B show emission 
in the green range (mostly Cy3 emission) caused by excitation with the 532 nm laser. As expected, the Cy3 in the DNA-
Cy3 attached to the Hf-S produced significant emission. Images C and D show the emission in the red range (Cy5 
emission) caused by excitation with the 640 nm laser. In image C, no emission is observed as no DNA-Cy5 is present. 
In image D, emission is observed from the DNA-Cy5 that has hybridised with the MOF-attached DNA-Cy3. MOF 
samples were washed after addition of the solution-based DNA-Cy5 to remove free-floating DNA. 
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the red range. Secondly, there is the small amount of Cy5 emission caused by direct excitation 

with the 532 nm laser, which again was observed in the solution fluorescence experiments. 

Thirdly, there is FRET caused by Cy3 being excited and transferring energy to Cy5 that 

subsequently emits fluorescence in the red range. 

 

 

 

 

 

 

 

 

 Figure 6.21 shows a quantitative comparison between the ratio of emission in the red range 

to emission in the green range before and after addition of solution-based DNA-Cy5 to DNA-

Cy3–Hf-S MOFs. For each data set, the emission from nine separate images was measured. 

Matching what can be visually seen in Figure 6.20, the ratio of red range emission to green 

range emission increases after addition of the solution-based DNA-Cy5 because of the reasons 

outlined above. However, it is hard to attribute how much of the increased red range emission 

is attributable to Cy3 → Cy5 FRET versus direct excitation of Cy5 with the 532 nm laser. 

Unlike the solution fluorescence experiments, it was not possible to create a comparable sample 

and background-subtract the emission produced by direct excitation of Cy5 with the 532 nm 

Figure 6.20: Confocal images of DNA-Cy3–Hf-S excited using the 532 nm laser and detecting the emission in the red 
range. Image A was recorded before solution-based DNA-Cy5 was added and image B was recorded after solution-
based DNA-Cy5 was added (and any free-floating DNA-Cy5 was washed away). The emission observed in image A is 
caused by the small amount of emission released in the red range by excitation of Cy3. The relatively more intense 
emission observed in image A is a combination of the aforementioned Cy3 emission, the small amount of Cy5 emission 
caused by direct excitation with the 532 nm laser, and Cy3 → Cy5 FRET. 
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laser. If the increase in Cy5 emission caused by FRET had been more pronounced, as was seen 

previously in similar Cy3-/Cy5-modified oligonucleotides to the ones used for this work,34 then 

more of the increase in red range emission could be confidently attributed to Cy3 → Cy5 FRET. 

However, given that FRET was observed in the solution fluorescence experiments, it is 

reasonable to conclude that a significant portion of the increased Cy5 emission is attributable 

to Cy3 → Cy5 FRET. 

 

 

   

 

 

 

 

 

 

 

6.6. Conclusions and Future Work 

 Hf- and Zr-based MOFs were successfully functionalised with fluorescently-modified DNA 

using copper-catalysed click chemistry. Evidence of Cy3 → Cy5 FRET occurring across a 

MOF-attached duplex was also produced, which is the first example of DNA-functionalised 
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Figure 6.21: Box plots depicting the ratio of red range emission (650–720 nm) to green range emission (545–620 nm) for 
DNA-Cy3–Hf-S MOFs excited with the 532 nm laser before and after addition of solution-based DNA-Cy5. The data for 
each column consist of the emission measured for at least nine separate images. Each box represents the range in 
which the middle 25–75 % of values resided for each column, with the minimum/maximum ranges of values 
represented by the extending bars. The internal lines within each box represent the mean. 

 



209 

 

MOFs facilitating FRET reported in the literature. However, the binding together of different 

MOFs via DNA hybridisation and to confirm this using FRET was not achieved. The most 

likely reason for this is that the MOF crystals were too large relative to the functionalising 

DNA. Even the smaller MOF crystals used (Hf-S and Zr-S) were thousands of times larger 

than the functionalising DNA-Cy3 and DNA-Cy5 oligonucleotides. Due to time constraints, 

the longer DNA-Cy3-Ext and DNA-Cy5-Ext oligonucleotides were not studied. The next step 

should be to functionalise the Hf-S and Zr-S MOFs with the DNA-Cy3-Ext and DNA-Cy5-

Ext oligonucleotides and determine whether the extra length can accommodate some binding 

between the MOF crystals. It is noteworthy that all of the reports discussed in section 6.1.3. 

detailing the binding of MOFs to gold nanoparticles or other same-type MOF crystals via DNA 

hybridisation exclusively employed nanosized MOF crystals. Future work could also involve 

the synthesis and DNA-functionalisation of MOF nanoparticles, with the aim of creating a 

heterogenous MOF structure interconnected by duplexed DNA. Fluorescently-modified DNA 

can still be used to confirm successful hybridisation of the MOF-attached DNA. However, 

optimisation of the DNA sequences should be undertaken. In particular, the replacement of 

unpaired pyrimidines with unpaired purines near to the Cy5 in the resultant duplex may aid in 

enhancing Cy5 FRET emission as per Somoza and coworkers’ report.36 Other FRET pairs could 

also be used in an attempt to maximise FRET emission. 
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Chapter 7: Experimental 

7.1. Chemical Syntheses 

 All chemicals and reagents were purchased from commercial suppliers and were used 

without further purification, unless otherwise stated. Column chromatography was performed 

using Merck grade 60 silica gel. NMR spectra were obtained on Bruker AVIII300 and AVIII400 

spectrometers. NMR data were analysed using MestReNova v12.0.4.22023. Mass spectrometry 

data were obtained using Micromass LCT Electrospray Time-of-Flight or Synapt G2S 

spectrometers. IR data were obtained using a Varian 660-IR FT-IR spectrometer. 
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7.1.1. Copper Cyclidene Phosphoramidite Synthesis 
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Methyl Diformylacetate (2) 

 

 

 

 

Known compound; characterisation matches literature data.1 Phosphorus oxychloride (8.95 

mL, 0.01 mol) was added dropwise to dry DMF (50 mL) before 1 (5.00 g, 32 mmol) was added 

in 10 equal portions over 30 min. The reaction mixture was heated at 90 oC at reflux for 4 hours. 

DMF was removed via vacuum distillation (vapours 55–60 oC) leaving a dark brown liquid. Ice 

(100 g) was added to the mixture, which was basified using saturated K2CO3 solution to pH 11. 

The resultant mixture was left to stir at RT for 16 hours. The mixture was washed with ethyl 

acetate (4 × 150 mL) and the organic residue removed before being saturated with KCl. Ice (50 

g) was added, followed by cooling in an ice bath. The reaction mixture was acidified to pH 1 

using conc. hydrochloric acid. Extraction using diethyl ether (10 × 200 mL) was conducted. 

75% of the solvent was removed in vacuo and the remainder was washed with saturated aqueous 

KCl solution (100 mL). The reaction mixture was dried over Na2SO4 for 1 h and then filtered 

before the remaining solvent was removed in vacuo to leave a red-brown oil. Vacuum 

distillation produced the product 2 (vapours 58–60 oC) as a colourless liquid at RT (1.84 g, 

14.2 mmol, 44%). 1H NMR (300 MHz, CDCl3): δ 12.22 (broad, 1H, OH), 9.06 (s, 2H, 

CHOC=CH), 3.75 (s, 3H, CH3). 
13C NMR (101 MHz, CDCl3): δ 186.5 (HC=O), 175.3 

(C=COH), 164.9 (C=O), 109.3 (C=COH), 51.7 (OCH3). Mass spectrometry (MS) (TOF EI −ve) 

(m/z) calculated for C5H6O4: 130.03 [M]; found: 130.02 [M], 129.02 [M-H]−. 

 

 



216 

 

Cyclidene Macrocycle (3) 

 

 

 

 

 

Known compound; characterisation matches literature data.2 2 (1.80 g, 13.9 mmol) was 

dissolved in dry methanol (50 mL). Ethylene diamine (1.04 mL, 15.6 mmol) was added 

dropwise. The reaction mixture was heated at 70 oC at reflux for 18 h under argon. Methanol 

was removed in vacuo leaving a honey-coloured oil, which was subsequently redissolved in a 

minimal amount of dry methanol and kept at –20 oC overnight. Recrystallised product 3, in the 

form of cream-white crystals, was harvested via vacuum filtration (1.11 g, 3.61 mmol, 51%). 

1H NMR (300 MHz, CDCl3): δ 12.62 (s, 2H, NH), 8.32 (d, J = 6.0 Hz, 4H, HC=CCH), 3.75 (s, 

6H, CH3), 3.61 (s, 8H, CH2CH2). 
13C NMR (101 MHz, CDCl3): δ 168.5 (C=O), 157.8 

(HC=CCH), 94.9 (HC=CCH), 53.5 (NCH2CH2N), 50.8 (OCH3). MS (TOF EI+) (m/z) 

calculated for C14H20O4N4: 308.15 [M]; found: 309.16 [M+H]+. 

Copper Cyclidene Macrocycle (4) 
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Known compound; characterisation matches literature data.3 3 (0.938 g, 3.04 mmol) was 

dissolved in dry methanol (75 mL) before copper acetate monohydrate (0.663 g, 3.32 mmol) 

was added. The reaction mixture was heated at 75 oC at reflux under argon for 1 h. Methanol 

was removed in vacuo and the crude product was redissolved in DCM (30 mL). The solution 

was washed with water (30 mL) and the organic phase dried over MgSO4 and then filtered. 

DCM was removed in vacuo to produce 4 as dark pink crystals (0.976 g, 2.64 mmol, 87%). Rf 

= 0.49 (DCM w/ 5% methanol). MS (TOF EI+) (m/z) calculated for C14H18N4O4Cu: 369.06 

[M]; found: 370.07 [M+H]+. 

Copper Cyclidene Diol (6) 

 

 

 

 

 

 

Known compound; characterisation matches literature data.4 4 (0.621 g, 1.68 mmol) was 

added to molten trimethylolpropane (23.1 g, 0.17 mol, m.p. 58 oC). Elemental sodium (0.41 g, 

18 mmol) was added to the reaction mixture. After reacting at 90 oC at reflux under argon for 

72 h the intermediate 5 was produced, evidenced by a single spot on a thin layer 

chromatography plate. The reaction mixture was allowed to cool to RT and methanol (16.5 mL, 

0.41 mol) added, before being heated to 80 oC and refluxed for 24 h. The reaction mixture was 

quenched with water (66 mL) followed by ice-water (266 mL), before being left in the 

refrigerator at 4 oC overnight. A pink precipitate was collected by vacuum filtration and purified 

with column chromatography (silica; starting at 96:3:1 DCM:MeOH:NEt3, finishing at 89:10:1 
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DCM:MeOH:NEt3), collecting the second band to yield 6 as a pink solid (0.307 g, 0.65 mmol, 

39%). Rf = 0.32 (DCM w/ 5% methanol). MS (TOF EI+) (m/z) calculated for C19H28O6N4Cu: 

471.13 [M]; found: 472.14 [M+H]+, 494.12 [M+Na]+. 

Monotrityl Copper Cyclidene Alcohol (7) 

 

 

 

 

 

 

Known compound; characterisation matches literature data.4 6 (0.289 g, 0.61 mmol) was 

dissolved in dry pyridine (10 mL). 4-dimethylaminopyridine (0.011 g, 0.09 mmol) was added, 

followed by 4,4′-dimethoxytrityl chloride (0.251 g, 0.74 mmol) in 4 equal portions over 10 min. 

The reaction mixture was stirred at RT for 3.5 h under argon. Pyridine was removed in vacuo 

by coelution with toluene (3 × 10 mL). The crude product was purified with column 

chromatography (silica; 5:3 ethyl acetate:hexane w/ 1% NEt3), collecting the second band to 

yield 7 as a red, foamy oil (0.194 g, 0.25 mmol, 41%). Rf = 0.27 (1:1 ethyl acetate:hexane). MS 

(TOF EI+) (m/z) calculated for C40H46O8N4Cu: 773.26 [M]; found: 773.26 [M]+, 796.25 

[M+Na]+. 
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Monotrityl Copper Cyclidene Phosphoramidite (8) 

 

 

 

 

 

 

 

 

 

 

Known compound; characterisation matches literature data.4 7 (0.193 g, 0.25 mmol) was 

dissolved in dry DCM (10 mL). The solvent was removed in vacuo and this process was 

repeated twice before 7 was redissolved in dry DCM (10 mL). The reaction mixture was 

deoxygenated with argon and N,N-diisopropylethylamine (0.19 mL, 1.09 mmol) was added 

dropwise. 2-cyanoethoxy-N,N-diisopropylaminochlorophosphine (0.08 mL, 0.36 mmol) was 

added dropwise and the reaction mixture was stirred at RT for 2.5 hours under argon. The 

reaction was quenched with deoxygenated ethyl acetate (32 mL) and the resulting solution was 

washed with deoxygenated saturated NaHCO3 solution (20 mL) and then deoxygenated brine 

(20 mL). The washed reaction mixture was dried over Na2SO4 and the desiccant filtered before 

the solvent was removed in vacuo. The crude product was purified with column 

chromatography using deoxygenated solvents (silica; 1:1 ethyl acetate:hexane w/ 1% NEt3), 

collecting the one band to yield 8 as a red foamy oil (0.211 g, 0.22 mmol, 87%). Rf = 0.39 (1:1 

ethyl acetate:hexane). Infrared (IR, cm–1) ʋ: 2930 m (CH), 1736 w (CN), 1677 m (C=O). MS 

(TOF EI+) (m/z) calculated for C49H63O9N4Cu: 973.37 [M]; found: 973.37 [M]+, 996.36 

[M+Na]+. 
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7.1.2. Ferrocene Phosphoramidite Synthesis 

 

 

 

 

 

 

 

 

 

 

 

1,1-Bisformyl Ferrocene (10) 

 

 

 

Known compound; characterisation matches literature data.5 9 (3.0 g, 16 mmol) was 

dissolved in dry diethyl ether (25 mL) and tetramethylethylenediamine (5.8 mL, 39 mmol) was 
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added to the solution. n-Butyllithium in hexane (2.5 M, 16.7 mL, 41.9 mmol) was added 

dropwise to the reaction mixture under argon. The reaction mixture was stirred at RT for 16 h 

under argon. The reaction mixture was cooled to  –78 oC before dry DMF (5.5 mL, 71 mmol) 

was added dropwise, followed by stirring for 10 min. The reaction mixture was allowed to warm 

to RT, followed by stirring for 2 h. The reaction was quenched with brine (20 mL) followed by 

extraction using DCM (3 × 20 mL), with the combined extractions dried over MgSO4 before 

the desiccant was filtered. The crude product was purified with column chromatography (silica; 

1:1 ethyl acetate:hexane), collecting the second band to yield 2 as a brown-red solid (2.91 g, 

12.0 mmol, 75%). 1H NMR (400 MHz, CDCl3): δ 9.95 (s, 2H, CHO), 4.89 (t, J = 2.0 Hz, 4 H, 

Fc CH), 4.68 (t, J = 2.0 Hz, 4H, Fc CH). 13C NMR (101 MHz, CDCl3): δ 192.9 (C=O), 80.3 

(Fc CC=O), 74.2 (Fc CH), 70.9 (Fc CH). MS (TOF EI+) (m/z) calculated for C12H10FeO2: 

242.00 [M]; found: 242.29 [M]+. 

 

Ferrocene Unsaturated Diester (11) 

 

 

 

Known compound; characterisation matches literature data.5 Triethyl phosphonoacetate (3.6 

mL, 18 mmol) was dissolved in dry ethanol (10 mL). NaH (0.954 g, 35.8 mmol) was added to 

the solution under argon and the reaction mixture was stirred at RT for 2 h. 10 (1.44 g, 5.97 

mmol) was dissolved in dry ethanol (10 mL) and the solution was added to the reaction mixture 

before being left to stir at RT for 23 h. The reaction mixture was quenched with water (15 mL). 

Extraction using ethyl acetate (5 × 10 mL) was conducted, with the organic components 
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combined and dried over MgSO4 before the desiccant was filtered. The solvent was removed in 

vacuo and the crude product was purified with column chromatography (silica; 2:1 hexane:ethyl 

acetate), collecting the first band to yield 11 as a deep red solid (1.28 g, 3.34 mmol, 56%). 1H 

NMR (400 MHz, CDCl3): δ 7.40 (d, J = 15.8 Hz, 2H, Fc CCH), 5.98 (d, J = 15.8 Hz, 2H, 

CHCO2), 4.45 (t, J = 1.9 Hz, 4H, Fc CH), 4.38 (t, J = 1.9 Hz, 4H, Fc CH), 4.22 (q, J = 7.1 Hz, 

4H, OCH2), 1.33 (t, J = 7.1 Hz, 6H, CH3). 
13C NMR (101 MHz, CDCl3): δ 166.9 (C=O), 144.0 

(Fc C–CH=CH), 116.3 (Fc C–CH=CH), 80.0 (Fc C–CH), 72.3 (Fc CH), 69.8 (Fc CH), 60.3 

(OCH2CH3), 14.3 (CH3). MS (TOF ASAP+) (m/z) calculated for C20H22FeO4: 382.09 [M]; 

found: 382.09 [M+]. 

Ferrocene Saturated Diester (12) 

 

 

 

Known compound; characterisation matches literature data.5 11 (1.24 g, 3.23 mmol) was 

dissolved in dry ethyl acetate (20 mL). Pd(OH)2 (5% wt. on carbon, 0.5 g) was added to the 

solution. The reaction mixture was stirred at RT for 22 h under a H2 atmosphere. The reaction 

mixture was filtered through celite, dried over MgSO4, and filtered again using filter paper. The 

solvent was removed in vacuo to yield 12 as an orange oil (1.10 g, 2.85 mmol, 88%). 1H NMR 

(400 MHz, CDCl3): δ 4.14 (q, J = 7.1 Hz, 4H, OCH2), 4.01 (s, 8H, Fc CH), 2.68 – 2.63 (m, 4H, 

Fc CCH2), 2.53 – 2.49 (m, 4H, CH2CO2), 1.26 (t, J = 7.2 Hz, 6H, CH3). 
13C NMR (101 MHz, 

CDCl3): δ 173.1 (C=O), 87.5 (Fc C–CH2), 68.6 (Fc CH), 68.1 (Fc CH), 60.4 (OCH2CH3), 35.9 

(CH2COO), 24.8 (Fc C–CH2), 14.3 (CH3). MS (TOF ASAP+) (m/z)  calculated for C20H26FeO4: 

386.12 [M]; found: 386.12 [M]+, 387.12 [M+H]+. 
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Ferrocene Dipropanol (13) 

 

 

Known compound; characterisation matches literature data.5 12 (1.06 g, 2.75 mmol) was 

dissolved in dry tetrahydrofuran (20 mL). The solution was cooled to 0 oC and LiAlH4 (1.0 M 

in tetrahydrofuran, 11.4 mL) was added dropwise under argon. The reaction mixture was stirred 

at 0 oC for 2 h under argon. The reaction mixture was quenched with saturated potassium tartrate 

solution (30 mL) and extracted using diethyl ether (4 × 10 mL). The organic components were 

combined and dried over MgSO4. The solvent was removed in vacuo and the crude product was 

purified with column chromatography (silica; 1:1 ethyl acetate:hexane), collecting the one band 

to yield 13 as an orange oil (0.585 g, 1.94 mmol, 71%). 1H NMR (400 MHz, CDCl3): δ 4.01 (s, 

8H, Fc CH), 3.67 (t, J = 5.4 Hz, 4H, CH2OH), 2.42 (t, J = 7.9 Hz, 4H, Fc CCH2), 1.77 (ddt, J 

= 9.3, 7.7, 6.4 Hz, 4H, Fc CCH2CH2), 1.33 (s, 2H, OH). 13C NMR (101 MHz, CDCl3): δ 88.5 

(Fc C–CH2), 68.7 (Fc CH), 68.0 (Fc CH), 62.7 (CH2OH), 34.4 (Fc C–CH2CH2), 25.7 (Fc C–

CH2). MS (TOF ASAP+) (m/z) calculated for C16H22FeO2: 302.10 [M]; found: 303.11 [M+H]+. 

 

Monotrityl Ferrocene Alcohol (14) 
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Known compound; characterisation matches literature data.5 13 (0.539 g, 1.78 mmol) was 

dissolved in dry tetrahydrofuran (20 mL) under argon. 4-dimethylaminopyridine (0.059 g, 0.05 

mmol), N,N-diisopropylethylamine (0.33 mL, 0.19 mmol) and 4,4′-dimethoxytrityl chloride 

(0.492 g, 0.15 mmol) was added, and the reaction mixture was stirred at RT for 23 h under 

argon. The reaction mixture was quenched with saturated NaHCO3 solution (20 mL). 

Extractions using DCM (3 × 20 mL) were conducted, with the organic components combined 

and dried over Na2SO4. The solvent was removed in vacuo and the crude product purified with 

column chromatography (silica; 2:1 hexane:ethyl acetate w/ 1% NEt3), collecting the second 

band to yield 14 as a yellow oil (0.467 g, 0.77 mmol, 43%). 1H NMR (400 MHz, CDCl3): δ 

7.48 – 7.18 (m, 9H, DMTr CH), 6.87 – 6.79 (m, 4H, DMTr CH), 4.02 – 3.90 (m, 8H, Fc CH), 

3.80 (s, 6H, DMTr OCH3), 3.65 (q, J = 6.0 Hz, 2H CH2OH), 3.09 (t, J = 6.4 Hz, 2H 

CH2ODMTr), 2.45 – 2.35 (m, 4H, Fc CCH2), 1.88 – 1.70 (m, 4H, Fc CCH2CH2), OH not 

observed. 13C NMR (101 MHz, CDCl3): δ 158.3 (Ph C–O), 145.4 (Ph C–C), 136.7 (Ph C–C), 

130.1 (Ph CH), 128.2 (Ph CH), 127.7 (Ph CH), 126.6 (Ph CH), 113.0 (Ph CH), 89.0 (Fc C–

CH2), 88.4 (Fc C–CH2), 85.8 (DMT tC–O), 68.6 (Fc CH), 68.6 (Fc CH), 67.9 (Fc CH), 67.8 (Fc 

CH), 63.1 (CH2ODMT), 62.7 (CH2OH), 55.2 (CH3O), 34.2 (Fc C–CH2CH2), 31.4 (Fc C–

CH2CH2), 26.0 (Fc C–CH2), 25.8 (Fc C–CH2). MS (TOF ASAP+) (m/z) calculated for 

C37H40FeO4: 604.23 [M]; found: 604.23 [M]+, 605.23 [M+H]+. 
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Monotrityl Ferrocene Phosphoramidite (15) 

 

 

 

 

 

 

Known compound; characterisation matches literature data.5 14 (0.449 g, 0.74 mmol) was 

azeotroped with dry DCM (2 × 20 mL) then redissolved in dry DCM (10 mL) under argon. 

N,N–diisopropylethylamine (0.37 mL, 1.93 mmol) and 2-cyanoethoxy-N,N-

diisopropylaminochlorophosphine (0.26 mL, 1.16 mmol) were added dropwise. The reaction 

mixture was stirred at RT for 2.5 h under argon. The reaction mixture was quenched with 

deoxygenated ethyl acetate (20 mL), then washed with deoxygenated saturated NaHCO3 

solution (20 mL) and deoxygenated brine (15 mL). The organic layer was dried over Na2SO4 

and filtered. The solvent was removed in vacuo and the crude product purified with column 

chromatography using deoxygenated solvents (silica; 3:2 hexane:ethyl acetate w/ 1% NEt3), 

collecting the one band to yield 15 as a yellow oil (0.525 g, 0.65 mmol, 88%). 1H NMR (400 

MHz, CDCl3): δ 7.48 – 7.18 (m, 9H, DMTr CH), 6.86 – 6.80 (m, 4H, DMTr CH), 3.99 – 3.91 

(m, 8H, Fc CH), 3.88 – 3.75 (m, 8H, DMTr OCH3, CH2CH2CN), 3.72 – 3.55 (m, 4H, CH2OP, 

NCH), 3.09 (t, J = 6.4 Hz, 2H, CH2ODMTr), 2.61 (t, J = 6.6 Hz, 2H, CH2CN), 2.44 – 2.34 (m, 

4H, Fc CCH2), 1.87 – 1.75 (m, 4H, Fc CCH2CH2), 1.18 (dd, J = 6.8, 4.7 Hz, 12H, CH3). 
31P 

NMR (400 MHz, CDCl3): δ 147.4. IR (cm-1) ʋ: 3084 (CH), 2965 (CH). MS (TOF ASAP+) (m/z) 

calculated for C46H57FeN2O5P: 804.34 [M]; found: 804.34 [M]+, 805.34 [M+H]+. 
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7.2. Oligonucleotide Synthesis 

All oligonucleotides were synthesised with an Applied Biosystems ABI 394 synthesiser. 

Unmodified strands were synthesised using standard reagents and conditions. Modified strands 

that incorporated CuCy, Cy3, or Cy5 modifications were synthesised using ultramild reagents 

and conditions. All other modified strands were synthesised using standard reagents and 

conditions. 

7.2.1. Standard Synthesis 

 Bz-dA, iBu-dG, Ac-dC, dT, and C3 Spacer phosphoramidites from LGC Genomics, and Fc 

phosphoramidite compound 15, were used for the standard synthesis of oligonucleotides. All 

phosphoramidites were dissolved in anhydrous acetonitrile (0.1 M) prior to synthesis. 

Oligonucleotides were synthesised on CPG solid support columns (1000 Å pore size) from Glen 

Research or LGC Genomics at a 1 µmol scale. Oligonucleotides with a 3′ disulphide 

modification were synthesised on a 3′-thiol-modifier 6 S-S CPG column from Glen Research; 

oligonucleotides with a canonical 3′ nucleoside were synthesised on a nucleoside-attached CPG 

column from LGC Genomics. 5′ DMT removal was achieved using trichloroacetic acid in 

DCM. Phosphoramidites were activated using 5-ethylthio-1H-tetrazole (0.5 M) in acetonitrile. 

Coupling times of 25 s and 10 min were used for the nucleosides and modifications (Fc and C3 

spacer), respectively. Unreacted material was capped using acetic anhydride and 

methylimidazole. Iodine (0.1 M) in THF/pyridine/water (7:2:1) oxidised the phosphotriesters 

formed. Upon completion, each oligonucleotide was treated with aqueous ammonia (30%) for 

1 h at RT followed by heating at 60 oC for 6 h to cleave the strands from the resin and remove 

protecting groups. Solvent was removed in vacuo using a Thermo Scientific speed vac and the 

crude product was redissolved in Milli-Q water (0.9 mL) prior to purification. 
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7.2.2. Ultramild Synthesis 

 Pac-dA, iPr-Pac-dG, Ac-dC, dT, Cy3, Cy5, and 18PEG Spacer  phosphoramidites from LGC 

genomics, CuCy phosphoramidite compound 8, and Fc phosphoramidite compound 15, were 

used for the ultramild synthesis of oligonucleotides. With the exception of Cy3, all 

phosphoramidites were dissolved in anhydrous acetonitrile (0.1 M) prior to synthesis. Cy3 

phosphoramidite was instead dissolved in anhydrous DCM (0.1 M) according to the 

manufacturer’s instructions. Oligonucleotides were synthesised on CPG solid support columns 

(1000 Å pore size) from Glen Research at a 1 µmol scale. Oligonucleotides with a 3′ disulphide 

modification were synthesised on a 3′-thiol-modifier 6 S-S CPG column from Glen Research; 

oligonucleotides with a 3′ alkyne modification were synthesised on a 3′-alkyne-modifier serinol 

CPG column from Glen Research. 5′ DMT removal was achieved using trichloroacetic acid in 

DCM. Phosphoramidites were activated using 5-ethylthio-1H-tetrazole (0.25 M) in acetonitrile. 

Coupling times of 25 s and 10 min were used for the nucleosides and modifications, 

respectively. Unreacted material was capped using acetic anhydride and methylimidazole. 

Iodine (0.02 M) in THF/pyridine/water (7:2:1) oxidised the phosphotriesters formed. Upon 

completion the oligo-attached resin was mixed with methanolic potassium carbonate (0.05 M, 

1 mL) and left overnight to cleave the strands from the resin and remove protecting groups. The 

resulting solution was neutralised with acetic acid (6 µL) before the solvent was removed in 

vacuo using a Thermo Scientific speed vac. Milli-Q water (1 mL) was added to the remaining 

solid and the solution was desalted using a NAP-10 column from GE Healthcare to remove the 

resin and potassium carbonate prior to purification. 
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7.3. Oligonucleotide Purification 

7.3.1. Purification of CuCy- and Fc-Modified Oligonucleotides 

Oligonucleotide purification was performed with semi-preparative RP-HPLC on an Agilent 

Technologies 1260 Infinity using a Phenomenex Clarity 5 µm Oligo-RP LC 250 × 10 mm 

column. 0.9 mL of crude DNA solution was injected for each run and a flow rate of 3 mL min–

1 was used. The absorbance at 260 nm was monitored for each run. A heated (60 oC) solvent 

system was used consisting of 0.1 M TEAA buffer solution (in HPLC-grade water) and 

acetonitrile. The solvent gradient system used is shown in Table 7.1. Following HPLC 

purification, the solvent was removed in vacuo before the oligonucleotide was redissolved in 

Milli-Q water (1 mL). The resulting solution was then desalted using a NAP-10 column from 

GE Healthcare to elute 1.5 mL of purified oligonucleotide solution. 

 

 

 

 

 

 7.3.2. Purification of Cy3- and Cy5-Modified Oligonucleotides 

 Purification procedures for Cy3- and Cy5-modified oligonucleotides were identical to those 

described in section 7.3.1., except for the different solvent gradient systems used. Cy3-modified 

oligonucleotides were purified using the gradient system shown in Table 7.2, and Cy5-modified 

oligonucleotides were purified using the gradient system shown in Table 7.3. 

 

Time (min) TEAA solution (%) Acetonitrile (%) 

0 85 15 

30 75 25 

30.01 0 100 

40 0 100 

40.01 85 15 

50 85 15 

Table 7.1: Solvent gradient system used to purify CuCy- and Fc-modified oligonucleotides. 
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7.3.3. Purification of C3 Spacer-Modified and Unmodified Oligonucleotides 

Purification procedures for C3 Spacer-modified and unmodified oligonucleotides were 

identical to those described in section 7.3.1., except for the different solvent gradient system 

used which is shown in Table 7.4. 

 

 

 

 

7.4. Oligonucleotide Characterisation 

 Purity of the oligonucleotides was determined using analytical HPLC on either an Agilent 

Technologies 1260 Infinity (example trace shown in Figure 7.1, top) or a Thermo Fisher 

Time (min) TEAA solution (%) Acetonitrile (%) 

0 95 5 

30 75 25 

30.01 0 100 

40 0 100 

40.01 85 15 

45 85 15 

Time (min) TEAA solution (%) Acetonitrile (%) 

0 85 15 

30 65 35 

30.01 0 100 

40 0 100 

40.01 85 15 

45 85 15 

Time (min) TEAA solution (%) Acetonitrile (%) 

0 95 5 

25 82 18 

30 0 100 

40 0 100 

40.01 95 5 

45 95 5 

Table 7.2: Solvent gradient system used to purify Cy3-modified oligonucleotides. 

Table 7.3: Solvent gradient system used to purify Cy5-modified oligonucleotides. 

Table 7.4: Solvent gradient system used to purify C3 Spacer-modified and unmodified oligonucleotides. 



230 

 

Vanquish Core (example trace shown in Figure 7.1, bottom) using a Phenomenex Clarity 5 μm 

Oligo-RP LC 250 × 4.6 mm column, with the same solvent parameters as used for semi-

preparative HPLC purification. Samples exhibiting >95% purity were deemed sufficiently pure 

for use. Negative mode electrospray mass spectrometry was performed using a Waters Xevo 

G2-XS spectrometer, with data collection and analysis conducted using Mass Lynx software. 

Oligonucleotide concentrations were determined by optical density at 260 nm using a Shimadzu 

BioSpecNano micro-volume UV-Vis spectrophotometer, with extinction coefficients obtained 

from Integrated DNA Technologies’ OligoAnalyzer6 and values of 3300 mol–1 cm–1 and 8294 

mol–1 cm–1 at 260 nm used for Fc and CuCy, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.1: Example analytical HPLC traces produced using the Agilent Technologies 1260 Infinity (top) or the Thermo 
Fisher Vanquish Core (bottom). 
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7.5. Thermal Melting Studies 

Samples of oligonucleotides were made to a concentration of 10 µM in 10 mM sodium 

phosphate buffer pH 7.0, 100 mM NaCl. 1 µL of 20× concentration SsoAdvanced Universal 

SYBR Green Supermix from Bio-Rad was added to 19 µL of each 10 µM oligonucleotide 

sample. Samples were heated from 20 oC to 95 oC and subsequently cooled from 95 oC to 20 

oC at a rate of 1 oC min–1 in a M550 double beam scanning UV/Vis spectrophotometer. Tm 

values were obtained from the maxima of the negative first derivative of the melting curve. 

7.6. Electrochemistry 

7.6.1. Equipment and Preparation 

All cleaning and sensing procedures were conducted using a 3-electrode setup consisting of 

a BioAnalytical Systems Inc. EC Epsilon potentiostat, a C3 cell stand, a working electrode with 

a polycrystalline gold disc (2.0 mm diameter), a platinum wire counter electrode, and a 

Ag/AgCl reference electrode (3 M KCl). All water used (Milli-Q water) was purified using a 

Merck Millipore Elix-Gradient A10 system (resistivity > 18 µΩ cm, toc ≤ 5 ppb) for cleaning 

and solution preparation. Before use, the reference electrode was thoroughly rinsed with Milli-

Q water and the counter electrode was flame annealed and rinsed with Milli-Q water. All 

solutions were deoxygenated with argon before use. All glassware was cleaned by soaking for 

several hours in a 1:1 mixture of ammonia (35%) and hydrogen peroxide (30%) before being 

thoroughly rinsed with Milli-Q water and left to soak overnight in Milli-Q water. After a final 

rinse with Milli-Q water the glassware was oven dried for several hours. 
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7.6.2. Self-Assembled Monolayer Preparation 

The gold working electrodes were polished using a 1 µm diamond suspension for 3 min, 

followed by a 1 µm, 0.3 µm, and 0.05 µm alumina suspension for 3, 3, and 5 min, respectively. 

The electrodes were rinsed with Milli-Q water between each polish. Once polished, the 

electrodes were subjected to electrochemical cleaning in 0.5 M H2SO4: chronoamperometry (2 

V for 5 seconds, –350 mV for 10 seconds) and cyclic voltammetry (4 V s–1, 500 mV s–1, and 

100 mV s–1 for 20, 4, and 1 cycles, respectively; range –350 to 1500 mV). 2.0 µL of 100 µM 

purified probe oligonucleotide was reacted with 2.0 µL of 10 mM TCEP for 1 hour at RT, 

followed by dilution to 200 µL with 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4 

solution. Polished and cleaned gold electrodes were soaked in the resulting 1 µM reduced probe 

oligonucleotide solution for 2 h followed by soaking in 2 mM 6-mercapto-1-hexanol solution 

for 16 h. Prior to use, the DNA-modified electrode was rinsed for 1 min under a stream of Milli-

Q water. 

SAM formation using preformed duplexes was conducted according to procedures adapted 

from Ferapontova and coworkers.7 10 µM of probe oligonucleotide was hybridised with 15 µM 

of complementary target DNA in 10 mM sodium phosphate buffer pH 7.0 1 M NaClO4 and 0.05 

mM TCEP, the solution volume totalling 50 µL. After 1 h at RT, a polished and cleaned gold 

electrode was soaked in the duplexed DNA solution for 16 h. The SAM-modified electrode was 

briefly rinsed with 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4 solution, before being 

soaked in 2 mM 6-mercapto-1-hexanol solution for 30 min. Prior to use, the electrode was 

removed from the 6-mercapto-1-hexanol solution, briefly rinsed with 10 mM sodium phosphate 

buffer (pH 7.0) 1 M NaClO4 solution, and immediately used. An adaption of the above 

procedure was also conducted that incorporated a heating and annealing step to ensure 

maximum duplex formation. The adapted procedure was identical except that the probe 
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oligonucleotide–target DNA solution was heated from 20 oC to 95 oC and subsequently cooled 

from 95 oC to 20 oC at a rate of 1 oC min–1 prior to being introduced to the gold electrode. 

7.6.3. Electrochemical Sensing Procedure 

The DNA-modified gold electrode was allowed to equilibrate in solution for 5 min before 

use. This was extended to 15 min for the square wave voltammetry experiments. After the 

equilibration period, the target was added directly to the sensing solution. Target-added 

voltammograms were recorded up to 1 h after target addition. A potential window of –75 to 550 

mV was typically used, with occasionally smaller windows within that range used, depending 

on the probe. To assess the–relationship between current and scan rate, CVs were recorded at 

scan rates of 500, 250, 100, 80, 60, 40, 20 and 10 mV s–1. For the ratiometric CuCy-/Fc-

modified probes, the CuCy:Fc current ratio was calculated by dividing the CuCy anodic current 

by the Fc anodic current. CVs recorded at a scan rate of 1000 mV s–1 were used for CuCy:Fc 

current ratio determination. Data were analysed using OriginPro 2021b (Academic) software 

(Northampton, MA). To denature the probe–target duplexes and regenerate the sensor, the 

DNA-modified gold electrode was rinsed under a stream of Milli-Q water for 1 minute. If the 

CuCy:Fc current ratio had not returned to its initial value, a further 1 minute rinse was 

conducted. 

7.7. Fluorescence Spectroscopy 

 The cuvette fluorescence spectroscopy experiments with the Cy3- and Cy5-modified 

oligonucleotides were conducted on a Jasco FP-8500 spectrofluorometer using a 1 mL quartz 

fluorescence cuvette at RT. Samples containing one oligonucleotide were allowed to equilibrate 

for 5 minutes before a fluorescence spectrum was recorded; samples containing two 

complementary oligonucleotides were allowed to hybridise for 20 minutes after mixing with a 
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pipette before a fluorescence spectrum was recorded. The spectrofluorometer parameters were 

scan speed = 200 nm min–1, data interval = 1 nm, bandwidth = 5 nm, and sensitivity = medium. 

 

7.8. MOF Synthesis and Characterisation 

 The MOFs used in Chapter 6 were synthesised and characterised by Dr Sarah Griffin in the 

Champness Group at the University of Birmingham.  

7.8.1. MOF Synthesis 

Single Crystal Zr and Hf UiO-68 Azide 

Zirconium tetrachloride or hafnium tetrachloride (0.1 mmol), 2′,5′-

bis(azidomethyl)[1,1′:4′,1′′-terphenyl]-4,4′′-dicarboxylic acid (0.1 mmol), and benzoic acid 

(2.0 mmol) were added to a 25 mL jar followed by DMF (3 mL). The solution was sonicated 

until all material had dissolved before being placed in the oven at 120 °C for 24 h. After cooling, 

single crystals were present on the walls of the jar. The solvent was removed in vacuo and the 

crystals were washed with DMF × 3 before drying in vacuo again. 

Powdered Zr and Hf UiO-68 Azide 

 Zirconium tetrachloride or hafnium tetrachloride (0.23 mmol), 2′,5′-

bis(azidomethyl)[1,1′:4′,1′′-terphenyl]-4,4′′-dicarboxylic acid (0.23 mmol), and L-proline (1.13 

mmol) were added to a 25 mL jar followed by DMF (10 mL) and conc. hydrochloric acid (40 

µL). The solution was sonicated until all material had dissolved before being placed in the oven 

at 120 °C for 24 h. After cooling, a light brown powder was present in the jar. The material was 

transferred into a centrifuge tube and washed with DMF × 3 and acetone × 3 before drying in 

vacuo. 
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Single Crystal Zn-MOF 

 Zinc nitrate hexahydrate (0.19 mmol) and 2′,5′-bis(azidomethyl)[1,1′:4′,1′′-terphenyl]-4,4′′-

dicarboxylic acid (0.07 mmol) were added to a 25 mL jar followed by DMF (5 mL). The 

solution was sonicated until all material had dissolved before being placed in the oven at 80 °C 

overnight. After cooling, single crystals were present on the walls of the jar. The solvent was 

removed in vacuo and the crystals washed several times with fresh DMF and acetone before 

drying in vacuo again. The sample was then ground to a fine powder using a pestle and mortar.  

7.8.2. MOF Characterisation 

PXRD measurements were conducted at 298 K using either a Bruker D8 Advance 

diffractometer (λ (CuKα1) = 1.5406 Å), or a PANalytical Empyrean diffractometer (λ (CuKα1) 

= 1.5406 Å) mounted on either a welled or zero-background sample stage. PXRD patterns were 

calculated from single crystal structures using Mercury 3.10.1. SEM imaging was conducted 

using a Hitachi TM3030 tabletop microscope with powdered samples deposited into conductive 

carbon tabs. 

7.8.3. DNA-Functionalisation of MOFs 

 DNA-functionalisation of MOFs was conducted in foil-covered glass vials. A 1 mL reaction 

mixture consisting of degassed DMF, 50 µM Cy3-/Cy5-modified DNA, 100 µL of MOF 

suspended in degassed DMF, and 1 mM CuI.P(OEt)3 was left overnight on a mechanical shaker 

at RT. The solvent was removed in vacuo and the DNA-functionalised MOFs were washed with 

DMF and acetone until no further colour was observed in the washing solvents before drying 

in vacuo again. 
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7.9. Confocal Fluorescence Microscopy 

 The confocal fluorescence microscopy in Chapter 6 was conducted by Stanimir Tashev in 

the Herten group at the University of Birmingham. 

7.9.1. Sample Preparation 

 MOF samples suspended in DMF were washed three times with Milli-Q water (100 mM 

NaCl) before being resuspended in Milli-Q water (100 mM NaCl) and heated at 60 °C for one 

hour. Parts of the sample were then pipetted onto a custom-made chamber made out of 

SYLGARD™ 184 Silicone Elastomer and a  #1.5 coverslip (0.17 mm), which was previously 

washed in ethanol for 5 min and rinsed twice with Milli-Q water. 

7.9.2. Confocal Microscope Setup 

Imaging was conducted on a custom inverted microscope (Nikon Eclipse Ti; Nikon, Japan). 

640 nm (LDH P-C-640B; PicoQuant, Germany) and 532 nm (P-FA-530XL; PicoQuant, 

Germany) picosecond pulsed lasers were directed to a 100 × 1.49 NA oil immersion objective 

(Apo TIRF; Nikon, Japan) by a four-band dichroic mirror (405, 488, 532, 640 nm). Emission 

signal was filtered by a quad-band notch filter (488/532/631–640 nm; AHF Analysetechnik). 

Out of focus light was blocked by a pinhole (100 µm diameter) in between two achromatic 

doublet lenses (f = 75 mm; Thorlabs). The emission was focused by an achromatic doublet lens 

(f = 150 mm; Thorlabs) before being split by three 50:50 beamsplitters (Thorlabs) onto four 

avalanche photo diode detectors (SPCM AQR-13; Perkin-Elmer, USA). Where red and green 

channels were separated this was done by placing a 685/70 band pass filter in the transmission 

path and a 582/75 bandpass filter in the reflection path after the first beam splitter. 
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7.9.3. Imaging and Analysis 

 Confocal images were recorded at 40 MHz with a pixel size of 100 nm and a dwell time of 

50 µs. Imaging with the 640 nm laser was done with 4.2 kW/cm2 and 532 nm excitation with 

18.9 µW. Z-stacks were done with a distance between frames of 200 nm.  

Raw data were converted into images using a custom Python script. For spectral unmixing 

the images were separated between the four avalanche photo diode detectors before being 

combined two-by-two into the red and the green channels using a custom Fiji code. For FRET 

detection Weka was used to segment the outside surfaces of the MOFs before using them as a 

mask for each channel separately.  
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8. Appendix  

8.1. Modified Oligonucleotide Characterisation 

T1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.1: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for T1. 
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(S)-T1 

  

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 8.2: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for (S)-T1. 
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CuCyMid 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 8.3: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for CuCyMid. 
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B1 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 8.4: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for B1. 
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K1 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.5: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for K1. 
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E1 

 

 

  

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.6: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for E1. 
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N1 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

  

 

 

Figure 8.7: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for N1. 
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miR135-1 

 

 

  

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

Figure 8.8: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for miR135-1. 
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CuCy5′ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

Figure 8.9: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for CuCy5′. 
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CuCy3′ 

 

  

  

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 8.10: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for CuCy3′. 
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FcMid 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.11: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for FcMid. 
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Fc5′ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

  

 

 

Figure 8.12: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for Fc5′. 
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Figure 8.13: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for Fc3′. 
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CuCy5′-30mer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.14: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for CuCy5′-30mer. 
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Fc5′-30mer 

 

  

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.15: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for Fc5′-30mer. 
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T1-21mer 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 8.16: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for T1-21mer. 
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Figure 8.17: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for B1-30mer. 
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CuCyMid_C3-2 

 

 

 

 

 

 

 

 

  

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.18: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for CuCyMid_C3-2. 
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CuCyMid_C3+2 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 8.19: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for CuCyMid_C3+2. 
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Figure 8.20: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for T2A_C3-2. 
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Figure 8.21: Analytical HPLC trace (top, detection wavelength = 260 nm) and processed mass spectrometry spectrum 
(bottom) for T2A_C3+2. 
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DNA-Cy3 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Figure 8.22: Analytical HPLC trace (top, detection wavelengths = 260 nm and 555 nm) and processed mass 
spectrometry spectrum (bottom) for DNA-Cy3. 
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Figure 8.23: Analytical HPLC trace (top, detection wavelengths = 260 nm and 650 nm) and processed mass 
spectrometry spectrum (bottom) for DNA-Cy5. 
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Figure 8.24: Analytical HPLC trace (top, detection wavelengths = 260 nm and 554 nm) and processed mass 
spectrometry spectrum (bottom) for DNA-Cy3-Ext. 
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Figure 8.25: Analytical HPLC trace (top, detection wavelengths = 260 nm and 650 nm) and processed mass 
spectrometry spectrum (bottom) for DNA-Cy5-Ext. 
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8.2. Electrochemical Sensing of Single Point Variants Using Redox-

Modified DNA Probes 

8.2.1. Self-Assembled Monolayer Formation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.26: CV of T1 after preparing the SAM without the use of TCEP; in 10 mM sodium phosphate buffer (pH 7.0) 1 M 
NaClO4, scan rate = 1000 mV s–1. 

Figure 8.27: CV of a bare gold electrode (solid line) and a gold electrode passivated with 6-mercapto-1-hexanol 
(dashed line); in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rate = 1000 mV s–1. 
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Figure 8.28: Dependence of the Fc currents on scan rate for the SPV sensing probe oligonucleotides; in 10 mM sodium 
phosphate buffer (pH 7.0) 1 M NaClO4. 
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Figure 8.30: CVs of bare gold electrodes before electrochemical roughening (black) and after electrochemical 
roughening (red); in 0.5 M H2SO4, scan rates = 500 mV s–1. 

Figure 8.29: A) CVs of the T1 probe with different amounts of [Ru(NH3)6]3+ redox marker; in 10 mM Tris HCl buffer (pH 
7.0) 100 mM NaCl, scan rates = 1000 mV s–1. B) Plot of the concentration of [Ru(NH3)6]3+ versus the charge of the 
cathodic peaks generated by [Ru(NH3)6]3+ seen in A. 
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8.2.2. Single Point Variant Probe Thermal Melting Data 
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Figure 8.31: Thermal melting graphs for T1, plotting temperature of the oligonucleotide sample versus the negative rate 
of change in the relative fluorescence emission (RFU) of SYBR Green I. 
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Figure 8.32: Thermal melting graphs for (S)-T1, plotting temperature of the oligonucleotide sample versus the negative 
rate of change in the RFU of SYBR Green I. 
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Figure 8.33: Thermal melting graphs for CuCyMid, plotting temperature of the oligonucleotide sample versus the 
negative rate of change in the RFU of SYBR Green I. 
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Figure 8.34: Thermal melting graphs for B1, plotting temperature of the oligonucleotide sample versus the negative 
rate of change in the RFU of SYBR Green I. 
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Figure 8.35: Thermal melting graphs for K1, plotting temperature of the oligonucleotide sample versus the negative 
rate of change in the RFU of SYBR Green I. 
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Figure 8.36: Thermal melting graphs for E1, plotting temperature of the oligonucleotide sample versus the negative 
rate of change in the RFU of SYBR Green I. 
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Figure 8.37: Thermal melting graphs for N1, plotting temperature of the oligonucleotide sample versus the negative 
rate of change in the RFU of SYBR Green I. 
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Figure 8.38: Thermal melting graphs for T1 with T25mC, plotting temperature of the oligonucleotide sample versus the 
negative rate of change in the RFU of SYBR Green I. 
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8.2.3. Electrochemical Stability Cyclic Voltammograms 

 

 

 

 

 

  

 

 

 

 

 

8.2.4. Limit of Detection Cyclic Voltammograms 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.39: CVs of T1 taken every five minutes, each at a scan rate of 1000 mV s–1 (the scan rate used for sensing). No 
significant change in either the Fc or the CuCy currents indicated that the sensing CVs themselves were not impacting 
the CuCy:Fc current ratios. Taken in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4. 

Figure 8.40: CVs of T1 sensing 10 nM T2T (left) and 1 nM T2T (right); in 10 mM sodium phosphate buffer (pH 7.0) 1 M 
NaClO4, scan rates = 1000 mV s–1. 
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8.2.5. Destructive Probe Regeneration Using Sonication 

 

 

 

 

 

 

 

 

 

 

 

8.2.6. Electrochemical Single Point Variant Sensing 

 

 

 

 

 

 

 

 

 

 

Base 

Opposite 

CuCy 

 

T1 

 

B1 

 

K1 

 

E1 

 

N1 

T –57.6 (± 2.0) –65.8 (± 5.7) –45.9 (± 1.8) - –84.3 (± 4.9) 

A –38.8 (± 3.2) –46.8 (± 3.9) –57.7 (± 3.1) –46.7 (± 6.0) –59.6 (± 6.3) 

G –56.1 (± 2.4) - –55.6 (± 5.5) –91.0 (± 4.2) - 

C –67.4 (± 2.5) - - - - 

5mC –58.4 (± 4.5) - - - - 

Table 8.1. Average CuCy:Fc current ratio % changes for the T1, B1, K1, E1, and N1 probes when incubated with 
complementary targets that varied the base opposite the CuCy in the probe–target duplex. SD shown in brackets. 
[Target] = 50 nM, 10 mM sodium phosphate buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. 

Figure 8.41: Destructive regeneration of T1 by sonication in ultrapure water for 60 seconds, after incubation with T2T 
target (100 nM, 60 min); in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1.  
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Representative T1-T2X CVs and the processed anodic traces: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 Figure 8.42: Left) Representative CVs of T1 sensing targets (50 nM); in 10 mM sodium phosphate buffer (pH 7) 1 M 
NaClO4, scan rates = 1000 mV s–1. Right) normalised and background-corrected anodic traces of the CVs shown on 
the left.  



275 

 

 

 

 

 

 

 

 

 

 

 

Representative B1-B2X CVs and the processed anodic traces: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.43: Overlaid normalised and background-corrected anodic traces of the CVs shown in Figure 8.42. 

Figure 8.44: Left) Representative CVs of B1 sensing targets (50 nM); in 10 mM sodium phosphate buffer (pH 7) 1 M 
NaClO4, scan rates = 1000 mV s–1. Right) normalised and background-corrected anodic traces of the CVs shown on 
the left.  
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Figure 8.45: Overlaid normalised and background-corrected anodic traces of the CVs shown in Figure 8.44. 
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Representative K1-K2X CVs and the processed anodic traces: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.46: Left) Representative CVs of K1 sensing targets (50 nM); in 10 mM sodium phosphate buffer (pH 7) 1 M 
NaClO4, scan rates = 1000 mV s–1. Right) normalised and background-corrected anodic traces of the CVs shown on 
the left.  
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Representative E1-E2X CVs and the processed anodic traces: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.47: Overlaid normalised and background-corrected anodic traces of the CVs shown in Figure 8.46. 

Figure 8.48: Left) Representative CVs of E1 sensing targets (50 nM); in 10 mM sodium phosphate buffer (pH 7) 1 M 
NaClO4, scan rates = 1000 mV s–1. Right) normalised and background-corrected anodic traces of the CVs shown on 
the left.  
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Representative N1-N2X  CVs and the processed anodic traces: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.49: Overlaid normalised and background-corrected anodic traces of the CVs shown in Figure 8.48. 

Figure 8.50: Left) Representative CVs of N1 sensing targets (50 nM); in 10 mM sodium phosphate buffer (pH 7) 1 M 
NaClO4, scan rates = 1000 mV s–1. Right) normalised and background-corrected anodic traces of the CVs shown on 
the left.  
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Representative T1 sensing T2C/T25mC CVs and the processed anodic traces: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.51: Overlaid normalised and background-corrected anodic traces of the CVs shown in Figure 8.50. 

Figure 8.52: Left: Representative CVs of T1 sensing targets (50 nM); in 10 mM sodium phosphate buffer (pH 7) 1 M 
NaClO4, scan rates = 1000 mV s–1. Right: normalised and background-corrected anodic traces of the CVs shown on 
the left.  
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Figure 8.53: Overlaid normalised and background-corrected anodic traces of the CVs shown in Figure 8.52. 
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8.3. Efforts to Understand, Enhance, and Expand the Sensing of 

Nucleic Acids Using Redox-Modified DNA Probes 

 

8.3.1. Representative (S)-T1 Sensing Cyclic Voltammograms 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.54: Representative CVs of (S)-T1 sensing targets T2T (A), T2A (B), T2G (C) and T2C (D), [target] = 50 nM; in 10 
mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan rates = 1000 mV s–1. 
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8.3.2. Mismatched and Abasic Duplexes Thermal Melting Data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 CuCyMid / oC CuCyMid_C3+2 / oC CuCyMid_C3-2 / oC 

T2A_mm+2 50.5 (± 1.0) - - 

T2A_mm-2 50.0 (± 0.5) - - 

T2A_C3+2 - 55.5 (± 0.5) - 

T2A_C3-2 - - 56 (± 0.5) 

Table 8.2. Thermal melting temperatures of duplexes containing mismatches or abasic sites. [DNA] = 10 µM in 10 mM 
sodium phosphate buffer pH 7.0, 100 mM NaCl. 
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Figure 8.55: Thermal melting graphs for duplexes containing mismatches or abasic sites, plotting temperature of the 
oligonucleotide sample versus the negative rate of change in the RFU of SYBR Green I. 
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8.3.3. Mismatched and Abasic Duplexes Cyclic Voltammograms and the Processed 

Anodic Traces 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.56: Left) CVs of CuCyMid sensing targets (50 nM) resulting in mismatch-containing duplexes; in 10 mM 
sodium phosphate buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. Right) normalised and background-corrected 
anodic traces of the CVs shown on the left.  

Figure 8.57: Left) CVs of CuCyMid_C3+2 sensing target (50 nM) that resulted in abasic site-containing duplexes; in 
10 mM sodium phosphate buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. Right) normalised and background-
corrected anodic traces of the CVs shown on the left.  
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8.3.4. High Target Concentration and Preformed Duplex SAM Cyclic 

Voltammograms 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Figure 8.58: Left) CVs of CuCyMid_C3-2 sensing target (50 nM) that resulted in abasic site-containing duplexes; in 10 
mM sodium phosphate buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. Right) normalised and background-
corrected anodic traces of the CVs shown on the left.  

Figure 8.59: Left) Representative CVs of T1 sensing 1 µM T2T (top) and 1 µM T2A (bottom) 20 minutes and 60 minutes 
after target addition; in 10 mM sodium phosphate buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. Right) normalised 
and background-corrected anodic traces of the CVs shown on the left.  
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Figure 8.60: Overlaid normalised and background-corrected anodic traces of the CVs shown in Figure 8.59. 

Figure 8.61: Left) Representative CVs of T1 sensing 3 µM T2T (top) and 3 µM T2A (bottom) 20 minutes and 60 minutes 
after target addition; in 10 mM sodium phosphate buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. Right) normalised 
and background-corrected anodic traces of the CVs shown on the left.  
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Figure 8.63: Left) CV of CuCyMid alone (black), with T2A (red) and with T2T (blue), using SAMs assembled from 
preformed duplexes; in 10 mM sodium phosphate buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. Right) 
normalised and background-corrected anodic traces of the CVs shown on the left.  

Figure 8.64: Left) CV of CuCyMid with T2T (blue) and with T2A (red), using SAMs assembled from preformed duplexes 
with a heating/annealing step (see section 7.6.2. for full details); in 10 mM sodium phosphate buffer (pH 7) 1 M NaClO4, 
scan rates = 1000 mV s–1. Right) normalised and background-corrected anodic traces of the CVs shown on the left.  

Figure 8.62: Overlaid normalised and background-corrected anodic traces of the CVs shown in Figure 8.61. 
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8.3.5. T1-21mer and B1-30mer Thermal Melting Data and Cyclic Voltammograms 
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Figure 8.65: Thermal melting graphs for T1-21mer (left) and B1-30mer (right), plotting temperature of the 
oligonucleotide sample versus the negative rate of change in the relative fluorescence emission (RFU) of SYBR Green 
I. 

Figure 8.66: Left) CVs of T1-21mer (top) and B1-30mer (bottom) sensing 1 nM target; in 10 mM sodium phosphate 
buffer (pH 7) 1 M NaClO4, scan rates = 1000 mV s–1. Right) normalised and background-corrected anodic traces of the 
CVs shown on the left.  
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8.3.6. 1 nM Target Sensing with (S)-T1 and Mg2+-Containing Solution 

 

 

 

 

 

 

 

 

 

 

 

8.3.7. Shifted Modification Location Cyclic Voltammograms and Thermal Melting 

Data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Base 

Opposite 

CuCy 

 

CuCy5′  / oC 

 

CuCyMid / oC 

 

CuCy3′  / oC 

T 64.0 (± 0.5) 62.0 (± 0.5) 63.0 (± 0.5) 

A 65.5 (± 1.5) 60.0 (± 0.5) 63.5 (± 0.5) 

Table 8.3: Thermal melting temperatures for the CuCy-shifted probes when duplexed with equimolar equivalents of 
unmodified complementary targets with the base opposite the CuCy varied. [DNA] = 10 µM in 10 mM sodium phosphate 
buffer pH 7.0, 100 mM NaCl. 

 

 

Figure 8.67: A) CVs of (S)-T1 sensing 1 nM target; in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4. B) CVs of T1 
sensing 1 nM target; in in 10 mM sodium phosphate buffer (pH 7.0) 1 M Mg2(ClO4)2. Scan rates = 1000 mV s–1 

A) B) 

Fc-30mer CuCy-30mer 

Figure 8.68: CVs of Fc-30mer (left) and CuCy-30mer (right); in 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, 
scan rates = 1000 mV s–1. 
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Figure 8.69: Thermal melting graphs for CuCy5′ (top) and CuCy3′ (bottom) varying the base opposite the CuCy, plotting 
temperature of the oligonucleotide sample versus the negative rate of change in the RFU of SYBR Green I. 
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8.3.8. Square Wave Voltammetry Studies 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.70: Initial SWVs (top) and target-added SWVs (1 µM, bottom) of T1 measured at different frequency and 
amplitude combinations; in 10 mM sodium phosphate buffer (pH 7) 1 M NaClO4. 

Figure 8.71: SWVs of T1 sensing 100 pM T2T 60 minutes after target addition; in 10 mM TrisHCl buffer (pH 7.0) 100 mM 
NaCl, frequency = 200 Hz, amplitude = 50 mV, step = 1 mV. 
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8.3.9. T1 Sensing RNA Targets and Thermal Melting Data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

  

Figure 8.72: Left) CVs of T1 sensing RNA_T2U (top) and RNA_T2A (bottom); in 10 mM sodium phosphate buffer (pH 7) 
1 M NaClO4, scan rates = 1000 mV s–1. Right) normalised and background-corrected anodic traces of the CVs shown 
on the left.  

Figure 8.73: Overlaid normalised and background-corrected anodic traces of the CVs shown in Figure 8.72. 
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Figure 8.74: Thermal melting graphs for T1–RNA_T2A (left) and T1–RNA_T2U (right), plotting temperature of the 
oligonucleotide sample versus the negative rate of change in the RFU of SYBR Green I. 
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8.3.10. T1 Cyclic Voltammograms in Buffer/Serum Solutions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

No Dilution: 10 % Dilution: 

50 % Dilution: 90 % Dilution: 

Figure 8.75: CVs of T1 in solutions of buffer/electrolyte solutions (10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4) 
diluted with human serum. Ratios shown are volume. Scan rates = 1000 mV s–1. 
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8.3.11. miR135-1 Thermal Melting Data and 1 nM Target Sensing Cyclic 

Voltammograms 
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Figure 8.76: Thermal melting graphs for miR135-1–miR135a-5p (left) and miR135-1–miR135b-5p (right), plotting 
temperature of the oligonucleotide sample versus the negative rate of change in the RFU of SYBR Green I. 

Figure 8.77: Left) CVs of miR135-1 sensing 1 nM miR135b-5p in 90:10 buffer/electrolyte:saliva (top) and 90:10 
buffer/electrolyte:serum (bottom); buffer/electrolyte = 10 mM sodium phosphate buffer (pH 7.0) 1 M NaClO4, scan 
rates = 1000 mV s–1. Right) normalised and background-corrected anodic traces of the CVs shown on the left.  



296 

 

8.4. Functionalisation of Metal-Organic Frameworks with 

Fluorescently-Modified DNA 

8.4.1. Fluorescently-Modified Oligonucleotide Thermal Melting Data 
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Figure 8.75: Thermal melting graphs for DNA-Cy3, DNA-Cy5, and T1unmod duplexes, plotting temperature of the 
oligonucleotide sample versus the negative rate of change in the RFU of SYBR Green I. 
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Figure 8.76: Thermal melting graphs for DNA-Cy3-Ext and DNA-Cy5-Ext duplexes, plotting temperature of the 
oligonucleotide sample versus the negative rate of change in the RFU of SYBR Green I. 
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8.4.2. Solution Fluorescence Spectroscopy 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.77: Normalised excitation and emission spectra of DNA-Cy3-Ext and DNA-Cy5-Ext. [DNA] = 1 µM. Measured 
in sodium phosphate buffer pH 7.0, 100 mM NaCl. DNA-Cy3 λex = 554 nm, λem = 570 nm; DNA-Cy5 λex = 650 nm, λem = 
665 nm. 

Figure 8.78: Emission spectra of DNA-Cy5-Ext titrated into a solution of DNA-Cy3-Ext (1 µM). The decrease in emission 
at 570 nm is indicative of the quenching of the Cy3 fluorescence by Cy5, and the small increase in emission at 660 nm 
is the result of FRET from the Cy3 to the Cy5. Measured in sodium phosphate buffer pH 7.0, 100 mM NaCl. λex = 554 nm. 
Spectra have been background-subtracted using a spectrum of DNA-Cy5-Ext excited at 554 nm to account for the 
direct excitation of Cy5.  
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8.4.3. MOF Characterisation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.79: Excitation spectrum of equimolar amounts of DNA-Cy3 and DNA-Cy5 (1 µM), λem = 665 nm. Measured in 
sodium phosphate buffer pH 7.0, 100 mM NaCl. 
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Figure 8.80: PXRD pattern of the Zn UiO-68 MOF. 
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