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ABSTRACT 

While high frequency (in the gamma range) rhythmic sensory stimulation (RSS) mainly 

involves inhibitory interneurons responses, low frequency RSS drives pyramidal neurons 

(Cardin et al., 2009). Using high and very low frequency RSS, the current thesis explored the 

role of high-frequency oscillations in human episodic memory and sensorimotor 

synchronization (SMS). High frequency RSS was delivered by short movies. Although existing 

evidence suggesting the recruitment of inhibitory interneurons by high frequency RSS, our 

findings revealed nuanced modulations in both SSVEPs and memory performance. In contrast, 

low frequency appears to play a crucial role in facilitating long-distance communications and 

plasticity. Supporting this idea, using low frequency auditory RSS, the final study revealed a 

connection between the phase locking of beta bursts to slow rhythms and movement 

performance. Collectively, despite the distinct mechanism underlying high and low frequency 

RSS, this thesis sheds light on the potential of RSS in regulating brain activity. Future 

investigations that integrate techniques such as optogenetics, neuroimaging, and computational 

modelling could provide a multidimensional perspective and valuable insights into the 

application of RSS in both research and clinical fields. 
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CHAPTER 1: GENERAL INTRODUCTION 

1.1. The oscillating brain 

A century ago, the phenomenon of oscillating brain came to light through the pioneering 

work of Dr. Hans Berger. He named the first brain rhythm recorded from the occipital skull 

“alpha” (approximately 10 Hz, Berger, 1929). Similarly, he coined the term “beta” for a faster 

rhythm characterized by smaller amplitude. In the wake of Berger’s discovery, subsequent 

research uncovered an expanding array of oscillatory patterns. The highest frequencies 

documented could be up to 600 Hz (Katz & Cracco, 1971). Among these rhythms, the most 

extensively studied frequency bands are delta (0.5-4 Hz), theta (4-8 Hz), alpha (8-12 Hz), beta 

(12-30 Hz) and gamma (30-100 Hz). However, the delineation of frequency bands can 

sometime overlap, depending on diverse factors, e.g., the specific brain region investigated. 

These rhythms were thought to server a wide variety of functions. For example, theta is 

involved in memory formation, attention and learning, and alpha is associated with irrelevant 

information inhibition. This thesis will be focusing on the role of high frequencies (>12 Hz) in 

episodic memory and sensorimotor synchronization. 

1.2. Episodic memory, gamma oscillations and STDP 

Episodic memory, as first defined by Tulving and in a series of works (Tulving, 1972; 

1983; 1984; 1993), pertains to the recollection of personal experienced events. This concept 

underscores the significance of two integral elements: temporal and spatial information. 
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Tulving captured the retrieval process for episodic memory by the query, “What did you do at 

time T in place P?”—a statement that has gained widespread acceptance (Tulving, 1984). In his 

booking titled “How We Remember: Brain Mechanisms of Episodic Memory”, Hasselmo 

presents a model that portrays episodic memory as a spatial-temporal trajectory (Hasselmo, 

2011), which is coded by the brain rhythms.  

Synchronization at the gamma range is critical for episodic memory (Benussi et al., 

2022; Juergen Fell & Axmacher, 2011; Jürgen Fell et al., 2001; Griffiths et al., 2019; Gruber et 

al., 2004; Gruber et al. 2001; Hanslmayr et al., 2016; Jutras et al., 2009; Miltner et al., 1999; 

Sederberg et al., 2003). Conclusive support stems from the measure of macaque hippocampus 

neurons revealed enhanced gamma synchronization during memory encoding predicts recall 

performance (Jutras et al., 2009). Spike timing-dependent plasticity (STDP) is one important 

candidate mechanism correlates with gamma synchronization that underlies episodic memory 

by supporting neural communications and plasticity (Debanne & Inglebert, 2023; Juergen Fell 

& Axmacher, 2011). In STDP, the efficiency of synaptic modification depends on the activation 

order and time delay between pre- and postsynaptic neurons (Fig. 1.1). It results in long-term 

potentiation (LTP) when the activation of presynaptic neuron precedes postsynaptic neuron, 

and long-term depression (LTD) when the order is reversed. The crux of LTP induction resides 

within a precise temporal window, optimally situated in the range of 10 to 30 ms, corresponding 

to a frequency range of 100-33 Hz — entailing the gamma band (Buzsáki, 2010).  

The first documented instance of observing STDP in vivo dates back to 1998. Zhang 

and colleagues conducted experiments on retinotectal neuron in Xenopus, a type of frog, using 

repetitive electrical stimulation. Their research illuminated that the critical time window for l-

term potentiation (LTP) and long-term depression (LTD) is approximately ± 20 ms. Notably, 
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the transition from the LTP to LTD peaks occurs within a mere 10 ms timeframe (Zhang et al., 

1998).  

A similar time window is consistently demonstrated across various species, including 

rodents, locusts, and cats. Numerous studies, including intracellular and extracellular 

recordings as well as in vitro studies related to perception and learning, revealed analogous 

short time frames from ± 20 to ± 60 ms (Bi & Poo, 1998; Cassenaer & Laurent, 2007; Fu et al., 

2002; Meliza & Dan, 2006; Yao & Dan, 2001). 

Moreover, similar findings were extended in human subjects. Using paired associative 

stimulations (PAS), STDP was identified in the human motor cortex (±25 ms, Stefan et al., 

2002; 25 ms for LTP, -10 ms for LTD, Wolters et al., 2003) and during perception (Fu et al., 

2002; McMahon & Leopold, 2012; Romei et al., 2016). However, in vitro studies detected a 

wider time window in human neocortex (Verhoog et al., 2013) and hippocampus (Testa-Silva 

et al., 2010).  

Nevertheless, the evidence for STDP within human episodic memory remains scarce. 

This is mainly due to the inherent challenges in techniques and ethical concerns that it caused 

regarding electrical stimulation of human neurons in vivo. 

Fig. 1.1. STDP. The efficiency of synaptic 

modification depends on the time delay 

and activation order between pre- and 

postsynaptic neurons. It leads to LTP 

when presynaptic spike precedes the 

activation of postsynaptic neuron 

(orange). Oppose temporal order results in 

LTD (blue).  
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Rhythmic sensory stimulation (RSS), as a non-invasive tool, allows safe modulation of 

neural groups with precise timing (Garcia-Argibay et al., 2019; Henry & Obleser, 2012; 

Mathewson et al., 2012; Papalambros et al., 2017; Spaak et al., 2014). Using this approach, 

recent studies demonstrated the causal role of theta-mediated plasticity in multisensory 

associative memory (Clouter et al., 2017; Wang et al., 2018). Specifically, the activation time 

of auditory and visual regions was orchestrated using sinusoidally modulated stimulus at 4 Hz, 

interlaced with four distinct time delays (equivalent to 0°, 90°, 180° and 270° phase lags). 

Subsequent memory performance was modulated by the time delay conditions, with enhanced 

memory observed in shortest time delay condition, demonstrating the causal role of the theta 

synchronization in associative memory. However, whether RSS is effective at high frequency 

demanding timing precision with several milliseconds remains uncertain.  

More importantly, the extent of influence achieved by RSS remains uncertain. Exciting 

findings was firstly reported in a series of research of a mouse model of neurodegeneration, 

particularly Alzheimer’s disease, AD. Repetitive RSS at 40 Hz using LED light and/or with 

auditory tones, resulted in gamma entrainment within visual cortex, prefrontal cortex and CA1. 

Remarkably, this treatment attenuated amyloid, a main biomarker of AD, and protected the 

mouse models from neurodegenerative factors (Adaikkan et al., 2019; Iaccarino et al., 2016; 

Martorell et al., 2019). Further, gamma entrainment driven by 40 Hz LED light on deep 

structures such as hippocampus and insular was replicated in a human subject (Khachatryan et 

al., 2022). In mild AD patients, a three-month multisensory stimulation treatment exhibited 

positive effects on cognitive function, circadian rhythmicity, and reduction of AD related 

biomarkers (Chan et al., 2021). Despite these promising discoveries, recent replication attempts 

in two independent groups failed to reveal gamma entrainment beyond V1 in mice (Schneider 

et al., 2023; Soula et al., 2023), thus prompting a need for further exploration.  
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1.3. Beta and sensorimotor synchronization 

Sensorimotor synchronization (SMS) refers to the coordination of movements to 

sensory inputs (Pressing, 1999; Repp, 2005), for example, dancing to the beats or playing 

musical instruments. It reflects the ability to precisely time movements in response to external 

auditory, tactile or visual stimuli. This ability holds significance for daily life, as spoken 

language communication relies on the perception of lip movement rhythms (Park et al., 2016; 

Biau et al., 2021; Fujii & Wan, 2014). Furthermore, fundamental movements like walking and 

cycling are contingent upon sensorimotor coordination. As a result, training that involves SMS 

has been used for movement disorder rehabilitation (Thaut et al., 1997; Wright et al., 2014) and 

speech enhancement (Patel, 2011; 2014).  

Unlike the aforementioned gamma frequency, for which our intention was to augment 

synchronization and power through rhythmic stimulation to poke elevated memory 

performance, excessive synchronization within the beta band (13-30 Hz) in the basal ganglia 

often correlates with movement disorder (Eusebio & Brown, 2009; Little & Brown, 2014; 

McCarthy et al., 2011). Music training for movement deficits that inherently recruits low 

frequency entrainment may exert an effect by coordinating motor beta oscillations. 

Interestingly, studies utilizing passive listening paradigms have observed the engagement of 

motor beta (Fujioka et al., 2012; Morillon & Bailet, 2017). In the absence of movement or 

intention to move, the rebound of modulated beta predicts upcoming auditory stimulus. In 

classic observation, movement-related beta decreases in power (event-related 

desynchronization, ERD) before movement, and rebounds gradually back to baseline, (van 

Wijk et al., 2012; Pfurtscheller & Da Silva, 1999), characterised by power increase (event-

related synchronization, ERS). The rebound of beta predicting rhythmic stimulus may reflect 

its role beyond movement but prediction. The predictive role could elucidate the enhancement 
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of sensory perception during overt movements (Morillon et al., 2014; Morillon & Baillet, 2017). 

Providing the highly predictable nature of rhythmic sensory stimulus, it remains unclear 

whether motor beta also factors into SMS. 

In contrast to the conventional observation of ERD and ERS, recent studies suggest that 

this measurement might mask the insights derived from the discrete, high amplitude and 

transient burst-like beta activities (beta burst, < 150 ms, Feingold et al., 2015; Little et al., 2019; 

Shin et al., 2017). Hence, the current study will focus on the exploration of beta burst.  

1.4. Thesis objectives 

In the subsequent three chapters, chapter 2 and 3 focus on the investigation of STDP in 

human episodic memory. In both studies, we use high frequency gamma range stimulation to 

rhythmically stimulate the left and right visual cortices. The inter-hemifield phase lag is 

modulated by the manipulating onset timing delay between movies presented in both visual 

fields. In chapter 2, we demonstrate the viability of using high frequency RSS to drive inter-

hemifield gamma oscillations at a desired phase lag of 37.5 Hz. While we find no impact of the 

manipulation on episodic memory, in chapter 3, we refine the paradigm and data analysis. With 

60 Hz RSS, we observe enhanced memory in the condition with the shortest time delay, which 

aligns with the STDP rule. However, this result cannot be simply explained by the difference 

of driving frequency. We discuss the results from the perspective of paradigm and cellular 

mechanisms. 

Chapter 4 delves into the interplay between motor beta and auditory-entrained low 

frequency. Given the predictive role of beta and its active engagement in passive listening, it 

was expected that beta might contribute to SMS, potentially interacting with low frequency 

auditory entrainment. Results illustrate that beta bursts aligning with the phase of the entraining 
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frequency correlate with SMS performance, indicating a functional role of beta in sensorimotor 

coordination.  

Chapter 5 provides a general discussion on the main findings and an outlook for future 

questions. 
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CHAPTER 2: USING FAST VISUAL RHYTHMIC 

STIMULATION TO CONTROL INTER-HEMIFIELD PHASE 

OFFSETS IN VISUAL AREAS 

Spike timing-dependent plasticity (STDP) is believed to be important for neural 

communication and plasticity in human episodic memory, but causal evidence is lacking due to 

technical challenges. Rhythmic sensory stimulation that has been used to investigate causal 

relations between oscillations and cognition may be able to address this question. The 

challenge, however, is that the frequency corresponding to the critical time window for STDP 

is gamma (~40 Hz), yet the application of rhythmic sensory stimulation has been limited 

primarily to lower frequencies (<30 Hz). It remains unknown whether this method can be 

applied to precisely control the activation time delay between distant groups of neurons at a 

millisecond scale. To answer this question and examine the role of STDP in human episodic 

memory, we simulated the STDP function by controlling the activation time delay between the 

left and right visual cortices during memory encoding. This was achieved by presenting 

flickering (37.5 Hz) movie pairs in the left and right visual fields with a phase lag of either 0, 

90, 180 or 270 degrees. Participants were asked to memorize the two movies within each pair 

and the association was later tested. Behavioral results revealed no significant difference in 

memory performance across conditions with different degrees of gamma phase synchrony. Yet 

importantly, our study showed for the first time, that oscillatory activity can be driven with a 

precision of 6.67 ms delay between neuronal groups.  Our method hereby provides an approach 

to investigate relations between precise neuronal timing and cognitive functions.  

 
 

 Published in:  

 

 

Chen, Q., Wang, D., Shapiro, K. L., & Hanslmayr, S. (2021). Using fast visual rhythmic stimulation to control 

inter-hemispheric phase offsets in visual areas. Neuropsychologia, 157, 107863. 
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2.1. Introduction 

Brain oscillations have been shown to be crucial for efficient information transmission 

in neural networks (Buzsáki, 2010; Draguhn & Buzsáki, 2004; Fries, 2015). Via this central 

communication function oscillations are key to a host of cognitive functions, such as attention 

and memory. A currently important question is whether oscillations are causally important for 

cognition, or whether they merely are a non-causal by-product of cognitive processing 

(Hanslmayr et al., 2019). One way to answer this question is to perturb oscillations via rhythmic 

stimulation and test whether such perturbation induces a change in behavior. An efficient way 

to drive oscillatory activity is via rhythmic sensory stimulation (e.g., flickering a visual 

stimulus). In the current study, we present a novel application of rhythmic sensory stimulation 

in a memory experiment. We demonstrate that rhythmic visual stimulation in the gamma 

frequency range (37.5 Hz) is capable of controlling the phase delay between left and right visual 

cortex in a temporally finely-grained manner.  

Traditionally, rhythmic visual stimulation has been used to tag cognitive processes, 

which would otherwise be difficult to observe via so-called steady-state visual evoked 

potentials (SSVEPs, Müller et al., 2003, 2006). SSVEPs have been particularly successfully 

applied in the study of attention and memory. This is because in comparison with transient 

evoked potentials, SSVEPs provide a substantially longer time window over which a cognitive 

process can be monitored (Capilla et al., 2011), allowing for the tracking of attention both 

temporally and spatially (Adamian et al., 2020; Müller et al., 2006; Störmer et al., 2014). 

Frequency tagging (or SSVEPs) has also been used in memory research to elucidate reactivation 

of early visual signatures of a specific memory. For instance, Wimber et al. (2012) found rapid 

reinstatement of tagged frequencies during successful memory retrieval (but see Lewis et al., 

2018; Price & Johnson, 2018 for difficulties in replicating). Together, these studies demonstrate 
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the power of using rhythmic sensory stimulation as an effective means to study neural correlates 

of cognitive processes.  

Recent studies have gone beyond a mere correlational approach and used rhythmic 

sensory stimulation to drive a specific oscillation to induce a change in the associated behavior 

(Garcia-Argibay et al., 2019; Henry & Obleser, 2012; Mathewson et al., 2012; Papalambros et 

al., 2017; Spaak et al., 2014). For instance, interregional synchrony in the theta band is believed 

to be of crucial importance for memory formation. To test this hypothesis, two recent studies 

induced theta phase synchrony or asynchrony between visual and auditory cortices to examine 

if synchrony affects memory formation. Visual and auditory regions were driven at phase 

offsets of 0 (synchronous), 90, 180 or 270 (asynchronous) degrees. Importantly, both studies 

found better memory for multisensory (i.e. audio-visual) memories on trials in which auditory 

and visual cortices were stimulated synchronously compared to asynchronously stimulated 

trials (Clouter et al., 2017; Wang et al., 2018). These studies demonstrate a causal role of theta 

phase synchrony for memory formation. In particular, they show that subsequent remembering 

and forgetting depends on the relative timing of sensory information, and that this timing can 

be controlled through sensory stimulation. However, the extent to which this approach applies 

to faster frequencies (i.e., gamma), which have also been shown to play a role in 

synchronization, and to coordinating brain areas within the same sensory domain (i.e., visual 

cortex) is unclear. 

Fine-grained timing of neural cell assemblies, as achieved by synchronization in the 

gamma frequency band, is important for effective information transmission between neurons 

(Fries, 2015). Precise timing is critical because neurons in the brain integrate inputs over time, 

with the rate of relaxation of the membrane potential dictating the length of the temporal 

window. For neocortical principal cells that time window is typically between 10 – 30 ms (100 
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– 33 Hz), therefore fine-grained temporal synchronization is necessary for an upstream cell 

assembly to drive a down-stream neuron (Buzsáki, 2010). Equally important, synaptic plasticity 

has been shown to be critically dependent on the time delay between the firing of an up-stream 

and a down-stream neuron, which is termed ‘spike timing-dependent plasticity’ or STDP. In 

STDP, the efficiency of synaptic modification declines exponentially as a function of time delay 

between the activation of a pre- and postsynaptic neuron. The optimal time window for synaptic 

modification is very narrow due to the exponential decay (Bi & Poo, 1998). In support of this 

contention, a rodent study found that spikes must co-occur in a time window of approximately 

25 ms to facilitate synaptic modification, corresponding to gamma frequency at ~40 Hz 

(Wespatat et al., 2004). Indeed, phase synchronization at the gamma frequency range is optimal 

for the facilitation of STDP (Fell & Axmacher, 2011). Action potentials tend to appear in the 

depolarized phase of local field potential (Fries, 2005) which has been observed in the theta and 

gamma band (Jacobs et al., 2007; Vinck et al., 2010). As a result, synchronizing the phase of 

the local field potential from two distant brain regions would promote the induction of long-

term potentiation (LTP; Axmacher et al., 2006; Jutras & Buffalo, 2010). Critically, higher 

frequencies mean tighter coupling, therefore gamma synchronization in particular leads to more 

precise coupling of action potentials which in turn facilitates STDP (Abbott & Nelson, 2000; 

Caporale & Dan, 2008; Fell & Axmacher, 2011; Jutras & Buffalo, 2010). Modulating the degree 

of synchrony in gamma phase between neuron assemblies arguably manipulates the time delay 

of action potentials and therefore, STDP between them. STDP supposedly underlies memory 

formation but its role in human episodic memory has been rarely studied because of the 

technical challenge to non-invasively control the timing of neural assemblies. Rhythmic 

sensory stimulation as employed in the present study may open a new approach to address these 



Chapter 2   slow gamma VSS manipulate inter-hemifield phase offsets 

12 
 
 

questions, thus providing a potential link between highly invasive research in animals and non-

invasive human studies.   

In the current study, we aim to address two questions. The first is a technical question, 

namely whether it is possible that SSVEPs can be used to control neural activity in the left and 

right visual cortex with high temporal precision corresponding to a quarter cycle (i.e., 6.67 ms) 

of a gamma oscillation. Given the high temporal precision to which we aimed, we chose the 

hemifield approach, which controls neural activity between left and right visual hemifield. We 

chose this because the transduction time should vary little between the left and right visual 

cortex, while this is not the case between auditory and visual sensory regions. The second 

question is whether such stimulation has an impact on human episodic memory formation. To 

address these questions, we presented two sinusoidal flickering movies in the left and right 

visual hemifields (Fig. 2.1A). A sine wave of 37.5 Hz was used to modulate the luminance of 

the movies. To induce a phase offset of 0°, 90°, 180°or 270° (corresponding to a time lag of 0, 

6.67, 13. 33 and 20 ms) between the left and right visual cortices, sinusoidal flickering movies 

were presented in the left and right visual field with a phase lag of either 0°, 90°, 180° or 270° 

(Fig. 2.1B). We predicted that, if STDP plays a role in episodic memory, subsequent recall of 

the association of movie pairs should exponentially decrease with increasing phase lags. 

Although the 90° and 270° offset condition may look similar from a purely circular perspective, 

they are very different from each other from a temporal perspective, i.e., the difference in time 

which indeed is 6.67 ms vs. 20 ms. According to our STDP hypothesis, this time delay, although 

subtle, has dramatic consequences for plasticity due to the exponential decay ((Bi & Poo, 1998).  

2.2. Methods  
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2.2.1. Participants 

Thirty-eight participants were recruited (mean age = 22.11; age range = 18-32; 71.1% 

female; all right-handed). Participants received course credit or financial reimbursement in 

return for their participation. Two participants were excluded for excessive horizontal eye 

movements (see below). One participant was excluded due to EEG recording interruption. This 

left 35 participants for further analysis (mean age = 22.37; age range = 18-32; 68.6% female; 

all right-handed). Ethical approval was granted by the Research Ethics Committee at the 

University of Birmingham (ERN_15-0335), complying with the Declaration of Helsinki. 

2.2.2. Stimuli 

384 randomly paired three-second movie clips were employed as movie pairs (N = 192) 

for associative memory. Half of the movies were drawn from the same pool as those used in 

Experiment 3 of Clouter et al. (2017), while the remainder were trimmed documentaries 

downloaded from an online resource (https://www.youtube.com) with creative commons 

license. Four additional movie pairs were used in a practice block. Consistent with movies used 

in previous work (Clouter et al., 2017; Wang et al., 2018), all movies were emotionally neutral 

human/natural activities.  

Movies were resized to 360(W) x 288(H) pixels, with the frame rate increased to 150 

Hz from 25 Hz by replicating each frame 6 times with in-house scripts written in MATLAB 

(R2017a; The MathWorks, Inc., Natick, MA, USA). Movies were randomly paired once 

resulting in 192 unique associations. The same pairs of movies were used for each participant.  

All movies were luminance-modulated from 0% to 100% by a 37.5 Hz sine wave, but 

with different onset depending on the condition. Specifically, within each pair of movies, one 

always (across conditions and participants) served as the leading movie, with an onset of 0°, 

https://www.youtube.com/
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while the other one served as the trailing movie, with an onset of one of the following degrees 

(conditions evenly distributed): 0°, 90°, 180° or 270°. This results in four phase lag conditions, 

i.e., 0°, 90°, 180° or 270° (see Fig. 2.1B) between the leading movie and the trailing movie, 

with 48 trials in each of the condition. Phase lag conditions assigned to each group of 48 movies 

pairs were counterbalanced across participants. 

All behavioural tasks were programmed using the Psychophysics Toolbox (Brainard, 

1997; Pelli, 1997; Kleiner et al, 2007) running on MATLAB (R2015b; The Mathworks, Natick, 

MA, USA). To make sure that the stimulus was presented at the frequency we need, precise 

timing of the stimulus was verified with a photodiode before the experiment was run (see Fig. 

S6.5 and Supplemental Material).  

2.2.3. Experimental procedure  

Participants were seated in a testing room and requested to complete forms for safety 

screening and to provide consent after they were informed with the procedure of the study and 

prepared for EEG data collection. Details of the memory task were explained to participants 

and a practice block was used to ensure familiarity with the memory task. Participants were 

seated at a distance of 60 cm from the screen centre with their heads resting on a chin support. 

A web camera was used by the experimenter to verify the subject’s head position and 

compliance during the task. The experiment consisted of three tasks; (i) a memory task, (ii) a 

synchrony judgement task and (iii) an EOG calibration task with instructions provided before 

each task. At the end, to allow for source analysis and to provide more precise estimation for 

electrode interpolations, 3D geometric locations of each electrode were recorded using a 

Polhemus FASTRAK device (Colchester, Vermont, USA) and Brainstorm (Tadel, Baillet, 

Mosher, Pantazis, & Leahy, 2011) implemented in MATLAB (R2018a; The MathWorks, Inc., 

Natick, MA, USA).  
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Fig. 2.1. Experimental procedure. The experiment 

contained 192 trials, evenly divided into 6 blocks. 

Each block (32 trials) consisted of an encoding 

phase, a distractor task and a retrieval task. (A) 

Encoding phase. A pair of movies was displayed 

simultaneously on the left and right of 8.44° off to the 

centre of a 21-inch CRT screen with refresh rate of 

150 Hz, for a duration of 3 second. Participants were 

encouraged to make associations between the two 

movies as their memory of associations would be 

tested. (B) Modulation of pairs of movies. Movies 

were luminance-modulated by a 37.5 Hz sine wave 

but with various onset depending on the phase lag 

conditions (0, 90, 180 or 270 degrees). One of the 

movies within each pair was defined as leading movie, 

because it always began with onset at 0° and the other 

was trailing movie, beginning with onset evenly 

distributed at 0°, 90°, 180° and 270°. Sine waves 

utilized for luminance modulation for leading (blue) 

and trailing movies (red) showed a phase lag of 0, 90, 

180 and 270 degrees for the corresponding 

experimental condition. Time lags between leading 

and trailing movies were 0, 6.67, 13.33 and 20 ms for 

0, 90, 180 and 270 phase lag conditions, simulating 

the activation time delay between pre- and 

postsynaptic in STDP. The minimal time lag between 

leading and trailing movies for asynchrony conditions 

was only 6.67 ms.  (C) Retrieval phase. The memory 

test was carried out after a 30-second distractor task. 

All 32 pairs of movies showed at encoding phase were 

tested for once. During the test, participants were 

asked to recall the associated movie cued by leading 

movies. Four options as a static frame taken from 

trailing movies were displayed below the cue. All cues 

and options were stimuli from the encoding phase 

within the same block. 
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Based on our previously published results (Clouter et al., 2017; Wang et al., 2018), the 

present experiment aimed at testing 24 participants with a minimum number of 32 trials per 

condition, which would lead to a power of 97.7% (alpha level=0.05, one-tailed paired sample 

t-test). However, given concerns on the low signal to noise ratio of gamma entrainment for this 

study, as compared to theta entrainment in previous studies (Clouter et al., 2017; Wang et al., 

2018), we initially decided to double the sample size (48 participants), however, data collection 

had to stop because of the pandemic. Bayesian repeated measures ANOVA revealed a Bayes 

Factor (B10) of 0.076, suggesting that the null model outperformed our hypothesis.  

2.2.3.1. Memory Task 

The memory task was comprised of six blocks, each containing an encoding phase, a 

distractor phase and a retrieval phase. For each block, 32 pairs of movies were shown during 

the encoding phase and participants were asked to remember the pairs as they would be tested 

in the retrieval phase. Block order was fully randomized for each participant. During intervals 

between blocks, memory performance was shown to the participant on the screen to motivate 

good performance. After blocks of poor performance participants were encouraged to take a 

break.  

During the encoding phase, for each trial, a pair of movies was displayed simultaneously 

on the left and right (see Fig. 2.1A) of a 21-inch CRT screen (150 Hz refresh rate and a 

resolution of 800 width x 600 high pixels) through an nVidia Quadro K600 graphics card (875 

MHz graphics clock, 1024 MB dedicated graphics memory; Nvidia, Santa Clara, CA, USA). 

Movie pairs were resized to 250(W) x 200(H) pixels and were aligned horizontally to the screen 

centre, with a visual angle of 8.4° (movie centre to the screen centre; see Fig. 2.1A). The 

background of the experimental interface was set to grey. For trials with phase offsets of 90, 

180 or 270 degrees each pair of movies consisted of one leading movie and one trailing movie 
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(for 0-degree phase offsets both movies flickered synchronously hence neither movie was 

leading nor trailing). The left vs. right position of leading movies presented on the screen was 

randomly assigned for each trial. Participants were instructed to maintain fixation at the screen 

centre and attend to both movies without shifting gaze. This is because selective attention 

modulates SSVEPs (Morgan et al., 1996; Kashiwase et al., 2012). Our objective was to establish 

and maintain sustained and equal attention toward movies presented in both visual fields 

(Müller et al., 2003). Participants were encouraged to link the movies via stories or visual 

imagery to help them learn the associations. Participants were informed that their memory of 

the associations would be tested in the later retrieval section. After watching each pair of movies, 

participants responded on a scale from 1 to 5 to which extent that the movies fit with each other, 

i.e., how easy it was for participant to link them (1: no fit, 5: perfect fit). This judgement task 

was implemented to maintain the engagement of participants during encoding.  

Following the encoding phase, a 30-second distractor task was implemented to prevent 

active rehearsal of the movie pairs. Participants were asked to overtly count backwards from a 

random 3-digit number displayed on the screen by subtracting three each time.  

In the final test phase, a full movie was shown which acted as a cue. Only old movies 

(i.e., movies that have been shown during encoding in this block) were presented. For phase 

offset conditions 90, 180, and 270 the leading movie always served as the cue. Below the cue, 

four screenshots which were taken from old encoding movies (only trailing movies within the 

same block) were shown as options. The participant selected which of the 4 screenshots they 

thought was presented with the cue during encoding. Each trailing movie served as lures for 

exactly three times and as matched movie (correct answer) for one time. 

2.2.3.2. Synchrony Judgement 
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The synchrony judgement task tested whether participants were able to perceive the 

phase offsets between the movies, i.e., whether they could tell the difference between 

synchronous (0 degree) and asynchronous pairs (90, 180 or 270 degrees). To this end, 60 movies 

pairs were drawn randomly from the memory encoding phases (see Fig. 2.1A). Participants 

were asked to judge in a two alternative forced choice procedure whether a given movie pair 

was flickering synchronously (0 phase lag), or not (90, 180 and 270 phase lags). Responses 

were requested after the presentation of the movies.  

2.2.3.3. EOG Calibration Task 

The EOG calibration task provided a template for monitoring the occurrence of 

horizontal eye movements. The data from this task was used to exclude trials where overt eye 

movements were made to the movies. In the EOG calibration task participants were asked to 

visually track a black cross appearing randomly to the left or right of the fixation cross at a 

visual angle of 8.44°. After each movement, the fixation cross maintained its position for a 

duration between 800 ms to 1200 ms before moving back to the centre, which marked the onset 

of the next trial. There were 80 trials in total. For half of the trials the fixation cross moved to 

the left, and for the other half it moved to the right. 10% of trials served as catch trials during 

which participants were asked to report a color change of the cross (black to red) by pressing 

the space button as soon as possible. This ensured that participants maintained attention 

throughout the calibration task. 

2.2.4. Data Analysis 

2.2.4.1. Behavioral Data 

To test whether the manipulation of phase offset had consequence on episodic memory, 

memory accuracy was compared between 0°, 90°, 180° and 270° phase offset conditions using 
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a one-way repeated measurements ANOVA. Trials with excess HEOG were excluded for this 

analysis. Further, to rule out perceptual factors that might have affected episodic memory, a 

sensitivity index d′ was calculated for each participant to test whether they were able to tell 

synchronous from asynchronous movie pairs.  This was estimated as follows: 

d’ = Z (hit rate) - Z (false alarm rate), 

where the Z function was deployed by the normal inverse cumulative distribution 

function in MATLAB (R2017a; The MathWorks, Inc., Natick, MA, USA), considering 

synchronous movie pairs as signal and asynchronous pairs as noise. One-sample t-test was 

adopted to examine whether d’ was statistically different from zero. 

2.2.4.2. EOG calibration  

The purpose of the EOG calibration was to exclude trials on which subjects made 

horizontal eye-movements, as such trials are detrimental to tracking the EEG response to the 

left/right visual hemifields independently. It is feasible to use EOG data for tracking eye 

movements as a result of the linear relationship between voltage and visual angle (Acuna et al., 

2014). This procedure enabled a threshold for each participant to be calculated individually for 

the purpose of excluding trials as defined by the following procedure.  

First, the EOG data from both the EOG calibration task and the encoding phase of the 

memory task was preprocessed using a procedure similar to that used for the EEG data. EOG 

data were epoched to 2000 ms before and after the onset of the fixation cross. For the memory 

encoding phase, the data were epoched to 2000 ms before and 5000 ms after onset of the movie 

pairs. Both datasets were then low pass filtered at 30 Hz and resampled at 512 Hz.  

Second, erroneous eye movements were manually excluded for further analysis via trial-

by-trial visual inspection. Such errors included eye movements that were made too early (i.e., 
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before the fixation cross jumped) or random saccades (i.e., eye movements not reflecting 

tracking of the fixation cross). To detect the voltage gradients generated by saccades from the 

centre to the left/right centre of movie position (at visual angle of 8.44°), the first derivative 

was calculated using the ‘diff’ function in Matlab. The resulting data was then aligned 

according to the largest peaks that appeared within 600 ms upon stimulus onset and then 

averaged. A threshold was calculated by taking 50% of the averaged peak value, thus 

corresponding to a saccade of 4.22°. Peaks of EOG gradients were then calculated in the same 

way for the encoding phase of the memory task for each individual trial. Trials which exceeded 

the threshold (of 50%) were excluded from further behavioural and EEG analysis.   

2.2.4.3. EEG recording and preprocessing 

EEG data were collected via a 128-channel BioSemi ActiveTwo system. EOG recording 

was completed by one additional electrode placed 1 cm to each of the lateral canthus and 1 cm 

below the left eye, respectively. Online EEG data were sampled to 2048 Hz by the BioSemi 

ActiView software.  

The Fieldtrip toolbox for EEG analysis (Oosenveld, Fries, Maris, & Schoffelen, 2011) 

was used for EEG data preprocessing. Data were first epoched from 2000 ms before and 5000 

ms after stimulus onset and then bandpass filtered from 1 to 100 Hz. Line noise was removed 

from the raw data by bandstop filters between 48-52 Hz and 98-102 Hz. Before ICA 

(independent component analysis), data was downsampled to 512 Hz, followed by the removal 

of noisy EEG channels and trials with muscle artefacts by manual inspection. ICA components 

indicating horizontal and vertical eye movements and cardiac activity were removed from data. 

Triangulation of nearest neighbours calculated by individually recorded electrode positions 

were used for interpolation of rejected channels. Finally, data were re-referenced to the average 

reference and trials with artefacts were rejected by visual inspection. 
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2.2.4.4. Phase Offset Analysis 

To confirm whether the phase stimulation is driving brain oscillations between left and  

right visual cortices at the corresponding degree of phase offset, phase comparisions were 

conducted by the following steps at both individual and group level. 

2.2.4.4.1.ROI selection and ITPC calculation 

First, for each participant, one electrode from left and right hemifield, respectively, was 

identified as ROI that responds strongest to the rhythmic visual stimulation. The basic rationale 

for the determination of these ROIs was that, in each of the left/right visual cortex, there existed 

one electrode that mostly responds to the visual stimulation from the contralateral visual field. 

Inter-trial phase coherence (ITPC) should be strongest across trials recorded from this electrode 

with the leading movies presented in the contralateral visual field. For example, across trials 

with leading movies presented at the right visual field, the ITPC was expected to be strongest 

in an electrode over the left visual cortex. This was because the leading movies were always 

starting with a same onset at 0°.  On the contrary, the phases for the trailing movies (i.e. the 

associated stimuli) were equally distributed across 0°, 90°, 180° and 270° and thus lead to low 

ITPC. Since the leading movies were split between left and right hemifiled, this approach 

allowed us to determine one ROI (i.e. one electrode) for each hemisphere of the visual cortex. 

Details of this analysis is given below. 

For each participant, we separated trials according to the location of leading movies. In 

the following statements, LeadLvsf and LeadRvsf are used to represent the conditions with the 

leading movies in the left and right visual fields, respectively.  
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ITPC from 20 to 50 Hz in steps of 2.5 Hz was calculated using a dpss multitaper (1 taper 

for each frequency of interest, from -1s to 3.75s upon stimulus onset, with a time window of 

0.5s in width, 128 channels) time-frequency transformation based on multiplication in the 

frequency domain. A single subject example with ITPC averaged at the band of 37.5 ± 2.5 Hz 

for the LeadRvsf and LeadLvsf condition is displayed in Fig. 2.2A and B, respectively. The 

averaged ITPC was calculated for a selected time window of interest from 1-2s upon stimulus 

onset. The selection of this time window was to align with previous work (Clouter et al., 2017; 

Wang et al., 2018) with a similar paradigm in lower frequencies, but results are also shown for 

the entire epoch (see Fig. S6.2). The contrast between LeadRvsf and LeadLvsf (Rvsf-Lvsf) 

reveal the electrodes that responded most strongly to visual stimulations from the left and right 

visual field (see Fig. 2.2C). This analysis was implemented for all participants, such that one 

electrode (as highlighted in Fig. 2.2C as an example) from each side of the visual cortex was 

defined as a subject-specific ROI for later analysis (except for the analysis confirming the 

specificity of ITPC difference at 37.5 Hz, which is decribed in the next paragraph).  

Fig. 2.2. A subject example for definition of ROI for later analysis. (A) Topography of ITPC values in 

LeadRvsf. ITPC across trials with leading movies presented at the right visual field were calculated. Strongest 

ITPC was clustered at the contralateral (left) visual hemifield.  (B) Topography of ITPC values in LeadLvsf. 

Similar to (A) but for LeadLvsf with opposite pattern. (C) Topographic distribution of ITPC difference between 

LeadRvsf and LeadLvsf (LeadRvsf – LeadLvsf). One electrode showing strongest positive and negative ITPC 

difference was identified as ROI for the left and right hemifield, respectively, as highlighted in this example.  
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At the group level ITPC values were averaged across all subjects for LeadRvsf and 

LeadLvsf conditions, seperately. The difference between the two conditions was statistically 

assessed by means of a two-tailed (alpha = 0.025) paired-sample permutation test (number of 

randomizations = 2000) at the frequency of interest (37.5 Hz) across the time duration from 1s 

Fig. 2.3. Group ITPC distribution. (A) Topography of grand averaged ITPC values at 37.5 ± 2.5 Hz in 

LeadRvsf. ITPC across trials with leading movies presented at the right visual field were calculated between 

1s and 2s upon stimulus onset from 35 to 40 Hz. Strongest ITPC was clustered at the contralateral (left) visual 

hemifield. (B) Same as (A), but for LeadLvsf with opposite pattern. Highlighted electrodes in (A) and (B) 

were channels pre-selected for averaging ITPC from 20-50 Hz as shown in (D) and (E), respectively. (C) 

Topographic distribution of grand averaged ITPC difference between LeadRvsf and LeadLvsf (LeadRvsf – 

LeadLvsf). Cluster-based permutation test indicated statistically significant difference (pcorrected < 0.001) 

between LeadRvsf and LeadLvsf. (D) and (E) Time-frequency representation of ITPC value from 20-50 Hz 

averaged across electrodes highlighted in (A) and (B), respectively. The specificity of high ITPC to 

frequencies around 37.5 Hz can be visually seen. (F) The specificity was statically confirmed by comparing 

the difference (between ITPC values contra- and ipsilateral to the leading movies presented field) vs. zeros. A 

cluster of significant t-values emerged in the frequency range around 37.5 Hz (pcorrected <0.001).  
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– 2s following stimulus onset. Specifically, the significance probability was performed by 

Monte Carlo method and multiple comparisons were corrected by “cluster”. To further confirm 

whether this difference was specific for the frequency of interest, we implemented another 

independent analysis based on posterior electrodes rather than the subject specific ROI 

mentioned above. We firstly averaged time-frequency structured ITPC values across 25 

posterior electrodes (see electrodes highlighted in Fig. 2.3A for LeadRvsf and Fig.3B for 

LeadLvsf) within each hemifield. The same ROI was used for each subject. This was performed 

at single subject level for conditions with leading movies presented at the contralateral and 

ipsilateral visual fields, respectively. Then, the difference between the averaged ITPC values 

for the contralateral and ipsilateral conditions (contra - ipsilateral) were compared against zero, 

from 20-50 Hz (in steps of 2.5 Hz) and 1-2 second (in steps of 50 ms) upon stimulus onset, by 

using a one-tailed paired sample permutation test (number of randomizations = 2000). The p-

value estimation and correction for multiple comparisons were Monte Carlo and “cluster”, same 

as the above analysis. Parameters for the calculation of the effect size was as follows. For each 

participant, ITPC difference was calculated by subtracting the ipsilateral (to the leading movie 

position) ITPC from the contralateral ITPC in the left and right posterior electrodes (25 

electrodes at each hemifield, 50 electrodes in total, as highlighted in Fig.3A and B) at each time 

point of toi (1-2s upon stimulus onset, 0.05 s in steps). Thereafter, ITPC difference averaged 

across 37.5 ± 2.5 Hz was selected for the calculation of effect size. 

2.2.4.4.2. SSVEPS and Measuring Phase Offsets between Left and Right Visual Cortex 

As reported above, one electrode corresponding to the left/right visual cortex was 

selected for each subject as a ROI, which is reflecting the strongest response to the rhythmic 

visual stimulation. To  examine whether the phase lags between left and right ROI were 

consistent with the visual modulation (i.e., 0, 90, 180 and 270 phase lag conditions), we 
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extracted the instantaneous phase for each phase lag condition. Since gamma is notorious for 

its susceptibility to noise, the extraction of instantaneous phases was based on SSVEPs rather 

than on single-trials (Fries et al., 2008).  To increase trial number for the timelocked analysis, 

ROI data were swapped between left and right hemifield for the trials in the LeadLvsf condition. 

As a consequence, the LeadLvsf condition also has the leading movie stimulation projected to 

the left hemifield, similar to the LeadRvsf condition. This hemisphere swapping procedure 

allowed us to include trials in both LeadLvsf and LeadRvsf for the timelocked analysis, with 

the left and right side of visual cortex corresponding to stimulation from the leading movies 

and trailing movies, respectively. As a result, for each participant, there was one SSVEPs for 

each combination of the following two factors: leading/trailing movies by 0/90/180/270 phase 

lags, resulting a total number of 8 SSVEPs. The number of trials for this timelocked analysis 

ranged between 32 and 47.  

At the individual level, a bandpass filter from 35-40 Hz was then applied to the SSVEPs. 

To extract instaneous angles, Hilbert transformation was applied to the SSVEPs and the 

resulting angles were thereafter unwrapped. Instantaneous phase differences between left and 

right ROIs were calculated for each phase lag condition (0, 90, 180 and 270 degrees), with the 

time of interest (toi) from 1s to 2s upon stimulus onset, to avoid any possible contamination 

from stimulus onset and offset (see Clouter et al., 2017; Wang et al., 2018 for a similar 

rationale).  

For group analysis, eight SSVEPs were calculated based on grand averaged SSVEPs 

across participants for each combination of the conditions (i.e. 2 by 4), leading/trailing movies 

by 0/90/180/270 phase lags. The instanteous angles and phase differences were generated with 

the same process as stated above for individuals but based on the grand averaged SSVEPs. The 

V test implemented in the Circular Statistics Toolbox (Berens, 2009) was used to test whether 
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the instantaneous phase differences were uniformly distributed at the same phase as the visual 

stimulation conditions (0, 90, 180 and 270 phase lags).  

2.3. Results 

2.3.1. Behavioural performance 

Recall accuracy did not differ significantly across the four phase offset conditions of 0°, 

90°, 180° and 270° (N =35; one-way repeated measurements ANOVA; F (3,102) = 

0.612, p = .609, ω2 = 0, see Fig. 2.4 and Fig. S6.1). However, it should be noted that there was 

a weak trend for memory accuracy being slightly higher at the 0° phase lag condition as 

compared to the other three phase lag conditions (90, 180 and 270). This trend was more 

obvious visually when showing the accuracy for the four phase lag conditions by subtracting 

individual mean performance across conditions (see Fig. 2.4; and see Fig. S6.1 for data without 

the subtraction). Mean performance ratio for each condition ranges from 0.643 (180°) to 0.659 

Fig. 2.4. Memory performance across 

conditions. Memory accuracy is shown 

after subtraction of individual mean 

performance (N =35). Although one-way 

ANOVA revealed no significant difference 

across conditions, there appeared to be a 

weak trend that memory performance was 

slightly better at 0°. Each dot represents one 

single subject memory accuracy in one 

corresponding phase lag condition. The 

dashed line represents zero. The thick line 

represents mean performance, the shaded 

area shows standard error of the mean, and 

the boxes show 95% confidence level within 

condition. Distributions within condition is 

also available. For memory performance 

without subtraction of individual mean, see 

Fig. S6.1. 
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(0°), with SD ranging from 0.142 to 0.169, showing median difficulty of the task (M = 

0.659, SD = 0.159; M = 0.646, SD = 0.143; M = 0.643, SD = 0.142; M = 0.652, SD = 0.169 for 

conditions of 0, 90, 180 and 270 degrees, respectively). The overall performance appears to be 

higher than previous work using a multisensory association paradigm (Clouter et al., 2017; 

Wang et al., 2018). Bayesian repeated measures ANOVA revealed a Bayes Factor (B10) of 

0.076, suggesting that the null model outperformed our hypothesis. The largest effect size was 

found between 0° and 180° offset conditions (Cohen’s d = 0.2331) and according to this effect 

size, at least 219 subjects are needed to reveal a significant difference in memory performance 

between 0° and 180°.  

To determine if subjects were able to distinguish between synchronous and 

asynchronous movie pairs, d’ was calculated for 34 participants out of 35. One subject was 

excluded for the analysis of the synchrony judgement task because the hit rate was zero. A one-

sample t-test suggested that d’ for the synchrony task was significantly different from zero, t 

(33) = 14.92, p < 0.1e-15, indicating that participants were well able to distinguish between 

synchronous and asynchronous trials.  

2.3.2. ROI and ITPC 

After trial rejection due to EOG thresholding and EEG preprocessing, the total number 

of trials at single subject level across all conditions survived ranges from 135-185 trials (out of 

192), with a mean of 164.63 trials. The number of trials for LeadLvsf condition ranges from 

68-95 trials (mean = 84.37), and that for LeadRvsf condition ranges from 67-96 trials (mean = 

80.26). For each phase offset condition, the range of number of trials is 30 to 47, with a mean 

of 40.71, 40.97, 41.29 and 41.66 for 0°, 90°, 180° and 270° offset condition, respectively.  
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ITPC in the frequency band from 35 to 40Hz was utilized to identify ROIs in each visual 

hemifield for each subject (see Methods section and Fig. 2.2). As expected, stimulation from 

leading movies displayed at the right visual field (LeadRvsf) caused the strongest ITPC in the 

contralateral (left) hemifield, while at the ipsilateral (right) hemifield ITPC is lower for trailing 

movies with various phase onset asynchronies (Fig. 2.2A). A similar result occurred for the 

LeadLvsf condition (see Fig. 2.2B). To cancel out factors that may potentially affect ITPC 

beyond the conditioning, such as common responses to the fixation on the screen centre, a 

contrast between the two conditions (LeadRvsf – LeadLvsf) was calculated which revealed the 

most responsive electrodes for phase modulation observed in each visual hemifield (See 

highlighted electrodes in Fig. 2.2C).  

The averaged topographic pattern of ITPC across participants in the range of 37.5 ± 2.5 

Hz in the left and right hemifields showed a highly consistent pattern across subjects (Fig. 2.3A 

and B). Cluster-based paired-sample permutation tests between LeadRvsf vs. LeadLvsf 

topographic distribution revealed a significant difference during the interval from 1s – 2s upon 

stimulus onset (Fig. 2.3C, pcorrected < 0.001). Grand averaged ITPC from 20-50 Hz across 

electrodes highlighted in Figure 2.3A and B indicate strongest ITPC at the frequency around 

37.5 ± 2.5 Hz for both LeadRvsf and LeadLvsf conditions (Fig. 2.3D and E, see Fig. S6.2 for 

ITPC in other time windows). The specificity for 37.5 Hz was further confirmed by cluster-

based paired-sample permutation test by comparing the resulting ITPC difference (contralateral 

- ipsilateral) with zero (see Fig. 2.3F). The Cohen’s effect size of ITPC difference at posterior 

electrodes (as highlighted in Fig. 2.3A and B) across 37.5 ± 2.5 Hz at toi (1s-2s upon stimulus 

onset) indicated such difference was robust (d = 0.4145, M = 0.0162, SD = 0.0389). These 

results suggested that the aligned phase activity was specific to frequencies around the entrained 

frequency, 37.5 Hz, pcorrected < 0.001.  
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2.3.3. SSVEPs and entrained gamma phase offset 

Band-pass filtered (37.5 ± 2.5 Hz) SSVEPs averaged across subjects are shown in figure 

2.5. These results indeed show different phase lags between leading and trailing movies for the 

4 different phase lag conditions (0, 90, 180 and 270 degrees) at the group level (Fig. 2.5A). 

Closer inspection of the SSVEPs (see Fig. 2.5B) suggests that the phase offsets between leading 

and trailing movies closely followed the phase lags induced by the different stimulation 

conditions (0, 90, 180 and 270 degrees).  

Fig. 2.5. Group SSVEPs and instantaneous phase offset between leading movies and trailing movies. (A) SSVEPs 

band-pass filtered at 37.5 ± 2.5 Hz from -1 to 4 second for leading (blue) and trailing movies (red) in 0°, 90°, 180° and 

270° appeared to have different patterns. (B) A closer inspection of shaded areas in (A). For demonstration purpose, a 

randomly selected area was zoomed in at the right bottom. (C) Instantaneous phase difference between SSVEPs for 

leading and trailing movies for shaded areas in (A) was binned in a circular histogram. The mean resultant vector of 

the instantaneous phase difference in 0°, 90°, 180° and 270° phase lag conditions were represented as dark bars 

(resultant vector lengths are 0.98, 0.99, 0.99 and 0.95, respectively). A V-test confirmed that the phase differences were 

uniformly distributed around the entrained phase offset, with p = 0 for all conditions.  
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In order to statistically test whether the phase offsets between the SSVEPs elicited by 

the leading/trailing movies were congruent with the phase offsets induced by our stimulation, 

the instantaneous phase differences between trailing and leading movies were calculated (see 

Fig. 2.5C; for phase offsets at individual level for each condition, see Fig. S6.3; for phase offsets 

at group level based on group ROI, see Fig. S6.4). The mean phase differences with 95% 

confidence interval are 10.88° ± 1.14°, 101.06° ± 0.84°, 176.09° ± 0.66° and 258.49° ± 1.60° 

for 0, 90, 180 and 270 phase offset conditions, respectively. A V-test was performed on these 

phase differences, which tests the nonuniformity with a known mean direction of circular data. 

The V-test confirmed that the phases from 1s -2s upon stimulus onset were uniformly 

distributed around their entrained phase offset, with p = 0 for all conditions.  

Together, the EEG results demonstrated the feasibility of inducing phase lags between 

the left and right visual cortex at a minimal time interval of 6.67 ms by hemispheric visual 

stimulation.  

2.4. Discussion 

Modulating brain oscillations via rhythmic sensory stimulation opened a new avenue to 

potentially draw causal links between oscillations and cognitive functions. However, such 

usage has so far been limited to low frequencies (Hanslmayr et al., 2019), while the feasibility 

of stimulating at higher frequencies (>30 Hz) has rarely been explored. STDP is a prominent 

theory of a synaptic plasticity mechanism by which synaptic efficiency declines exponentially 

with increasing time delay between pre- and postsynaptic neurons (Bi & Poo, 1998; Song, 2000; 

Caporale & Dan, 2008), and was observed within a critical time window corresponding to 40 

Hz in an study using animal models (Wespatat et al., 2004). Similar observations of STDP in 

human participants have proved to be challenging. As a result, little is known about whether 
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STDP has a similar function and time course in humans compared to animals (Mansvelder et 

al., 2019), and indeed whether it plays an important role in human episodic memory. 

Using rhythmic sensory stimulation, we aimed to drive gamma oscillations at different 

phase offsets between left and right visual cortex at a high temporal precision (i.e., phase delays 

of 90 degrees or 6.67 ms) to investigate a potential role of STDP in human episodic memory. 

Despite observing no effects on memory performance, EEG results demonstrate the feasibility 

of inducing phase offsets at high frequencies, thus preserving the precise timing of the rhythmic 

sensory stimulation. Previous studies demonstrated that EEG/MEG signals show steady-state 

potentials up to 90 Hz (Herrmann, 2001; Zhigalov et al., 2019). However, our study shows, for 

the first time, that phase offsets between two regions in the brain can be controlled at a high 

temporal resolution. We believe this is important as it opens new avenues of investigating the 

neural and behavioural impact of subtle timing differences between large-scale neuronal 

assemblies in humans.  

Despite the successful manipulation of phase lags between left and right visual cortex 

at 0, 90, 180 and 270 degree of 37.5 Hz, only a weak trend of enhanced memory by 

synchronizing gamma between hemifields at 0 degree (see Fig. 2.4) was observed. While the 

electrophysiological results look very clear, the behavioural data are considerably noisier. 

Comparing with the effect size of 0.978 (24 participants and 32 trials per condition) based on 

our previous published results, the largest effect size reached was found between 0° and 180° 

offset conditions (Cohen’s d = 0.2331, 35 participants and 48 trials per condition) in the current 

experiment. Based on the post-hoc effect size, at least 219 subjects are needed to reveal a 

significant difference in memory performance between 0° and 180°. Therefore, it is likely that 

more behavioural data is required to show an effect, while relatively fewer data are needed to 

show an electrophysiological effect.  
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In theory, one possible explanation for this null result is that the chosen frequency of 

stimulation may not be ideal for STDP in human visual cortex during memory encoding. Indeed, 

a wide STDP window determined by cellular mechanisms like NMDA receptors and voltage-

dependent Ca2+ channels was revealed in vivo and vitro studies (Caporale & Dan, 2008), 

consistent with the observed time window for neocortical principal cells (10-30 ms, 

corresponding to 33-100 Hz). More importantly, fast and slow gamma oscillations are likely to 

serve distinct functions in the hippocampus. In rodents, the medial entorhinal cortex (for 

information inputs) and CA3 (essential for information storage) are phase-locked to CA1 at a 

fast (~65-140 Hz) and a slow gamma (~25-50 Hz) rhythm, respectively (Colgin, 2015; Colgin 

et al., 2009). A recent intracranial EEG study shows similar evidence in humans with increased 

fast (60-80 Hz) gamma power indicating successful episodic memory encoding, and enhanced 

slow (40-50 Hz) gamma power indicating successful memory retrieval in the hippocampus 

(Griffiths et al., 2019). Information encoding and retrieval therefore are likely to be 

implemented by different gamma frequency bands. Given the above evidence, it is conceivable 

that fast gamma around 60-80 Hz is critical for STDP in visual cortex for sending information 

to higher level structures (such as the hippocampus), which would explain why stimulating at 

slow gamma (37.5 Hz) did not modulate memory encoding in our study.  

An alternative explanation of the absence of behavioural effects could be that gamma 

phase modulation affects implicit memory, rather than episodic memory (which is inherently 

explicit; Tulving, 1972). Critically, the hippocampus has long been believed to be pivotal for 

episodic memory (Milner, 1966), given that patients with bilateral damage to the hippocampus 

show intact implicit memory but impaired episodic memory (Bechara et al., 1995). While EEG 

results suggest successful gamma phase modulation at visual cortex, it remains unclear if and 

to what extent the hippocampus is affected by rhythmic stimulation. Indeed, SSVEPs appear to 
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become more focal as the frequency increases (Zhigalov et al., 2019). If this is the case, implicit 

memory, which is not dependent on hippocampal function, would be more likely to be 

modulated by gamma. Moreover, given that the stimulation in our study is limited to a single 

modality, it is possible that hippocampus, as the binding centre of affluent information, 

contributes less to unimodal binding. Consistent with this notion, evidence from TMS and fMRI 

studies strongly suggests that priming (a form of implicit memory) is mediated by sensory areas 

that process the primed feature, such as color and location (Kristjánsson & Campana, 2010). 

More interestingly, uni-sensory entrainment at 40 Hz was found to exert alternation on visual 

perception (Elliott & Müller, 1998; Helfrich et al., 2014), suggesting that gamma synchrony 

plays a role in visual binding. In summary, rhythmic visual stimulation at gamma may have 

influenced unimodal implicit memory as it relies on sensory cortex and is independent from 

hippocampal involvement.   

There is evidence, however, that runs counter to the above assertion. Neurons in the 

hippocampus of mice fire when auditorily stimulated at 40 Hz (Martorell et al., 2019), 

indicating that sensory stimulation is able to modulate hippocampus activity; whether this is 

applicable to humans, however, remains unknown. It is also worth noting that Martorell et al.’s 

study only found multisensory stimulation to improve cognition. To further our knowledge 

regarding non-invasive protocols for probing neuronal activation, a better understanding of how 

rhythmic sensory stimulation affects sensory cortex and downstream neural assemblies needs 

to be developed. 

Limitations may arise from the replication of each movie frame six times, potentially 

impacting the effectiveness of entrainment and behavioural effects due to the phenomena of 

repetition suppression (RS) and enhancement (RE). While the combined duration of the six 

duplicated frames sums up to 40 ms, most studies exploring RS and RE effects typically present 
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stimuli for hundreds of milliseconds (e.g., Kuehl et al., 2013; Peykarjou et al., 2014; Stefanics 

et al., 2020). There is limited evidence regarding RS/RE induced by stimulus of very short 

durations. In fMRI studies, contradictory findings were reported with the first stimulus 

presented for 40 ms (Zago et al., 2005) and 50 ms (Müller et al., 2013), where one study 

observed null effects while the other detected repetition suppression. RS/RE effects may 

become apparent with increased repetition frequency, and the direction of suppression and 

enhancement can be manipulated (Müller et al., 2013; Nordt et al., 2016). Notably, even though 

frames were repeated six times in this study, each frame was presented for less than 6.67 ms. 

Additionally, attention may play a role in enhancing responses and potentially counteracting 

repetition suppression (Segaert et al., 2013; Auksztulewicz et al., 2015). Despite participants 

directing their gaze to the screen centre, they were encouraged to actively engage and establish 

associations between the movies. Together, existing evidence offers incomplete explanations 

for the effects of repeated stimuli as presented in the current study. Future research might 

address the repetition issue by increasing movie frame rates using software that incorporates 

motion interpolation and algorithmic frame generation instead of a simple frame duplication 

approach. 

In summary, although no memory effect was found by gamma phase stimulation, the 

EEG results strongly suggest the capability of gamma entrainment to modulate brain 

oscillations among sensory areas with high temporal precision. Our paradigm provides a non-

invasive way to manipulate neural synchrony at high temporal resolution between two brain 

regions. We believe this method makes it possible for future studies to investigate the role of 

timing at high frequencies for behavioural and neural processes in human subjects. Although 

the present application of this method was to investigate the role of STDP on human memory 

formation, other applications in other cognitive domains (i.e., attention) are conceivable.   
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CHAPTER 3: USING HIGH GAMMA RHYTHMIC VISUAL 

STIMULATION TO INVESTIGATE THE ROLE OF STDP IN 

HUMAN EPISODIC MEMORY 

In chapter 2, we conducted an experiment involving luminance modulation of movie 

pairs at 37.5 Hz. This modulation was implemented with four different phase lags to manipulate 

the timing delay between the left and right visual hemifields. The results showed for the first 

time that oscillatory activity can be effectively driven with a temporal precision of 6.67 ms lag 

between neuronal groups. Yet, we did not observe any discernible difference in memory 

performance across the phase lag conditions. This lack of significance could be attributed to 

several challenges. Given these limitations, the focus of the current chapter is on refining the 

experimental paradigm to address these challenges and examine the role of spike timing-

dependent plasticity (STDP) in human episodic memory.  

 

 
 In preparation for:  

 

 

Chen, Q., Shapiro, K. L., & Hanslmayr, S. (in preparation). Using high gamma rhythmic visual stimulation to 

investigate the role of STDP in human episodic memory.   
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3.1. Introduction 

As introduced in Chapter 2, spike timing-dependent plasticity (STDP) is one of the 

critical mechanisms supporting episodic memory for its role in facilitating the precise timing 

and synchronization of neural cell assemblies (Cassenaer & Laurent, 2007; Debanne & 

Inglebert, 2023; Fell & Axmacher, 2011). Synaptic modification critically depends on the 

relative timing of activation between pre- and postsynaptic neurons. The optimal window 

within which the presynaptic neuron leads postsynaptic neuron for the induction of long-term 

potentiation (LTP) is typically between 10-30 ms for neocortical principal cells, corresponding 

to frequencies of 100 to 33 Hz (Abbott & Nelson, 2000; Bi & Poo, 1998; Caporale & Dan, 2008; 

Cassenaer & Laurent, 2007; Juergen Fell & Axmacher, 2011; Jutras & Buffalo, 2010; Stefan et 

al., 2002; Wespatat et al., 2004; Wolters et al., 2003; Zhang et al., 1998).  

However, it is crucial to highlight that recordings in rodent hippocampus and entorhinal 

cortex suggest a different role of fast and slow gamma. Specifically, CA1 fast gamma (>60 Hz) 

synchronizes with entorhinal cortex, which is believed to be responsible for information 

encoding. Conversely, CA1 slow gamma (<55Hz) couples with slow gamma in CA3, a 

hippocampal subfield accountable for information storage (Colgin, 2015; Colgin et al., 2009; 

Zheng et al., 2016; although Schomburg et al., 2014 present slow gamma from 30-80 Hz). This 

was further evidenced by the observing that when freely moving rats increase their running 

speed, there is a frequency increment in fast gamma but not in slow gamma, suggesting a 

correlation between fast gamma and the increase in information coding (Zheng et al., 2015;  

although conflicting findings are discussed in the review by Colgin, 2015)).  

Furthermore, both fast and slow gamma rhythms exhibit distinct phase-locking patterns 

to ongoing CA1 theta phases (Bieri et al., 2014; Colgin et al., 2009; Schomburg et al., 2014; 

Vivekananda et al., 2021). This might link with the findings in the theta rhythms, where 
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different phases of hippocampal theta rhythm are linked to memory encoding and retrieval 

(Hasselmo et al., 2002; Siegle & Wilson, 2014). Similarly, human intracranial EEG studies 

have found that successful episodic memory encoding is associated with increased power in the 

fast gamma range (60-80 Hz), while enhanced memory retrieval is linked to increased power 

in the low gamma range (Griffiths et al., 2019). These findings underscore the distinctive roles 

of fast and slow gamma oscillations in supporting distinct processes in memory. Additionally, 

this differentiation could potentially explain the 'null findings' reported in the preceding chapter, 

wherein slow gamma (37.5 Hz) was employed for entrainment during memory encoding.  

Alternatively, the ‘null findings’ could be attributed to the type of memory measured 

confines to episodic memory (inherently explicit; Tulving, 1972). The formation and retrieval 

of episodic memory relies on the hippocampus, as revealed by studies on patients with bilateral 

hippocampus deficit retain intact implicit memory but impaired explicit memory (Milner, 1966; 

Bechara et al., 1995). It is yet to be determined how far the propagation of gamma entrainment 

could travel and its effect on downstream structures. Critically, whether it travels to the 

hippocampus, given the crucial role of hippocampus in the formation and retrieval episodic 

memory.  

In the previous chapter, the experiment manipulation was based on high frequency 

rhythmic visual stimulation. Despite the attraction of developing high frequency rhythmic 

sensory stimulation (RSS) as a noninvasive clinical tool, its viability entraining deep structure 

has become a hot debate. Gamma entrainment at rat visual cortex, prefrontal cortex and 

hippocampus was observed by delivering 40 Hz LED flicker 1h/day, spanning from seven days 

to 7.5 months (Adaikkan et al., 2019; Martorell et al., 2019). Importantly, this manipulation 

improves cognitive function (Chan et al., 2021 in human) and protects neurons from 
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degenerative factors. However, using a same stimulation protocol, but with different total 

durations, two other independent research groups measuring spike activity in rodent V1 and 

CA1 report similar challenge in observing gamma entrainment beyond (Soula et al., 2023) or 

even within V1 (Schneider et al., 2023). Given these discrepancies, the current experiment will 

also include the measurement of implicit memory.  

In addtion to directly testing implicit memory, using a paradigm testing recognition 

memory can measure both the recognition and implicit memory. The dual-process theories of 

recognition memory proposed that recognition memory is supported by two distinct process, 

i.e., recollection and familiarity. While recollection reflects a thresholdlike retrieval process, 

familiarity reflects a signal-detection process (Yonelinas, 1999; 2002;). The dual-process signal 

detection (DPSD) model in the receiver-operating characteristics (ROC) toolbox (Koen et al., 

2017) was developed on the dual-process and it allows for the estimation of both explicit 

memory (recollection) and implicit memory (faimilarity).   

In traditional analysis of steady-state evoked potentials (SSEPs), which are elicited by 

rhythmic sensory stimulaiton, one or a specific nubmer of electrodes/sensors were chosen as 

ROI. This method is subject to the quality of selected electrodes and is plagued by the subjective 

judgements of determining the optimal number of electrodes. In contrast to this conventialal 

method, rhythmic entrainemnt source separation (RESS; Cohen & Gulbinaite, 2017; Gulbinaite 

et al., 2019; see methods for more details) offers a solution to enhance the signal-to-noise ratio 

(SNR) by combining all electrodes based on a weighted approach. Specifically, RESS computes 

a spatial filter that maximallly differentiates the SSEPs as response to the flickers a the 

frequency of interest, from neighbouring frequencies. By applying this resultant spatial filter to 

the raw data, it allows reconstruction of single-trial data and facilitates further analysis. Taking 
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advantage of this method, the instantaneous phase of induced SSEPs can be extracted and 

compared.  

Expanding on these implications, the current study utilized rhythmic visual stimulation 

to emulate the function of STDP, aiming to investigate the impact of stimulus time delay both 

implicit and explicit memory. Similar to the experiment conducted in the previous chapter, 

movies flickering at a high gamma frequency of 60 Hz were simultaneously presented in the 

left and right visual fields under synchrony (0 ms delay) and asynchrony (8.33 ms delay) 

conditions. The effectiveness of rhythmic visual stimulation in manipulating the inter-hemifield 

phase lag was quantified by the extracting of instantaneous phase from SSVEPs (steady-state 

visual evoked potentials, SSEPs specifically evoked through visual stimulus) reconstructed 

using the RESS method. Participants memorized the association between the pairs of movies, 

which was subsequently tested regarding both implicit and explicit memory.  

Aligned with the expectations derived from the function of STDP, we anticipated that 

enhanced implicit memory would be observed when the time delay is attenuated (corresponds 

to a smaller phase lag). Furthermore, if the entrainment of gamma synchronization entrainment 

imposes effects in the hippocampus, we should be able to detect improved explicit memory 

performance with decreased time delay. 

3.2. Methods 

3.2.1. Participants 

Thirty participants were recruited for the study, with a mean age of 23.43 years (age 

range: 18-33). The participant sample consisted of 56.67% males and 90% right-handed 

individuals. Participants were either compensated with course credit or received financial 

reimbursement for their involvement. However, three participants were excluded from the 
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analysis due to excessive horizontal eye movements, as described below. Additionally, three 

participants were rejected due to a high false alarm rate (>90%) in the memory task. 

Furthermore, one participant was excluded because of an interruption in the EEG recording. 

After these exclusions, a total of 23 participants remained for further analysis, with a mean age 

of 23.35 years (age range: 18-33). The gender distribution among the remaining participants 

was 43.48% male, and 86.96% were right-handed. The study received ethical approval from 

the Research Ethics Committee at the University of Birmingham (ERN_15-0335) and complied 

with the Declaration of Helsinki. 

3.2.2. Experimental design 

3.2.2.1. Stimuli 

A total of 384 three-second movie clips were randomly paired to create 192 pairs for 

the associative memory tasks. Prior to the formal experiment blocks, an additional four movie 

pairs were used in a practice block. All movies used in the study were sourced from previous 

work (Chen et al., 2021) and were emotionally neutral, depicting human or natural activities. 

The movies were resized to 360(W) x 288(H) pixels, and the frame rate was increased from 30 

Hz to 120 Hz by replicating each frame four times using MATLAB scripts (R2017a; The 

MathWorks, Inc., Natick, MA, USA) developed in-house. The random pairing of movies 

resulted in 192 unique associations, with the same pairs used across all participants. 

 The luminance of all movies was sinusoidally modulated from 0% to 100% using a 60 

Hz sine wave. However, the onset phase of the modulation varied depending on the condition. 

Within each movie pair, one movie always served as the leading movie with a 0° onset, while 

the other movie served as the trailing movie with either a 0° or 180° onset. This created two 

phase lag conditions: 0° (synchrony) or 180° (asynchrony) between the leading and trailing 

movies (refer to Fig. 3.1B). There were 96 trials in each condition. In the synchrony condition, 
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both movies within a pair flickered synchronously, while in the asynchrony condition, their 

dynamics developed inversely. Although in the synchrony condition, neither movie was leading 

or trailing, to discriminate the movie used as a cue for memory (as explained below in the 

retrieval phase of section 3.2.2.3, where leading movies always served as the cue), the 

leading/trailing label was retained even in the synchrony condition. The phase lag conditions 

assigned to each set of 96 movie pairs were counterbalanced across participants. 

For the retrieval phase of the memory task (3.2.2.3), the leading movies always served 

as the cue for implicit/recognition memory and remained unaltered throughout all tasks. 

Trailing movies were replaced by static images. These images were obtained by selecting the 

middle frame (the 45th frame, considering the original frame rate of 30 frames per second, and 

90 frames in total for a three-second movie) from the trailing movies mentioned earlier. For 

implicit memory task, to generate unscrambled images, the static images were digitized from 

unit8 to double, and then Fourier-transformed to extract phase and amplitude information. 

Random noise ranging from 0% to 95% was added to the original phase information in 5% 

increments. The noise-added data was inverse-Fourier-transformed to create blurred images 

ranging from 5% to 95% noise. Each blurred image was presented for 150 ms, gradually 

transitioning from 95% to 0% noise, resulting in a 3000 ms unscrambling image during the 

implicit memory test of the retrieval phase (Fig. S7.1). 

All behavioural tasks were programmed using the Psychophysics Toolbox (Brainard, 

1997; Pelli, 1997; Kleiner et al., 2007) in MATLAB (R2015b; The MathWorks, Natick, MA, 

USA). 

3.2.2.2. Experimental procedure 
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Fourteen of the 23 participants included in the study were assessed to be free from 

COVID symptoms 24 hours prior to the experiment due to pandemic restrictions, while other 

participants were recruited before pandemic. All participants were seated in a designated testing 

room, where they completed an EEG safety screening form and provided informed consent for 

the study after being briefed on the experimental procedure. Subsequently, the participants were 

prepared for EEG data collection. Prior to the main tasks, the behavioural tasks were explained 

to the participants, and they were given a practice block to familiarize themselves with the tasks.  
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During the tasks, participants were seated at a distance of 60 cm from the centre of the 

screen, and their heads were positioned and supported by a chin rest. Throughout the task 

duration, a web camera was activated to enable the experimenter to monitor the participants' 

head position and compliance.  

The experiment comprised two main behavioural tasks: (i) a memory task and (ii) an 

EOG (electrooculography) calibration task. Upon completion of the experiment, to obtain more 

Fig. 3.1. Experimental procedure.  The main procedure was encompassed a memory task of 192 trials across 

three blocks and an EOG calibration task. Each memory block contained an encoding phase, a distractor phase 

and a retrieval phase. (A) Encoding phase. Illustrated is an exemplar trial for both the synchrony and asynchrony 

conditions. After a jitter fixation, a movie pair was presented for three seconds, with one displayed on the left 

and the other on the right visual field of a 21-inch CRT screen. The movies centre was positioned at an 

eccentricity of 8.44° visual angles from the centre of the screen. Participants were instructed to maintain their 

gaze on the central cross. Their task was to associate the movie pair for subsequent memory test, followed by 

indicating the ease of the association. The luminance of the movies was modulated at 60 Hz, displayed on a 

screen at a 120 Hz refresh rate. Within each movie pair, one led at 0° onset (leading movie), while the other 

followed at 0° or 180° onset (trailing movie), creating synchronous (0°) or asynchronous (180°) phase lag 

between them.  In synchrony trials, the luminance of the movie pair began at the same phase onset (0°) and 

progressed at the same direction (upper right panel); while in an asynchrony trial, the onset phase and dynamics 

were opposite (low right panel). The leading movie always served as the cue of memory tests in (B). The 

leading/trailing designation was maintained even in the synchrony condition, where neither movie inherently 

led nor trailed, to distinguish the cue for memory. (B) Retrieval phase. The retrieval phase contained implicit 

and recognition memory tests, indicated respectively as ‘IMAGE IDENTIFICATION’ and ‘MOVIE PAIR 

RECOGNITION TEST’, alternating within a block. During the implicit memory test, a letter ‘L’ or ‘R’ was 

presented for 800 ms, indicating the location of the unscrambling image in the left or right visual field. The 

image was paired with a leading movie displayed at the same location as in the encoding phase. Among 64 trials 

in a block, 20 trials were new pairing between the leading movie and trailing unscrambling image. Participants 

identified the content of the unblurring image at their fastest response. The recognition memory test involved 

judging whether the leading movie and the trailing image constituted an old/new pair, based on the encoding 

phase, with three confidence levels. (C) EOG calibration task. This task was used for the identification and 

exclusion of excess eye movement made towards the movies during the memory task. For each trial, participants 

tracked the horizontal movement of a cross that randomly shifted left or right after a fixation of 500-1000 ms. 

The cross was positioned at a visual angle of 8.44°, the same distance as that between the movie and screen 

centre. Participants responded when the cross turned red.  
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accurate electrode interpolations, the 3D geometric locations of each electrode were recorded 

using a Polhemus FASTRAK device (Colchester, Vermont, USA) and Brainstorm software 

(Tadel, Baillet, Mosher, Pantazis, & Leahy, 2011) implemented in MATLAB (R2018a; The 

MathWorks, Inc., Natick, MA, USA). This additional step aimed to enhance the precision of 

electrode placement for subsequent data analysis. 

3.2.2.3. Memory task 

The memory task consisted of three blocks, each comprising an encoding phase, a 

distractor phase, and a retrieval phase. Each trial in the retrieval phase included both an implicit 

and a recognition memory test. Each block consisted of 64 pairs of movies in the encoding 

phase, followed by 64 implicit memory tests and 64 recognition memory tests in the retrieval 

phase. The order of the blocks was randomized for each participant. 

During the encoding phase, each trial presented a pair of movies, with one displayed on 

the left and the other on the right visual field of the screen. The movies centre was positioned 

at an eccentricity of 8.44° visual angles from the centre of the screen (Fig. 3.1A). To ensure 

precise presentation timing, the movies were displayed on a 21-inch CRT screen with a refresh 

rate of 120 Hz and a resolution of 800 pixels width x 600 pixels height. A NVIDIA Quadro 

K600 graphics card (875 MHz graphics clock, 1024 MB dedicated graphics memory; Nvidia, 

Santa Clara, CA, USA) was used for the display. The movies were resized to 250 pixels width 

x 200 pixels height and horizontally aligned with the centre of the screen. The background 

interface was set to grey. Participants were instructed to focus their gaze at the centre of the 

screen and maintain central fixation throughout the presentation of the movies (3 seconds). 

They were encouraged to pay equal attention to both movies and remember the associations 

between the movie pairs by creating associative stories. This is because selective attention 

modulates SSVEPs (Kashiwase et al., 2012; Morgan et al., 1996). Our objective was to establish 
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and maintain sustained and equal attention toward movies presented in both visual fields 

(Müller et al., 2003). After each pair of movies, participants rated the degree of association 

between the two movies on a scale from 1 to 5, reflecting how easily they could associate the 

movies (1: no fit, 5: perfect fit). This judgment task helped maintain participant engagement 

during the encoding phase. 

Following the encoding phase, participants engaged in a distractor task for 30 seconds 

to prevent active rehearsal of the movie pairs. They verbally counted backwards by subtracting 

three from a given random 3-digit number. 

In the retrieval phase, each trial included an implicit and a recognition memory test (Fig. 

3.1B). Either "IMAGE IDENTIFICATION" or "MOVIE PAIR RECOGNITION TEST" was 

displayed for 1000 ms before a jittered fixation (ranging from 500 to 1000 ms) to indicate the 

type of memory test (implicit or recognition). No fixed gaze was required during the retrieval 

phase. The leading movies from the encoding phase were always used as cues in the retrieval 

phase, although participants were unaware of which movies served as the leading or trailing 

ones. 

During the implicit memory test, a leading movie and an unscrambling image were 

simultaneously displayed in the same positions as in the encoding phase for 3 seconds. Before 

that, the location of the unscrambling image was indicated by the letter ‘L’ or ‘R’ for 800 ms. 

As described above in the stimuli section, the unscrambling image was the middle frame 

retrieved from the trailing movie pool. For convenience, the combination of the movie and the 

unscrambling image was referred to as a "movie pair" in this context. Among the 64 pairs of 

movies in a block displayed during retrieval, 20 pairs were recombined to create new pairs. For 

example, in the encoding phase, pairs A (left visual field, LVF) and B (right visual field, RVF), 

C (LVF) and D (RVF), and E (LVF) and F (RVF) were formed. In the retrieval phase, the pair 
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A (LVF) paired with B (RVF) would be an old pair, while the pairs C (LVF) and F (RVF) and 

E (LVF) and D (RVF) would be new pairs. Importantly, the left/right positions of the movies 

in the retrieval phase matched those in the encoding phase. For example, if the leading movie 

was on the right visual field in the encoding phase (Fig. 3.1A), it remained on the right visual 

field in Fig. 3.1B. The number of pairs with leading movies in the left and right visual field was 

counterbalanced. Participants had 3 seconds to identify the content of the unscrambling image 

and were instructed to respond as soon as possible by pressing the spacebar. No further response 

was required to avoid prolonging the task excessively and maintaining attention. As a 

compromise, 10% of the implicit memory tests included a catch trial, in which participants were 

asked to select the image identical to the unscrambling image from a newly introduced lure 

picture. Participants with poor performance on the catch trial would be excluded. Given that no 

fixation was required during this test, participants were expected to utilize the presence of the 

leading movies as a cue to facilitate faster recall and reactivation of the associated trailing 

movies in the case of old pairs, as compared to new pairs. 

The recognition memory test used stimuli and positions identical to those in the implicit 

memory test, except that the unscrambling image was replaced by the original static image 

without noise (Fig. 3.1B). The movie and image were displayed for 3 seconds, and participants 

were allowed to respond as soon as they recall the pair. Simultaneously with the onset of the 

movies, a scale ranging from 1 to 6 was displayed and remained visible until a response was 

received. Participants were instructed to judge whether the static image (from the trailing movie) 

was paired with the leading movie during the encoding phase. The response options included 

"old" or "new" with three confidence levels (1: new very unsure, 2: new, 3: new very sure; 4: 

old very sure; 5: old; 6: very old unsure). 
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3.2.2.4. EOG calibration task 

The EOG calibration task provided a template for monitoring the occurrence of 

horizontal eye movements. The data obtained from this task were utilized to identify and 

exclude trials where overt eye movements were made towards the movies. During the EOG 

calibration task, participants were instructed to visually track a black cross that randomly 

appeared to the left or right of the fixation cross, positioned at a visual angle of 8.44° from the 

screen centre. For each trial, the fixation started at the screen centre for 500 to 1000 ms. 

Following each fixation movement, the fixation cross remained stationary for a variable 

duration ranging from 800 ms to 1200 ms before returning to the centre, indicating the onset of 

the next trial. In total, there were 80 trials, with an equal distribution of leftward and rightward 

movements. Additionally, 10% of the trials served as catch trials, in which participants were 

required to promptly report a color change of the cross from black to red by pressing the space 

button. This arrangement ensured that participants maintained their attention throughout the 

calibration task, contributing to the accuracy of eye movement monitoring. 

3.2.3. Data analysis 

3.2.3.1. EOG calibration 

In order to ensure comparable tracking responses stimulated by movies presented in the 

left and right visual fields, we implemented an EOG calibration procedure to exclude encoding 

trials with overt horizontal eye movements during movie watching. It is important to note that 

the linear relationship between voltage and visual angle allows for the utilization of EOG data 

as an effective eye-tracking measure (Acuna et al., 2014). The same EOG calibration procedure 

was also employed in our previous related study (Chen et al., 2021). Individual thresholds were 

calculated for each participant to exclude trials with excessive HEOG (horizontal EOG) activity, 

and the procedure is described in detail below. 
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Initially, a similar EEG preprocessing procedure was applied to both the EOG and EEG 

data in the memory encoding phase. The EOG data were epoched with a time window of 2000 

ms before and after the onset of the fixation cross, while the memory encoding data were 

epoched from 2000 ms before to 5000 ms after the onset of each movie pair. Subsequently, a 

low-pass filter with a cutoff frequency of 30 Hz was applied to both datasets, followed by 

resampling to 512 Hz. 

Next, the EOG data were carefully examined, and trials with early horizontal eye 

movements (i.e., occurring before the onset of the stimuli movement) and random saccades that 

did not reflect eye tracking of the fixation cross were manually rejected. To detect the voltage 

gradients generated by the eye movements from the movie centre (located at a visual angle of 

8.44°) to the screen centre, we calculated the first derivative using the 'diff' function in 

MATLAB. By identifying the largest peak voltage change within 600 ms after the onset of the 

fixation movement, we averaged this peak value across trials. The resulting value corresponds 

to the individual voltage change generated by the eye tracking from the screen centre to the 

movie centre. To define the threshold for HEOG exclusion, we set it at 50% of this resulting 

value. Encoding trials that exceeded this threshold were subsequently excluded from further 

behavioural and EEG analyses. 

3.2.3.2. EEG acquisition and preprocessing 

We utilized the 128-channel BioSemi ActiveTwo system for EEG data collection. EOG 

was recorded by three additional electrodes. One electrode was positioned 1 cm below the left 

eye, while the other two electrodes were placed 1 cm horizontally apart from the left and right 

lateral canthus, respectively. The online EEG data were sampled at a rate of 2048 Hz using the 

BioSemi ActiView software.  
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All EEG data analysis were performed using the Fieldtrip toolbox (Oostenveld, Fries, 

Maris, & Schoffelen, 2011). The processing steps for EEG data were also described in our 

previous study (Chen et al., 2021). Firstly, the encoding data were segmented into epochs, 

spanning from 2000 ms before to 5000 ms after the onset of the movie pairs. Subsequently, the 

data were bandpass filtered in the range of 1 to 100 Hz. To eliminate line noise, bandstop filters 

were applied to remove line noise between 48-52 Hz and 98-102 Hz. The data was then prepared 

for independent component analysis (ICA). This involved downsampling the data to 512 Hz 

and visually inspecting the channels and trials for muscle artifacts. ICA was used to identify 

and remove components associated with horizontal and vertical eye movements, as well as 

cardiac activity.  

To address rejected channels, we interpolated the missing data using triangulation based 

on the individual electrode locations. Finally, the data were re-referenced to the average of all 

channels, and manual inspection was performed to remove trials with artifacts.  

However, there were noticeable differences in preprocessing data for the calculation of 

spatial filters using the method of rhythmic entrainment source separation (RESS, Cohen et al., 

2017). The steps were the same as the normal preprocessing routine stated above, except that 

1) all ICA components were retained; 2) channels with high variance EEG signal containing 

EMG noise, mostly frontal and temporal, were identified and removed using the Fieldtrip 

ft_rejectvisual function; and 3) rejected channels were simply ignored without interpolation.  

3.2.3.3. Behavioural analysis and ROC model fitting 

In all subsequent behavioural and EEG analyses as detailed below, only trials passed 

the EOG calibration and EEG preprocessing were included. Participants with a total trial 

number below 100 trials were excluded from further analysis, resulting in the inclusion of a 
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total of 23 participants for the subsequent analysis. All behavioural analyses and data 

visualization were conducted in RStudio (R Core Team, 2021). 

Implicit memory test 

Implicit memory was accessed by measuring the reaction time when identifying the 

content of an unscrambling image, presented either with a paired movie or newly assigned 

movie. We expected participants to identify the blurred images with shorter reaction times in 

the condition where they were paired with familiar movies, compared to the condition with new 

pairings, if implicit associative memory played a role. Thus, we compared the reaction times 

(RT) for identifying blurred images between the old and new pair conditions. Because the 

number of trials in the old condition almost doubled that of new pairs, the comparison was 

carried out by a Wilcoxon signed rank test. For the comparison, outliers where RT was less 

than 1.96 standard deviation below the mean were excluded. To foreshadow the results of this 

analysis, no difference was found between the old and new pair conditions. Consequently, no 

further analysis was conducted for the implicit memory test. 

Recognition memory test 

In the recognition memory test, participants were required to judge whether a given 

static image had been paired with the preceding movie. Ratings were provided on a scale of 1-

6, encompassing old/new judgments with three confidence levels (1: new very unsure, 2: new, 

3: new very sure; 4: old very sure; 5: old; 6: very old unsure). These responses were fitted to 

the dual-process signal detection (DPSD) full model in ROC toolbox (Koen et al., 2017) which 

posits that recognition memory is supported by two distinct processes – recollection and 

familiarity. Various parameters, including recollection of oldness, recollection of newness, 

familiarity, and area under the curve (AUC), were estimated and compared between the 
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synchrony and asynchrony conditions using one-tailed paired sample t-tests. Bonferroni 

correction was used for multiple comparisons correction. Effect size of statistical comparisons 

was estimated according to the method suggested by Cohen (2013).  

3.2.3.4. Validation of gamma phase entrainment 

This section of EEG analysis aimed to validate the efficacy of gamma phase entrainment 

to both the left and right visual cortices, specifically at a frequency of 60 Hz and at phase lags 

of 0° or 180°. To achieve this, we first examined whether the left/right visual cortices 

specifically entrained to the 60 Hz movies. Next, we employed rhythmic entrainment source 

separation (RESS; Cohen & Gulbinaite, 2017), a spatiotemporal source separation method, to 

reconstruct the single-trial EEG response to the flickers. RESS functions by combining all 

electrodes through a weighted combination determined by the RESS filter. This method 

enhances signal-to-noise ratio (SNR) compared to the traditional approach of designating 

specific electrodes as region of interest (ROI), thereby eliminating subjectivity in ROI selection. 

 It is important to note that all EEG analyses conducted within this section was based 

on EEG data collected during the memory encoding phase, where stimulus onset refers to the 

onset of movie pairs. Further elucidation on the analysis protocol is provided below. 

Examination of phase entrainment at 60 Hz 

To investigate the EEG response to the 60 Hz flickering movies, we computed the inter-

trial phase coherence (ITPC) as an indicator for consistent phase entrainment across trials. First, 

we organized trials based on the location of leading movies (the location was consistent between 

encoding and retrieval phase), either in the left or right visual field. We expected ITPC to be 

attenuated for the cue-at-right-visual-field condition (LeadRvsf) due to the cancellation effect 

caused by the 0° and 180° movies at the right visual field, while remaining robust in the left 
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visual field. The reverse pattern was expected for the cue-at-left-visual-field condition 

(LeadLvsf). 

In practice, this analysis was performed for each participant. ITPC values were 

computed within a frequency range of 40 to 80 Hz, in steps of 2 Hz, within a time window of -

1000 to 3750 ms relative to stimulus onset, across all 128 channels. We used a dpss multitaper 

approach for this calculation, with one taper for each frequency of interest (FOI). The multitaper 

method performed a time-frequency transformation by multiplying in the frequency domain 

with a sliding time window of 500 ms. The topographical distribution of ITPC strength at 60 

Hz in the LeadLvsf and LeadRvsf conditions is shown in Figure 3.5A and B, respectively. To 

confirm whether the entrainment was confined to the left and right visual region, ITPC at 60 

Hz was contrasted between the LeadLvsf and LeadRvsf conditions (Rvsf minus Lvsf). The 

inter-condition difference was subjected to a two-tailed (alpha = 0.05) paired-sample cluster-

based permutation test with 2000 randomizations at the group level. The selected time window 

of interest (TOI) was 500-2500 ms after stimulus onset. This TOI choice was consistent with 

previous studies (Chen et al., 2021; Clouter et al., 2017; Wang et al., 2018) that employed a 

similar paradigm at lower frequencies. Additionally, this choice minimized potential 

interference from stimulus onset and offset effects and balanced with the low SNR of high 

frequency entrainment. Significance probability was estimated by means of the Monte Carlo 

method.  

It was observed that LeadRvsf contained a greater number of trials than LeadLvsf, 

potentially bias the ITPC comparison between conditions. To address this, we performed 

supplementary analysis to compute and contrast pairwise phase consistency (PPC, Vinck et al., 

2010) for LeadLvsf and LeadRvsf. PPC serves as a measure of phase coherence similar to ITPC 

but is unaffected by trial number bias. The PPC calculation followed by the procedure outlined 
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by Vinck et al. (2010), with the same dpss multitaper approach and parameters employed as 

those for the ITPC calculation described earlier.  

While ITPC manifested a peak at 60 Hz for both hemifields (Fig. 3.5D and E), we 

carried out further analysis to confirm the specificity at this freuqency. This analysis was 

confined to channels A5-A18, D16-D17, and D24-D32 for the left hemifield (highlighted 

channels in Fig. 3.5B), and A26-A32, B2-B19, and C1-C16 for the right hemifield (highlighted 

channels in Fig. 3.5A). First, for both LeadRvsf and LeadLvsf, the ITPC difference between 

contralateral and ipsilateral hemifields relative to the leading movie were calculated for 40-80 

Hz, following the identical dpss multitaper approach described above. The expectation was for 

ITPC to peak in the contralateral hemifield, while remaining low in the ipsilateral hemifield. 

Importantly, this ITPC difference between the two hemifields was expected to be specific to 60 

Hz. Second, the ITPC difference between the two hemifields (contralateral-ipsilateral) was 

calculated for the 40-80 Hz range and then averaged across LeadRvsf and LeadLvsf. This 

resultant ITPC difference was compared against zero by a one-tailed (alpha = 0.05) paired-

sample Monte Carlo cluster-based permutation test with 2000 randomizations, conducted 

within a TOI of 500-2500 ms upon movie onset.  

The verification of inter-hemifield phase lag for synchrony and asynchrony conditions 

To address the challenge of low SNR inherent to high frequency entrainment, we 

implemented the rhythmic entrainment source separation (RESS; Cohen and Gulbinaite, 2017) 

method and analyzed the Steady-State Visual Evoked Potentials (SSVEPs; Müller et al., 2003, 

2006) for this part of analysis. The goal was to extract the inter-hemifield phase lag 

corresponding to both the synchrony and asynchrony conditions based on the reconstructed 

SSVEPs obtained through RESS. Below are the details of the process.  
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The core idea behind the RESS method is to construct a single weighted combination 

of all electrodes by multiplying the RESS filter – a linear spatial filter – with the EEG time 

series data. The RESS filter was defined as the eigenvectors with the maximum eigenvalue 

possessing the highest SNR, which maximally differentiates two covariance matrices (Fig. 3.2). 

In our study, these covariance matrices embody a signal covariance matrix centred at the 

frequency of interest (FOI; 60 Hz, signal, S) and a reference covariance matrix at neighbouring 

frequencies (60±2 Hz, reference, R). The RESS method surpasses the traditional approach of 

designating the best electrodes as ROI, as it substantially improves SNR by effectively 

mitigating potential noise from the electrodes with the maximum or minimum effect. Moreover, 

this approach eliminated subjectivity in determining the optimal number of electrodes for ROI.  

To ensure the validity of the RESS filter, it was crucial to maintain the spatial location 

of the stimulus constant. Given that the movies were concurrently presented on both the left 

and right visual fields, albeit with distinct onset phases, we independently computed RESS 

filters for the left and right visual cortices to eliminate interference from each other. First, the 

encoding data were specifically preprocessed for the RESS filter calculation. This included 

retaining all ICA components and removing noisy channels affected by muscle artifacts without 

interpolation using the Fieldtrip ft_rejectvisual function (details in the preprocessing section). 

Second, based on the spatial location of the leading movies in the asynchrony condition, the 

data were further conditioned as LeadRvsf180 and LeadLvsf180, representing leading movies 

in the right and left visual fields, respectively. In the synchrony condition, where both movies 

began at identical onset phases, trials were concatenated irrespective of the spatial position of 

the leading movie. The RESS filters for the left and right hemifields were separately calculated 

for the LeadRvsf180, LeadLvsf180, and synchrony conditions. The left hemifield included 

channels A1-A25, C17-C32, and D1-D128, while the right hemifield included channels A1-A4, 
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A19-A32, B1-B32, and C1-C16 (see electrodes highlighted in Fig. 3.2 top panel). The channels 

at the antero-posterior midline were included for both hemifields.  

Temporal filtering with narrow-band Gaussian filters was applied to the preprocessed 

data in each condition and hemifield (3 conditions x 2 hemifields). For the signal covariance 

matrices (S matrix), the filter centred at 60 Hz had a full width at half-maximum (FWHM) of 

0.6 Hz. For the neighbouring (reference) covariance matrices (R matrix), the filter was centred 

at 58 and 62 Hz, respectively, with an FWHM of 1 Hz. We utilized the filtered signal and 

reference data from 500 to 2500 ms after movie stimulus onset to compute the S and R matrices, 

respectively. This time window aimed to balance between minimizing stimulus onset and offset 

effects on the spatial filter while ensuring a longer epoch for high SNR. As a result, each 

hemifield in every condition had one S matrix and two R matrices (for upper and lower 

neighbours, Fig. 3.2). The final R matrix was obtained by averaging the two R matrices centred 

at the upper and lower neighbouring frequencies (see equation (1)). Additionally, to reduce the 

influence of noise on the eigendecomposition results, one percent of the average eigenvalues, 

as shrinkage regulation, were added to the diagonals of the R covariance matrix (see equation 

(2); also see Gulbinaite et al., 2019). Third, we performed generalised eigendecomposition on 

the S and the final R covariance matrix (R in equations (2) and (3)) to construct spatial filters 

(W, see equation (4)): 

covR = (covRupper + covRlower)/2                                                                   (equation 1) 

R = covR + 0.01*diag(diag(covR))                                                              (equation 2) 

SW = RWλ                                                                                                     (equation 3) 

[W, λ]= eig(S, R)                                                                                           (equation 4) 



Chapter 3 high gamma VSS and STDP  

 

58 
 
 

Here, W represents the matrix of eigenvectors, and λ is a diagonal matrix of eigenvalues. 

Each column of W represents one combination of electrode weights, and typically, the column 

with the largest eigenvalue is used as the spatial filter to reconstruct the RESS component time 

series. However, the spatial filters with the six max eigenvalues were compared in terms of 

SNR for maximizing EEG signals at the flicker frequency from the neighbouring frequencies. 

SNR was obtained by dividing the power spectra at the flicker frequency from the neighbouring 

frequencies, based on the reconstructed RESS component time series. The spatial filter with the 

highest SNR was ultimately adopted for the reconstruction of the RESS component time series 

(Fig. 3.2 upper right panel). The sign of the spatial filters was manually adjusted to align with 

the expected positive cluster in the left or right visual hemifield. 
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As a result, six spatial filters were obtained for each participant (LeadRvsf180, 

LeadLvsf180, and synchrony by left/right hemifield) for the reconstruction of single-trial data 

in each condition and hemifield. These reconstructed data were subsequently used for the 

Fig. 3.2. RESS time series reconstruction procedure. The RESS filter computation was performed 

separately for the left and right hemifield (electrodes highlighted in the top left panel), and for the conditions 

of synchrony, LeadLvsf180 and LeadRvsf180, respectively. For Signal (S) and Reference (R), the channel-

wise covariance matrix was calculated using Gaussian-filtered preprocessed data, centred at the FOI of 60 Hz 

FOR S matrix and its adjacent lower and upper frequencies for the R matrix. A generalised 

eigendecomposition was employed to determine the eigenvectors that effectively differentiated the S matrix 

from R matrix. The SNR was compared among the six highest eigenvalues (upper right). The eigenvectors 

corresponding to the eigenvalue exhibiting the highest SNR were chosen as the RESS filter. To ensure 

alignment with anticipated positive clusters in the left or right visual area, the sign of the RESS filter was 

manually adjusted. Subsequently, the RESS filter multiplied the raw channel data to reconstruct single time 

series (lower right). The power spectrum of an exemplar reconstructed time series in the right hemifield 

revealed a peak at FOI, while supressing other frequencies (lower left).  



Chapter 3 high gamma VSS and STDP  

 

60 
 
 

SSVEPs analysis. The single-trial data were grouped according to synchrony/asynchrony and 

whether the entrainment was attributed to the leading/trailing movies, yielding the synchrony-

leading, synchrony-trailing, asynchrony-leading and asynchrony-trailing conditions. Time-

locked analyses were conducted for each participant for these four conditions, resulting in one 

SSVEPs for each condition.  

For each participant, the SSVEPs were prepared for Hilbert transform by applying a 

bandpass filter from 56 to 64 Hz. The resulting angles derived from the Hilbert transform were 

unwrapped to calculate the instantaneous phase difference between the leading and trailing 

movies in both the synchrony and asynchrony conditions. To minimize potential influence from 

stimulus onset and offset, the time of interest (TOI) used for analysis was set from 1000-2000 

ms upon stimulus onset, following similar rationale as previous studies (Chen et al., 2021; 

Clouter et al., 2017; Wang et al., 2018). 

In the subsequent group analysis, the SSVEPs were averaged across all participants for 

each condition. We adhered to the same procedure as in individual analysis to calculate the 

instantaneous angles and phase difference between the left and right ROIs, albeit based on the 

grand averaged SSVEPs. The alignment between the distribution of instantaneous phase 

difference (brain responses) and the phase lag conditions (stimulus lag) was assessed using the 

V test from the Circular Statistics Toolbox (Berens, 2009). 

3.2.3.5. Single-trial phase bin sorting and ROC fitting 

Alongside the behavioural analysis comparing recognition memory performance 

between the synchrony and asynchrony conditions, we undertook a single-trial analysis 

employing phase bin sorting. This approach aimed to achieve a better signal-to-noise ratio (SNR) 

and compare memory performance between conditions with the shortest and longest time lag 
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between leading and trailing movies. The single-trial analysis phase bin sorting was conducted 

based on the RESS-reconstructed time series, as described in the previous section (3.2.3.4).  

There were six spatial filters obtained for each participant (LeadRvsf180, LeadLvsf180, 

and synchrony by left/right hemifield), which were utilized for the reconstruction of single-trial 

data for each condition and hemifield. To extract the instantaneous phase of the single-trial 

EEG time series data for the leading and trailing movies, the single-trial data were first band-

pass filtered from 59-61 Hz. Subsequently, a Hilbert transformation and unwrapping were 

applied to acquire the instantaneous single-trial phase difference between the leading and 

trailing movies. This calculation was performed within a time window of 1000 to 2000 ms after 

stimulus onset. Single-trial phase bin sorting was performed based on the mean phase difference, 

calculated using the cir_mean function implemented in the Circular Statistics Toolbox (Berens, 

2009). This resulted in the following eight phase bins: 0°-45°, 45°-90°, 90°-135°, 135°-180°, 

180°-225°, 225°-270°, 270°-315° and 315°-360°.  

Aligned with the function of STDP, we hypothesised that recognition performance 

would exhibit enhancement with decreasing delay that trailing movies tracing leading movies. 

Thus, we sought to compare recognition performance between the shortest and the longest delay. 

To ensure the robustness of comparisons, we set a threshold of at least 20 trials in each phase 

bin condition. However, due to the limited trial number in the 0°-45° vs. 315°-360° (N=10 out 

of 23) or the 0°-90° vs. 270°-360° (N=14) conditions, the subsequent ROC fitting of 

behavioural performance was confined to the comparison between the 0°-135° vs. 225°-360° 

(N=19).  

During the recognition memory test, participants judged whether a given static image 

retrieved from the trailing movie pool was paired with the leading movie in the encoding phase, 

using a scale of 1-6 that included "old" or "new" with three confidence levels (1: new very 
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unsure, 2: new, 3: new very sure; 4: old very sure; 5: old; 6: very old unsure). The response data 

were fitted to the DPSD full model, which assumes that recognition memory is supported by 

two qualitatively distinct processes: recollection and familiarity. Parameters, i.e., recollection 

of oldness, recollection of newness, familiarity, and area under the curve (AUC) were estimated 

and subsequently compared between the 0°-135° and 225°-360° phase bins using a one-tailed 

paired-sample t-test (alpha = .05). Bonferroni correction was used for multiple comparisons 

correction. Furthermore, for each comparison, we calculated Cohen’s d as the effect size by 

dividing the absolute mean difference by the standard deviation of the difference between the 

phase bins.    

3.3. Results 

3.3.1. Behavioral performance 

The behavioural performance analysis includes implicit and recognition memory 

assessments. To ensure the analysed trials accurately reflect behaviour affected by phase 

modulation, a calibration procedure for horizontal electrooculogram (HEOG) was applied prior 

to the behavioural analysis. Additionally, any trials that were discarded during EEG 

preprocessing were also excluded from the analysis. 

Fig. 3.3. Implicit associative memory performance. 

There was no significant difference in reaction time for 

identifying the content of unscrambling images between 

the old and new pair conditions. The plot includes Gaussian 

Kernel probability density, scatter representing individual 

data, and box plots. The median is indicated by the centre 

line, while the box boundaries correspond to the 25th and 

75th percentiles. The whiskers represent 1.5 times the 

interquartile range.  
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Following the application of HEOG calibration and the removal of rejected trials, an 

average of 156 trials (ranging from 109-189) remained for further analysis. The trial number 

varied from 55-95, with a mean of 77 trials for the synchrony condition, and ranged from 54-

94, with a mean of 79 trials for the asynchrony condition. It is noteworthy that fewer trials were 

retained in the synchrony condition compared to the asynchrony condition (t22 = 2.3844, p 

= .0262). 

Regarding the implicit associative memory test, participants were expected to respond 

more quickly when the pair remained intact (for trial numbers, M=109, range from 89-131) 

compared to newly assigned pairs (M=49, range from 41-60). However, the Wilcoxon signed-

rank test indicated no significant difference between the old and new pairs (Z = 0.2281, p = 

0.5902, one-tailed, Cohen’s d =0.0693, Fig. 3.3). Consequently, no further comparison of 

implicit associative memory performance was conducted between the synchrony and 

asynchrony conditions due to the absence of implicit associative memory observed in the test.  
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During the recognition memory test, participants' responses were categorized into six 

levels including old/new, with three confidence levels. These responses were then fitted to the 

dual-process signal detection (DPSD) full model, which estimated several parameters including 

recollection of oldness, recollection of newness, familiarity, and the area under the curve 

(AUC). Subsequently, these parameters were compared between the synchrony and asynchrony 

conditions (Fig. 3.4). However, paired-sample t-test analysis indicated no significant difference 

in the estimated parameters between the synchrony and asynchrony conditions (t 22 = 0.4954, p 

= 0.3126, Cohen’s d = 0.1033 for recollection of oldness; t 22 = 0.2476, p = 0.4034, Cohen’s d 

Fig. 3.4. Comparison of estimated recognition memory 

parameters using ROC analysis between synchrony and 

asynchrony conditions. The ROC toolbox was employed 

to fit recognition memory performance (old/new with three 

confidence levels), allowing estimation of recollection of 

oldness, recollection of newness, familiarity, and AUC. No 

significant differences were observed between the 

synchrony and asynchrony conditions for these four 

parameters. The median is indicated by the centre line in 

the box plot, while the box boundaries correspond to the 

25th and 75th percentile. The whiskers represent 1.5 

times the interquartile range. 
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=0.0516  for recollection of newness; t 22 = 0.3239, p = 0.3745, Cohen’s d = 0.0675 for 

familiarity and t22 = 0.4952, p = 0.3127, Cohen’s d = 0.1033 for AUC; one-sided; Bonferroni 

corrected p = 1 for all parameters). Therefore, no significant variations were observed in the 

measured parameters regarding memory performance between the two conditions.  

Fig. 3.5. Group ITPC distribution. (A) The topography of grand-averaged ITPC across participants at 60 

Hz for the LeadLvsf condition. ITPC values were computed across trials where leading movies were presented 

in the left visual field, spanning from 0.5s to 2.5s post-stimulus onset. As anticipated, the most pronounced 

ITPC values manifested in the contralateral (right) visual hemifield. (B) Similar to (A), but for the LeadRvsf 

condition, a reversed pattern emerged. Highlighted electrodes in (A) and (B) were channels pre-selected for 

averaging ITPC in the 40-80 Hz range, as depicted in (D) and (E), respectively. (C) Topographic distribution 

of grand averaged ITPC difference between LeadRvsf and LeadLvsf (LeadRvsf – LeadLvsf). Cluster-based 

paired sample permutation test indicated difference between the two conditions in the left hemifield (pcorrected 

< 0.01, electrodes highlighted in thick black dots), but not the right hemifield (pcorrected = 0.0970, electrodes 

highlighted in thick grey dots). (D) and (E) ITPC from 40-80 Hz extending from 0.5s to 2.5s showed a peak 

at 60 Hz for both the LeadLvsf and LeadRvsf conditions. (F) The specificity at 60 Hz was statically validated 

by comparing the difference (between ITPC values contralateral and ipsilateral to the leading movies’ 

presented field) versus zeros (pcorrected < 0.0001 for the left cluster; pcorrected < 0.001 for the right cluster). 
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3.3.2. ITPC and SSVEPs revealed gamma phase entrainment at 60 Hz 

To validate gamma entrainment to both left and right hemifield, we used inter-trial phase 

coherence (ITPC) as an indicator for consistent phase entrainment across trials. Preprocessed 

EEG trials were concatenated according to the location of the leading movie, either in the left 

or right visual field. This yielded two distinct conditions, denoted as LeadLvsf and LeadRvsf. 

Anticipating that ITPC would be more pronounced in the contralateral hemifield to the side of 

the leading movies, we observed a stronger ITPC in the right hemifield for LeadLvsf (Fig. 3.5A) 

and in the left hemifield for LeadRvsf (Fig. 3.5B), aligning with our expectations. 

Further, a cluster-based paired sample permutation test revealed significant differences 

in the ITPC topographical distribution at 60 Hz between LeadRvsf vs. LeadLvsf. Specifically, 

the LeadRvsf exhibited stronger ITPC in the left posterior area compared to LeadLvsf (pcorrected 

<0.01), suggesting robust phase tracking to the lead movies when presented at the right visual 

field. However, the permutation test did not reveal significantly stronger ITPC in the right 

posterior area in the LeadLvsf condition compared to LeadRvsf (pcorrected = 0.0970).  

The enhanced ITPC found in the left posterior area in the LeadRvsf might be attributed 

to the difference in trial numbers between conditions. Indeed, LeadRvsf contained more trials 

than LeadLvsf (for LeadLvsf, M = 72.4348, range from 51-86; for LeadRvsf, M = 83.7391, 

range from 58-105; t= -5.7019, p < 0.0001, two-sided), and ITPC tends to be more stable with 

a larger number of trials. To survey this possibility, we carried out an additional analysis 

comparing pairwise phase consistency (PPC) between the two conditions. Since PPC is similar 

to ITPC but unbiased by trial number disparities, the results corroborated the ITPC findings 

(Fig. S7.3).  Specifically, PPC exhibited stronger phase coherence in the left posterior area for 

LeadRvsf vs. LeadLvsf (pcorrected <0.01), while no significant difference was observed in the 

right posterior region ((pcorrected =0.0935), where stronger PPC was expected for LeadLvsf. 
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Illustrating the gamma entrainment further, the grand averaged ITPC across the 

highlighted electrodes in Figure 3.5A and B exhibited the most pronounced ITPC at 60 Hz for 

both the LeadRvsf and LeadLvsf conditions (Fig. 3.5D and E, refer to Fig. S7.2 for ITPC in a 

full epoch window). This specificity of gamma phase entrainment at 60 Hz was further 

Fig. 3.6. Group SSVEPs and instantaneous phase lag between the leading and trailing movies in the 

synchrony and asynchrony conditions. SSVEPs band-pass filtered at 60 ± 4 Hz from -1 to 4s for leading 

(turquoise) and trailing movies (brown) in the synchrony (A) and asynchrony (B) conditions. (C) 

Instantaneous phase difference between SSVEPs for leading and trailing movies spanning from 1-2s post-

stimulus (shaded area in (A) and (B)) was binned in a circular histogram (blue bars). The mean resultant 

vector of the instantaneous phase difference in the synchrony and asynchrony conditions were represented in 

black bars (resultant vector lengths were 0.9558 and 0.9938, respectively). The uniformity of phase difference 

distribution was confirmed by V-test for both conditions.  
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confirmed by additional analysis (Fig. 3.5F). The ITPC was expected to peak at the contralateral 

hemifield to the location of leading movies, while remaining low at the ipsilateral hemifield. 

Accordingly, the anticipated peak of ITPC difference between contralateral and ipsilateral 

hemifields was confirmed at 60 Hz in the comparison of differences within 40-80 Hz range, 

corroborated by paired-sample Monte Carlo cluster-based permutation test (Fig. 3.5F; pcorrected 

<0.0001 for the left cluster; pcorrected <0.001 for the right cluster).  

The inter-hemifield phase lag at 60 Hz was verified by the extraction of instantaneous 

phase from the reconstructed Steady-State Visual Evoked Potentials (SSVEPs) using rhythmic 

entrainment source separation (RESS). RESS filter aims to separate rhythmic activity at the 

frequency of interest (FOI; 60Hz, as the signal covariance matrix, S) from neighbouring activity 

(60±2 Hz, as the reference covariance matrix, R) by finding the eigenvectors that maximize 

their difference. The resulting eigenvectors are then multiplied by the original EEG data to 

reconstruct a single weighted combination of all channels time series. A pivotal prerequisite for 

RESS reconstruction is to maintain the flickering stimulus location constant across trials. 

Nevertheless, our study presented movies at both the left and right visual fields, with opposing 

phase onsets in the asynchrony condition. To ensure the fidelity of the reconstruction, the RESS 

filters were computed separately for the left and right hemifields. Moreover, the asynchrony 

condition was further subcategorized into LeadRvsf180 and LeadLvsf180, representing the 

spatial location of leading movies at the right and left visual field, respectively. As a result, for 

each participant, there were six RESS filter calculated (synchrony/LeadRvsf180/LeadLvsf180 

by left/right hemifield). 

For the RESS reconstruction, there was an average of 77 trials (ranging from 55-95) 

included for synchrony trials, an average of 42 trials (ranging from 31-56) for LeadRvsf180 

trials, and an average of 37 trials (ranging from 23-44) for LeadLvsf180 trials. 
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The reconstructed single-trial data were grouped into four conditions, based on the 

synchrony/asynchrony condition and whether the entrainment was attributed to the leading or 

trailing movies. These conditions were synchrony-leading, synchrony-trailing, asynchrony-

leading and asynchrony-trailing. Subsequent time-locked analysis showed that in the synchrony 

condition, the SSVEPs (56-64Hz) of leading and trailing movies were in-phase, while in the 

asynchrony condition, they exhibited opposing phases (Fig. 3.6 A and B). The V test (Berens, 

2009) confirmed that the instantaneous phase lag between 1000-2000 ms aligned with the phase 

lag conditions (V = 481.221, p = 0 for synchrony; and V =509.1903, p = 0 for asynchrony, Fig. 

3.6 C).  

3.3.3. Single-trial analysis found improved recognition memory with shortest phase delay 

Even though no significant difference in recognition memory performance was 

observed between the synchrony and asynchrony conditions, we speculated that this could be 

attributed to the challenges of low SNR in effectively modulating phase lag at single-trial level. 

To address this, we employed a single-trial phase bin sorting approach based on the previously 

reconstructed time series using RESS.  

Single-trial neural responses at 60 Hz were separately reconstructed for the left and right 

hemifields (highlighted electrodes in Fig. 3.2 top panel) using RESS. Instantaneous phase 

extraction followed a similar procedure to the SSVEPs analysis but with a narrower band width 

of 59-61 Hz. The resulting phase differences, obtained by subtracting the phase entrained by 

trailing movies from that by leading movies (leading movies – trailing movies), were then 

sorted into eight distinct phase bins, i.e., 0°-45°, 45°-90°, 90°-135°, 135°-180°, 180°-225°, 

225°-270°, 270°-315° and 315°-360°.  

In line with the principles of STDP, we hypothesized that recognition performance 

would exhibit enhancement as the delay between leading movies followed by trailing movies 
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decreased. With this rationale, we aimed to compare recognition performance between the 

conditions representing the shortest and the longest delays. In order to ensure the robustness 

and reliability of the comparisons, we established a criterion of having at least 20 trials in each 

phase bin condition. The number of trials in each phase bin is available in Fig. S7.4. However, 

due to the limited number of trials available in the 0°-45° vs. 315°-360° (N=10 out of 23) and 

the 0°-90° and 270°-360° (N=14) conditions, our subsequent analysis of behavioural 

performance was restricted to the comparison between the 0°-135° vs. 225°-360° conditions 

(N=19, Fig. 3.7A). This comparison represented delays of 0-6.25 ms vs. 10.41-16.67 ms. 

Behavioural responses from the recognition memory test were fitted to the DPSD full model 

using the ROC toolbox. A one-tailed paired-sample t-test revealed improved recognition 

memory performance in the 0°-135° condition compared to 225°-360°, as evidenced by a larger 

AUC (t 18 = 2.3406, p = 0.0155; Cohen’s d = 0.5542; Fig. 3.7B).  

However, it is important to note that this AUC difference did not survive Bonferroni 

multiple comparison correction (pcorrected = 0.0619). No difference was found for recollection of 

oldness (t 18 = 0.7215, p = 0.23; Cohen’s d = 0.1303), recollection of newness (t 18 = -0.9739, p 

= 0.8285; Cohen’s d = -0.2430) or familiarity (t 18 = 1.4644, p = 0.0802, Cohen’s d = 0.3772). 

For recollection of oldness, recollection of newness and familiarity, the corrected p-values were 

0.9596, 1 and 0.3207, respectively. Nonetheless, both the AUC and familiarity comparisons 

showed a medium effect size.  

Collectively, our study effectively manipulated gamma phase lag at the group level by 

presenting movies pairs with luminance modulation. However, despite this manipulation, we 

did not observe any significant impact of this phase lag modulation on immediate implicit 

memory or recognition memory. However, findings from the analysis of reconstructed single-

trial phase bin sorting disclosed a noteworthy trend, i.e., shorter time delays linked to enhanced 
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recognition memory, aligning with the function of STDP. Nevertheless, it is worth noting that 

this observed advantage in memory performance did not withstand correction for multiple 

comparisons.  

Fig. 3.7. Single trial phase bin sorting and 

behavioural performance fitted in ROC. (A) The 

single-trial instantaneous phase differences between 

leading and trailing movies, reconstructed using 

RESS, were categorized into eight distinct phase 

bins: 0°-45°, 45°-90°, 90°-135°, 135°-180°, 180°-

225°, 225°-270°, 270°-315° and 315°-360°. To 

ensure a comparison of memory performance 

between conditions with the shortest and longest 

phase lags, while maintaining a balanced inclusion 

of sufficient trials, the phase bins of 0°-135° and 

225°-360° were contrasted. (B) A notable 

enhancement in recognition memory performance 

was observed in the 0°-135° condition when 

contrasted with the 225°-360° condition, as 

evidenced by a notably larger AUC. There were no 

discernible differences found in terms of recollection 

of oldness, recollection of newness or familiarity. 

However, the difference in AUC did no remain 

significant after multiple comparison correction.  
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3.4. Discussion 

Spike timing dependent plasticity (STDP) plays a pivotal role in neural communications 

and plasticity between assemblies (Debanne & Inglebert, 2023; Juergen Fell & Axmacher, 

2011). The efficiency and direction of synaptic plasticity depend on the activation time delay 

between pre- and postsynaptic neurons. Operating within a very narrow time window, even 

within this range, the efficiency of synaptic modification drops dramatically with increased 

delay (Bi & Poo, 1998; Cassenaer & Laurent, 2007; Fu et al., 2002; Meliza & Dan, 2006; Yao 

& Dan, 2001). Despite being observed across various species and brain regions (Bi & Poo, 1998; 

Cassenaer & Laurent, 2007; Meliza & Dan, 2006; Testa-Silva et al., 2010; Verhoog et al., 2013; 

Wolters et al., 2003; Yao & Dan, 2001; Zhang et al., 1998), evidence supporting for STDP in 

human episodic memory is limited. To bridge this gap, we employed fast gamma rhythmic 

sensory stimulation (RSS) during the encoding phase to explore the potential impact of inter-

hemifield time delay on implicit and recognition memory. This manipulation seeks to simulate 

the long-term potentiation (LTP) window of spike timing-dependent plasticity. Results revealed 

a lack of implicit associative memory in the context of the blurred image identification task. In 

contrast, a noteworthy enhancement in overall memory performance is evident in the condition 

with the shortest time delay, indicated by the area under the curve (AUC). This finding aligns 

with the function of STDP that predicts declined synaptic modification with long delays.  

Our study shed light on the potential of high frequency RSS to manipulate inter-

hemifield evoked gamma phase lag and its impact on memory performance. However, it is 

important to approach the results with caution due to the lack of significance after multiple 

comparisons correction and the challenges posed by low signal-to-noise ratio (SNR) in high 

frequency stimulation and analysis. In the following sections, we discuss findings related to 
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methodological enhancements, the feasibility of using high frequency RSS to investigate deep 

structures, and potential explanations for the memory enhancement observed in our study.  

The improved SNR, facilitated by accessing single-trial phase lag through reconstructed 

time series using the rhythmic entrainment source separation (RESS) method, enabled us to 

observe the memory enhancement. Yet, this enhancement trended towards significance after 

multiple comparisons correction. This may be attributed to the small sample size and low SNR 

in RESS reconstruction for high frequencies. To address this, future studies could implement a 

single-source stimulation session to enhance spatial localization of activity at the flickering 

frequency, potentially improving SNR for high frequency RESS time series reconstruction.  

During the implicit memory task, participants swiftly identified the content of the 

unscrambling images presented alongside leading movies. However, observed reaction time 

exceeded our initial expectations, potentially due to the slow progression of unscrambling (Fig. 

S7.1). This prolonged progression might diminish the sensitivity required to detect implicit 

associative memory. In addition, the consolidation-dependent nature of implicit associative 

memory (Tompary & Davachi, 2022) suggests that immediate testing might be unsuitable to 

capture its effects. 

The enhanced recall performance cannot be simply attributed to the use of fast gamma 

for the rhythmic visual stimulation, especially when contrasted with the previous experiment 

using slow gamma (37.5 Hz) in chapter 2. It likely arises from differences in methodology 

between the two experiments. The previous chapter directly tested associative memory using 

three accompanying lure pictures, while the current experiment employed a recognition 

memory test that incorporates both explicit recollection and inherently implicit familiarity, 

which aligns with the dual process theory (Yonelinas, 1999; 2002). Additionally, the RESS 

method was inapplicable in the previous chapter due to limited trials caused by doubled 
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conditions. Hence, the enhanced SNR for single-trial analysis in the current study could 

contribute to the observed differences. Interestingly, recent research involving multisensory 

RSS presented contrasting findings. Wang and colleagues (2023) detected enhanced associative 

memory in the shortest delay condition using the same slow gamma (37.5 Hz) frequency 

stimulation. Despite their larger sample size (around 50), achieving statistical significance in 

our chapter 2 experiment that requires 219 participants indicates the influence of other factors.  

Stimulus complexity and multisensory engagement emerge as likely candidates for 

these different outcomes. Recent studies indicate a distinct favourable effect in the medial 

prefrontal cortex (mPFC) during multisensory stimulation compared to unimodal stimulation 

(Martorell et al., 2019). Human studies also revealed the modulatory impact of multisensory 

stimulation on behaviour (Drijvers et al., 2021; Chan et al., 2021). 

Regarding the hypothesis that unimodal associations may not involve the hippocampus, 

as mentioned in the introduction, our results challenge this assumption. Instead of indicating 

hippocampus-independent familiarity, we observed enhanced general memory. However, it 

remains uncertain whether the hippocampus is driven by the 60 Hz rhythmic visual stimulation, 

leading to enhanced memory, hindered by the low spatial resolution of scalp EEG recordings. 

On one hand, recent findings suggested limited propagation of RSS to downstream 

structures. Drifting gratings-induced endogenous gamma remains unaffected by high frequency 

visual flickers, suggesting distinct mechanisms governing induced gamma and flicker-evoked 

gamma (Duecker et al., 2021). Additionally, 40 Hz LED light stimulation predominantly 

activates V1 fast spiking parvalbumin-positive (FS-PV+) interneurons (Schneider et al., 2023), 

which is inhibitory in nature and is sufficient to generate gamma oscillations (Cardin et al., 

2009). In contrast to the active engagement of FS-PV+, Schneider and colleagues (2023) noted 



Chapter 3   high gamma VSS and STDP  

75 
 
 

weak phase-locking of excitatory spikes to rhythmic stimulation, implying a suppression of 

information feedforward. This was validated by weak propagation from input layer 4 to layer 

2/3 (Schneider et al., 2023). Recent studies also detected no evidence of propagation in the 

hippocampal CA1 (Schneider et al., 2023; Soula et al., 2023), suggesting challenges in using 

high frequency RSS to investigate deep structures and in developing RSS-based treatments for 

degenerative diseases. 

On the other hand, optogenetic-driven FS-PV+ in CA1 demonstrated attenuation of 

degenerative disease-related biomarker (Iaccarino et al., 2016). Importantly, akin results were 

produced by high frequency RSS (Adaikkan et al., 2019; Martorell et al., 2019), suggesting 

shared mechanisms between CA1 and V1 involving FS-PV. Noticeably, these studies detected 

gamma entrainment in somatosensory cortex, hippocampal CA1 and prefrontal cortex, 

indicating propagation beyond the primary visual cortex. It is suspected that the observed 

entrainment in deep structures might be influenced by volume conduction in the measurement 

of LFP (local field potential) -LFP coherence.  

To be noticed, there is a distinction between the current study and the above-mentioned 

research regarding stimulus. In our study, the high frequency RSS was delivered with natural 

scenes, rich in information that potentially engaged more excitatory responses. In contrast, 

studies involving simple graphical stimulus or light pulses might primarily activated fast 

spiking interneurons. This is supported by a study involving pairing whisker stimulation across 

different evoked gamma phases (Cardin et al., 2009). When presented with rhythmic light only, 

FS-PV+ interneurons drove gamma oscillations while suppressing excitatory responses. 

However, when paired with whisker stimulation, excitatory responses regarding amplitude and 

spike timing precision were modulated by the evoked gamma phases. This underscores the role 

of interneurons in gating inputs and constraining the optimal window for relevant inputs, thus 
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might facilitate the feedforward process. Collectively, these mechanisms offer plausible but 

unexplored insights into using high frequency RSS combined with complex stimuli to generate 

dynamics of STDP and investigate the impacts on downstream assemblies. Similarly, it raises 

the possibility to use high frequency RSS to track the dynamics of feedforward and feedback 

process. In addition, future experiments may also consider the influence of the timing relation 

between the rhythmic flickers and complex stimulus. Nevertheless, it remains an open question 

whether the hippocampus is entrained due to the methodology limitation in nature.   

In summary, this study demonstrates the behavioural modulation on overall memory 

performance by manipulating the inter-hemifield gamma phase at 60 Hz, which aims to 

simulate STDP as a function of the time delay (phase lag) in human episodic memory. Via high 

frequency RSS embedded with natural stimulus, relative timing of inter-hemifield excitatory 

response may be regulated by the engagement of local fast spiking neurons. Further inquiries 

into the cellular and molecular mechanisms that underlie high frequency RSS when coupled 

with complex stimuli provides invaluable insights of its application in both research and clinical 

domains.  
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Interim Conclusion 

Despite existing evidence indicating that high frequency RSS primarily targets 

inhibitory interneurons, Chapter 2 and 3 demonstrated the effectiveness of regulating brain 

activity by delivering rhythmic stimulation via movies. Notably, Chapter 3 observed a tendency 

to modulate memory performance, although this did not withstand correction of multiple 

comparisons. In contrast to the mechanism underlying high frequency RSS, low frequency RSS 

predominantly recruits pyramidal neurons and involves long-distance communications. The 

subsequent chapter focuses on the relationship between low frequency RSS, beta oscillations 

and motor performance. 
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CHAPTER 4: Beta bursts correlate with synchronization of 

movements to rhythmic sounds 

Accumulating evidence indicates transient beta bursts play an important role in the 

representation of temporal information and prediction. However, the role of beta bursts in 

sensorimotor synchronization (SMS) involving active interactions between motor and sensory 

systems to synchronize predictive movements to periodic events remains unclear. To answer 

this question, 15 participants were invited to complete a finger-tapping task whilst high-density 

EEG (128 channels) was recorded. Participants tapped with their right index finger in 

synchrony with 1 Hz and 0.5 Hz tone trains. In line with previous findings, we found a negative 

mean asynchrony between tone and tap time, i.e., taps preceded tones for both tone frequencies 

(1 and 0.5 Hz). In the EEG data, beta bursts were detected and their timing in relationship with 

tapping and auditory tracking was examined. Results revealed that beta bursts tracked tapping 

and were modulated by the low frequency phase of the tone frequency (i.e., 1 Hz or 0.5 Hz). 

Importantly, the locking of beta bursts to the phase of auditory tracking correlated with the 

behavioural variance on a single trial level that occurred while tapping to the tones. These 

results demonstrate a critical role for an interplay between beta bursts and low frequency phase 

in coordinating rhythmic behaviour.  

 
 Published in: 

Chen, Q., McAllister, C. J., Elliott, M. T., Shapiro, K. L., & Hanslmayr, S. (2023). Beta bursts correlate with 

synchronization of movements to rhythmic sounds. bioRxiv, 2023-03. 

 

And in preparation for:  

Chen, Q., McAllister, C. J., Elliott, M. T., Shapiro, K. L., & Hanslmayr, S. (in preparation). Beta bursts correlate 

with synchronization of movements to rhythmic sounds.  
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4.1. Introduction 

Sensorimotor synchronization (SMS), defined as the coordination of movement to 

external periodic events (Pressing, 1999; Repp, 2005; Repp & Su, 2013), is argued to play an 

important role in the evolution of music and even of language (Merker, 2000; Colling et al., 

2017; Fujii & Wan, 2014; Park et al., 2016). Predictable rhythms optimize rhythmic movement. 

This improvement in behaviour cannot be explained by a reduction in reaction time but instead 

is a reflection of predictive timing, as the time gap between movement and auditory stimuli is 

shorter than the fastest reaction time (Repp, 2005; Repp & Su, 2013). Finger-tapping to an 

isochronous auditory metronome is amongst the most popular paradigms to investigate SMS 

because of their simplicity. These tasks usually show that the tap occurs before the tone, often 

referred to as negative mean asynchrony (NMA; Repp, 2005; Repp & Su, 2013). Moreover, 

synchronising movements to auditory cues has been applied in motor therapies for movement 

disorders caused by stroke and cerebral palsy (Thaut et al., 1997; Wright et al., 2014; Wright et 

al., 2017). However, how the sensory and motor systems interact, and support SMS with 

temporal predictions, remains uncertain. 

Sensory entrainment occurs when ongoing brain oscillations in the stimulated region 

adapt to the phase of sensory rhythmic stimuli (Hanslmayr et al., 2019; Lakatos et al., 2008, 

2019; Wang et al., 2018; Chen et al., 2021). Sensory entrainment has been proposed to 

coordinate temporal predictions by temporally modulating the excitability of relevant neural 

assemblies, thus optimizing perceptual analysis of periodic stimuli (Schroeder & Lakatos, 2009; 

Large & Jones, 1999; Stefanics et al., 2010; Cravo et al., 2011; but see Breska & Deouell, 2017).  

Besides its role in temporal prediction, entrainment was observed to facilitate movement 

(but see Morillon et al., 2016 and Cope et al., 2012 for dissociating the role of periodic stimuli 

in temporal prediction), especially in the auditory domain (Arnal, 2012; Arnal & Giraud, 2012; 
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Lakatos et al., 2019; Schroeder & Lakatos, 2009). Auditory entrainment may improve 

movements by affecting the motor system. Passive listening studies confirmed this assertion by 

observing that the motor system, which serves as a core network that supports timing and time 

perception, is involved in beat and rhythm processing (Fujioka et al., 2012; Grahn & Brett, 

2007; Morillon & Baillet, 2017). Evidence from studies involving rhythmic movements, 

however, suggests an opposite direction of influence, where overt movements enhance the 

perception and precise temporal anticipation of upcoming auditory stimuli (Morillon et al., 

2014; Morillon & Baillet, 2017). Critically, SMS has been shown to be associated with bursts 

of beta oscillations (18-24 Hz) directed to the auditory system from the left sensorimotor cortex 

in a functional connectivity study (Morillon & Baillet, 2017). Together with the enhancement 

from entrainment, these findings collectively suggest that the auditory and motor systems 

actively interact during auditory-cued tasks involving SMS.  

Although the timing of beta bursts correlates with reaction time (Little et al., 2019), it 

is unclear whether it plays a role in the coordination between auditory and motor systems during 

SMS. To answer this question, we tested whether the timing of beta bursts phase-locked to the 

auditory stimulation frequency reflects functional coordination between auditory and motor 

systems in SMS. The relationship between beta bursts and movement timing and auditory 

tracking was examined in an EEG study while participants performed a finger tapping task. The 

term entrainment has recently been hotly debated because it assumes the interaction between a 

physiologically meaningful brain rhythm with an externally presented rhythm which is difficult 

to establish (Capilla et al., 2011; Hanslmayr et al., 2019; Helfrich et al., 2019). Therefore, we 

here prefer the term tracking over entrainment to simply denote the locking of brain activity to 

an external auditory rhythm, thus being agnostic about the underlying neural mechanisms that 

give rise to that phase locking.  
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4.2. Methods 

4.2.1. Participants 

Fifteen healthy participants were recruited (mean age = 21.07; age range = 18-32; five 

males; all right-handed) and completed the experiment, whereas three were excluded because 

of a failure to be able to define the frequency of interest for beta burst detection (see below). 

This left twelve participants reported in all data analysis (mean age = 21.08; age range = 18-32; 

three males). All participants were compensated with £8 per hour. Ethical approval (ERN14-

0950) was obtained from the Research Ethics Committee at the University of Birmingham.  

4.2.2. Experimental design and procedure 

Metronome beats were presented isochronously in two frequency conditions. One 

contained 60 tones per trial at 1 Hz and the number of tones was 30 in the other condition at 0.5 

Hz. These two conditions corresponded to an interonset interval (IOI) of 1 and 2 seconds, 

respectively (Fig. 4.1). Hence, they are designated as IOI1 and IOI2 in descriptions of later 

sessions for convenience. For the same purpose, trials locked to each tap/tone were assigned as 

tap/tone trials, while trials locked to the first tone in a stimulus train were referred to as trials.  

The experiment comprised 60 trials, with 30 of IOI1 and 30 of IOI2. To ensure 

participants were able to maintain attention, the 60 trials were presented equally in six blocks, 

with each containing five trials of IOI1 and five trials of IOI2, with a short rest in between 

blocks. Trials within each block were randomized. Each trial started with a 15s rest period 

which was used as a baseline for EEG analysis.  

Before the experiment, participants were seated in an EEG testing room and instructed 

to complete an EEG screening form. After the acquisition of consent, preparation of EEG 

capping and task briefing, participants were seated in a comfortable position with their right 
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hand in a pronated position resting on a wooden pad incorporating a force sensor. Auditory 

stimuli were delivered through a regular closed back headphone (Sennheiser, Germany). 

Participants were instructed to tap onto the force sensor with their right index finger in 

synchrony with the tones. Finger taps and timing of tones were recorded using a National 

Instruments data acquisition card (DAQ) controlled by the MatTAP toolbox (Elliott et al., 2009) 

in a MATLAB environment (The MathWorks, Inc., Natick, MA, USA). At the end of 

experiments, 3D geometric locations of each electrode were recorded by a Polhemus 

FASTRAK device (Colchester, Vermont, USA) and Brainstorm (Tadel_2011) in MATLAB.  

4.2.3. Data analysis 

4.2.3.1. Behavioural analysis 

Descriptive statistics, including mean and standard deviation of the asynchrony between 

each tap and corresponding tone time (tone minus tap time) were calculated by in-house scripts 

written in MATLAB (R2018a; The MathWorks, Inc., Natick, MA, USA). This analysis was 

implemented for IOI1 and IOI2 separately. To evaluate the evolution of adaptation during trials, 

the asynchrony was first averaged across tap/tone trials at the same time position of a trial for 

each participant. The group mean was calculated by averaging resulting asynchrony dynamics 

across participants.  

4.2.3.2. EEG acquisition and preprocessing 

EEG data was recorded with a 128-channel BioSemi ActiveTwo system. Three extra 

electrodes were placed at 1 centimetre to the left and right from the lateral canthus, and 1 

centimetre below the left eye. Online data were sampled at 2048 Hz via the BioSemi ActiView 

software.  
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The preprocessing and analysis of EEG data was conducted in the Fieldtrip toolbox 

(Oostenveld et al., 2011) in MATLAB. EEG data was first epoched to the first tone of each 

trial, with 5 s before and 70 s after the onset. The epoched trials were then filtered with a low 



Chapter 4   Beta burst and SMS  

85 
 
 

pass filter of 40 Hz, and a high pass filter of 0.1 Hz. The sampling rate was reduced to 500 Hz 

before ICA (independent component analysis), followed by manual rejection of noisy channels 

and trials. ICA components indicating cardiac activity and eye movements were removed. Next, 

channel interpolation implemented triangulation of the nearest neighbours by calculating the 

individually recorded electrode locations. Finally, data were re-referenced to the average, and 

trials with artefacts were rejected by manual inspection.  

4.2.3.3. Beta burst detection 

Defining parameters for burst detection 

Before applying the algorithm for beta burst detection, the frequency of interest (FOI) 

and channel of interest were defined for each participant. To this end, EEG data locked to the 

tap after pre-processing was first resampled to 250Hz, in the time interval 1 s before and after 

the tap onset. Then, baseline corrected (‘relchange’, relative change to mean power) power was 

calculated using wavelet time frequency transformation based on convolution in the time 

domain, from 1 to 30 Hz in steps of 0.5 Hz with a time resolution of 50 ms at each channel. The 

Fig. 4.1. Procedure of algorithm Detection. (A) One trial of raw data locked at the first tone of a train. (B) 

Bandpass filtered of the trial with band width of ± 3 Hz centred at individual frequency of interest (18.64 

Hz in this example). (C) The root mean square (RMS) of the filtered signal. Activity remains above the 

threshold (the dash line) for 0.1 to 0.5 second were detected as beta burst events. (D) The correlation between 

burst rate and beta power peaked at 1.75 SD above the median of the RMS envelope. (E) A detected beta 

burst event (orange) showed in a zoomed in window from three to nine seconds in the same trial. The orange 

finger tapping signs denote tap time, while the music notes sign tone onset time. The maximum peak of a 

detected beta burst was marked by star, both for raw data (upper panel) and filtered data (lower panel). The 

left topography illustrated the curve fitting resulted ROI for this example, and the right topography 

demonstrated the ROIs for all participants. Overlapping ROIs were represented by a single dot; one ROI 

was in electrode A2, two ROIs were in D18, three ROIs were in D17, D19, D28, respectively (128 channel 

Biosemi layout).   
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FOI for beta burst detection was determined as the frequency in the beta band that was primarily 

modulated by the tone/tapping rate. Hence, the resulting baseline corrected power data from the 

previous step was fit to a sine wave at the auditory stimuli rate using the fit function in the 

Curve Fitting Toolbox in MATLAB (R2018a; The MathWorks, Inc., Natick, MA, USA). 

Specifically, fitting was performed from 10 to 30 Hz (from 15-30 Hz for two participants 

because of a strong alpha peak at 10-11 Hz) in steps of 0.5 Hz at each channel. Frequencies 

with max absolute amplitude from the resulting fits were recorded for each channel and scale 

parameters were then compared across channels within participants. Three out of fifteen 

participants were excluded from further analysis because their fitting results yielded no peak in 

both IOI conditions, i.e., three out of fifteen participants failed to show a peak at the beta 

frequency, while 11 participants showed similar peaks for both IOI conditions. Lastly, one 

participant showed a peak in the IOI2 condition but failed in the IOI1 condition. Given the 

above, the FOI for algorithm detection was centred (± 3 Hz) at the frequency with the channel 

which contained the largest fitting scale in the IOI2 condition. In addition, this channel served 

as region of interest (ROI) in the later calculation for detection of beta bursts (Fig. 4.1E, the left 

topography showed the ROI for the example; the right topography showed the ROI for all 

participants, overlapping ROIs were represented by single dot; one ROI was in electrode A2, 

two ROIs were in D18, three ROIs were in D17, D19, D28, respectively; labels were defined 

from the 128 channel Biosemi layout, see 

https://www.biosemi.com/pics/cap_128_layout_medium.jpg).  

Algorithm for beta burst detection 

https://www.biosemi.com/pics/cap_128_layout_medium.jpg
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The detection of beta bursts was based on an established algorithm for detecting fast 

and slow spindles (Molle et al., 2002; Mölle et al., 2011; Staresina et al., 2015). The algorithm 

was applied to the trial segmented EEG data starting 5 s before and ending 70 s after the onset 

of the first tone of a train (see Fig. 4.1A for an example of raw data). First, trials were filtered 

with a bandpass filter (FIR filter) of ± 3 Hz centred at the FOI (18.64 Hz in this example, mean 

Fig. 4.2. An example of detected beta burst 

events. Data was incorporating IOI1 and IOI2 

conditions and centred at beta burst max time. (A) 

ERPs of Raw data of the detected beta burst events 

for one subject. Time zero indicates beta burst max 

time. (B) FIR bandpass filtered raw data of ± 3 Hz 

centred at individual frequency of interest (18.64 

Hz). (C) Time frequency representation of power of 

raw data (A) from 1-30 Hz revealed a peak at beta 

range. (D) Time frequency representation of FIR 

filtered data (B). 

Fig. 4.3. Simulated beta burst events relative 

to taps/tones time in IOI1. Time stamps of 

detected beta burst events (max time) locked to 

taps/tones time were recorded for each subject. 

(A) Distribution of beta burst time stamps 

across trials locked to taps (red) and tones 

(blue) time. The example illustrates a case 

where beta bursts are more closely locked to the 

taps, than tones. (B) Density plot resulting from 

convolution between Beta burst counts and a 

gaussian window for taps/tones onset, 

illustrating higher variance for the tones 

compared to taps. 
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FOI is 19.36 Hz) calculated in the above section (Fig. 4.1B). To prepare the data for burst 

detection, the root mean square (RMS) of the filtered signal was calculated (Fig. 4.1C) and 

smoothed with a moving average of 200 ms. The threshold for burst detection was data driven 

by finding the maximum correlation between beta burst rate (counts of beta burst) and baseline 

corrected beta power locked at taps. The correlations were acquired at steps of .25 standard 

deviations (SD) from 0 to 5 SD (above median), at single trial level and then averaged across 

participants (Fig. 4.1D). The resulted maximum correlation was 1.75 SD above the median of 

filtered signal envelope and was set as the threshold. Events were defined as time points where 

the resulting RMS signal remained above threshold for 0.1 to 0.5 seconds. For each event, 

maxima and minima were calculated as peaks and troughs, while the highest peak was 

designated as the beta burst time (max time). An example of detected beta burst events is 

demonstrated in Fig. 4.2.  

4.2.3.4. Comparing beta burst timing to taps vs. tones 

To explore the relationship between the timing of beta bursts, taps and tones, the timing 

of beta burst events relative to the tap or tone was calculated separately. First, a time stamp was 

recorded for the last detected beta burst event that fell within the 1-second window (for IOI1 

and 2 seconds for IOI2) before a tap, or a tone, respectively. In other words, when two bursts 

were detected within the time window before a tap (or a tone), only the last one was counted. 

A simulated example is illustrated in Fig. 4.3, which shows time stamps of beta bursts relative 

to the taps and tone onset time at IOI1. This example illustrates the distribution of beta bursts 

when they are more locked to the tap, as opposed to the tone time. Next, the standard deviation 

of the time information aligned to tap/tone was statistically compared between locking to the 

tap and tone condition using a paired samples t-test. Standard deviation was used as a measure 

of the distribution of beta burst activity in relation to tap and tone onset, with a lower standard 
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deviation indicating a stronger relationship between beta burst timing to either taps or tones. 

Additionally, we also carried out a similar analysis taking all beta bursts within 1 second (for 

IOI1 and two second for IOI2) before a tap, or a tone.  

4.2.3.5. ITPC analysis for auditory tracking 

After the confirmation that beta bursts track movements (see results 3.2), we aimed to 

measure neural response tracking of the auditory stimulus. For this purpose, we compared the 

tone-tap difference in ITPC (inter-trial phase coherence, a measure of the uniformity of phase 

angles across trials) between the first and last tap/tone trials. During the first few tap/tone trials, 

as participants were unaware of the stimulation frequency and were still learning the rhythm, 

the timing of taps varied greatly, although it rapidly improved within three tap/tone trials on 

average (see Fig. 4.4B). As revealed by previous findings that phase at low frequencies tracks 

auditory entrainment (Calderone et al., 2014; Lakatos et al., 2008, 2013; Morillon & Baillet, 

2017; Stefanics et al., 2010), phase locking to the tones is predicted to be stronger than that to 

the taps in the first few tap/tone trials. However, since the taps in the last few tap/tone trials 

were well timed to the tones, a similar amount of phase locking should be obtained for taps and 

tones as they essentially became the same event. Hence, a comparison of the tone minus tap 

ITPC difference (tone-tap ITPC difference) between the first and last five tap/tone trials was 

taken to reflect auditory tracking. It was expected that the tone-tap ITPC difference would be 

greater in the first five tap/tone trials than that in the last five tap/tone trials. By contrasting the 

tone-tap ITPC difference between the first and last five tap/tone trials, this measure theoretically 

reflects the effect of auditory tracking for the first five tap/tone trials. The number of trials 

selected was a balance between a quick behavioural adaption found in SMS (see Fig. 4.4B) and 

the number of trials needed to establish tracking.  
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Preprocessed EEG data was downsampled to 250 Hz and epoched to tap/tone time 10 s 

before and after onset for the IOI1/IOI2 condition, respectively. Only trials with taps were 

included in this analysis. In other words, tap/tone trials where subjects missed the tone were 

excluded. ITPC values for the four conditions (first tones, first taps, last tones, and last taps) 

were computed by the following procedure individually for IOI1 and IOI2. Complex Fourier-

spectra implementing a three-cycle Morlet wavelet time frequency transformation was 

computed with a moving window of 100 ms (FOI was 0.2 to 1.6 Hz in steps of 0.2 Hz for IOI1 

and 0.1 to 1 Hz in steps of 0.1 Hz for IOI2). Next, the resulting complex Fourier-spectra were 

divided by their amplitude for the calculation of phase angles, which was then summed across 

trials. This sum of phase angles was then divided by the number of trials to generate ITPC 

values for each channel. The following analysis used a time window of 2 s centred at tap/tone 

onset at IOI1 (FOI 1 Hz) and 4 s in IOI2 (FOI 0.5 Hz). For each participant, ITPC locked to 

first five taps was subtracted from those locked to the first five tones, with this process repeated 

for the last five taps and tones, resulting in tone-tap differences for the first and last tap/tone.  

To measure auditory tracking, the difference between the first and last differences at group level 

was assessed by a one tailed (alpha = 0.01) paired samples cluster-based permutation test (Maris 

& Oostenveld, 2007) with 2000 randomizations across the time window preselected for IOI1 

and IOI2. The significance probability was estimated by the Monte Carlo method.   

Phase locking to rhythmic sensory events could be due to entrainment, i.e. locking of a 

neurophysiological oscillation to an external rhythmic stimulus (Meyer et al., 2020), or it could 

be due to stimulation artefacts, neural resonance (Helfrich et al., 2019), or superposition of 

transient event-related potentials (ERPs, Capilla et al., 2011). We explored this issue by 

measuring entrainment echoes, where phase locking outlasts for several cycles after the 

termination of a rhythmic stimulus (Hanslmayr et al., 2019). As each trial begins with a 15-



Chapter 4   Beta burst and SMS  

91 
 
 

second break, this allows enough time for the measurement of echoes. ITPC was calculated 15 

seconds before and after the last tone onset across trials for each participant. A three-cycle 

Morlet wavelet was used to extract phase information from 0.1 to 2 Hz, in steps of 0.1 Hz, with 

100 ms time resolution. If entrainment occurs, we expected to observe stronger post-stimulus 

ITPC at the stimulation frequency comparing to other frequencies. In other words, in IOI1, 

ITPC at 1 Hz would be stronger than that at 0.5 Hz and vice versa for IOI2. Therefore, a two-

way repeated measures ANOVA was carried out to explore the interaction effect between the 

stimulation frequency conditions (IOI1/IOI2) and the tested frequency (1 Hz/0.5 Hz). A 

significant interaction effect would be supportive of entrainment. To avoid interference from 

temporal smearing of the filters applied and the offset effect from the last tone, the time window 

used for statistical analysis was one to four seconds after the last tone onset for IOI1 and one to 

seven seconds for IOI2. The selection of time windows of interest allows an observation of 

three cycles at the FOI. 

4.2.3.6. Calculation of PPC aligned to motor beta burst 

Following the identification of neural responses to taps (motor system) and tones 

(auditory system, see results), it is critical to examine whether there is an interaction between 

the two systems. To investigate the relationship between motor beta burst timing (max time) 

and the stimulation frequency (1/0.5 Hz), pairwise phase consistency (PPC) locked to beta burst 

timing was measured. PPC was preferred over ITPC because it is bias-free with respect to the 

number of trials and thus allows comparisons between conditions with different numbers of 

observations (i.e. beta bursts in our case)(Vinck et al., 2010). Preprocessed EEG data with a 

time window of 14 s, centred at beta burst time for both IOI conditions, were prepared for the 

computation of PPC. Only the last beta bursts locked to a tap or a tone within 1 second for IOI1 

and 2 seconds for IOI2 were included. Phase information was extracted by a three-cycle Morlet 
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wavelet time frequency transformation with a moving window of 100 ms and frequency 

resolution of 0.1 Hz from 0.1 Hz to 2 Hz and PPC was calculated following the procedure from 

Vinck et al. (2010). Channel ROIs were selected as the five channels of maximum PPC value 

averaged across IOI conditions, centred at the beta burst in a time window of 1 second for IOI1 

and 2 second for IOI2. Thereafter, a repeated measures ANOVA analysis was carried out to 

investigate the interaction effect of the IOI condition and the frequency measured (at 1 Hz/0.5 

Hz) on PPC. It was expected that the PPC was not only enhanced universally at low frequencies 

but also affected by the tone frequency (i.e., 1 Hz vs 0.5 Hz), by showing a significant 

interaction where PPC at the measured frequencies is higher when the measured frequency 

matches the IOI frequency. 

4.2.3.7. Measuring PPC contrast between high vs. low variance conditions 

As the analysis above indicated an interaction between motor and auditory systems 

(refer to results 4.3.4), our interest moved to whether such interaction accounts for behavioural 

differences. Although in finger-tapping tasks, participants often tap before the tone onset, where 

the time gap is termed NMA (negative mean asynchrony), this gap narrows with training (Repp, 

2005; Repp & Su, 2013). Critically, NMA only provides information at the average level, while 

a large portion of trials (17.67% for IOI1 and 23.25% IOI2) reveals positive asynchrony in our 

data. This, importantly, could still be interpreted as anticipatory response as it is shorter than 

the fastest reaction time (Repp, 2005; Repp & Su, 2013). Therefore, to account for the positive 

asynchrony, we used the absolute value of the asynchrony as a measure of behavioural variance. 

Tap/tone trials were divided into low and high variance conditions depending on whether the 

absolute asynchrony was below or above the median for each participant. The exact scheme of 

PPC calculation from the above section was applied to the low and high variance conditions, 

respectively. PPC at the stimulation frequency depending on IOI condition (1 Hz and 0.5 Hz 
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was measured for IOI1 and IOI2, respectively) were statistically compared between low and 

high asynchrony conditions with repeated measures ANOVA.  

4.2.4. Data and code availability 

The pre-processed EEG data and the code used to generate the results reported in this 

manuscript can be downloaded from 

https://osf.io/ancqm/?view_only=3099faaab84e4713828991a104801259  

4.3. Results 

 

4.3.1. Behavioral results 

Three out of fifteen participants were excluded from further analysis because their 

fitting results yielded no peak in both IOI conditions at the preparation of beta burst detection, 

i.e., three out of fifteen participants failed to show a peak at the beta frequency. This left 12 

participants in the following analysis. The asynchrony calculated by tone minus tap time 

Fig. 4.4. Behavioural asynchrony. The asynchrony performance was calculated by tap minus tone time. 

Asynchrony of 0 as a baseline was denoted by a dash line. (A) Both IOI1 and IOI2 observed a negative 

mean asynchrony across all subjects (M = -.0459, SD = .0793 for IOI1; and M = -.0693, SD = .1646 for 

IOI2). Each dot represents one difference between a tone and a tap. (B) Time course of asynchrony 

between tap and tone averaged across trials for IOI1 (60 taps/tones, upper panel) and IOI2 (30 taps/tones, 

lower panel). The first two taps/tones in the train showed a positive mean asynchrony, but it rapidly 

declined and stabilized around a negative value for both IOI1 and IOI2. 

IOI1 

IOI2 

https://osf.io/ancqm/?view_only=3099faaab84e4713828991a104801259
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revealed a negative mean asynchrony (Fig. 4.3A) for both IOI1 (M = -.0459, SD = .0793, N = 

13068, unit in second) and IOI2 (M = -.0693, SD = .1646, N = 6513). There was less asynchrony 

variance in IOI1 compared with IOI2.  In 17.67% and 23.25% of tap/tone trials we observed 

positive asynchrony in IOI1 and IOI2, respectively. The asynchrony declined quickly within 

trials (i.e., a series of 60/30 taps for IOI1 and IOI2 respectively), indicating rapid adaptation to 

the entraining frequency, despite participants being unaware of the IOI condition. Noticeably, 

this rapid adaptation occurs within only three taps/tone iterations on average (Fig. 4.4B).   

4.3.2. Beta burst is stronger locked to taps than tones 

After EEG preprocessing, a mean number of 39 (from 24 to 56) trials remained for later 

analysis. IOI1 and IOI2 contained a same average number of trials (19, both ranging from 11 

to 29). There was an average of 263 (from 68 to 376) beta burst events locked to tones detected 

in IOI1 and 268 (from 133 to 479) events in IOI2. For beta burst events locked to taps, this 

number is 263 (from 66 to 377) in IOI1 and 268 (from 135 to 478) in IOI2. There is no 

difference regarding the number of beta bursts between trials locked to taps and tones (t (11) = 

-.3427, p = .7383 for IOI1 and t (11) = -.4419, p = .6671 for IOI2). 



Chapter 4   Beta burst and SMS  

95 
 
 

To investigate the timing relationship between beta bursts and taps or tones, the 

distribution of beta burst timing locked to taps and tones was compared by examining the 

standard deviation of the beta burst time stamps. A higher standard deviation was interpreted 

to reflect greater temporal variance and therefore less locking to the taps or tones. Findings 

indicated that the standard deviation was lower when beta bursts were locked to taps as 

compared with tones at both IOI1 and IOI2 (t (11) = -2.0266, p = .0676 for IOI1 and t (11) = -

3.2607, p = .0076 for IOI2). Despite the marginal significance in IOI1, the effect was further 

confirmed by a repeated measures ANOVA, indicating that beta burst timing tracked the taps 

significantly better than tones in both IOI conditions (F (1, 11) = 10.1313, p =.0087), see Fig. 

4.5). Surprisingly, we also observed a main effect of IOI condition, where IOI1 demonstrated 

a closer relationship between burst, tap and tone timing (F (1,11) = 210.5132, p =.0000). 

Although we were unable to disentangle the relationship of beta burst timing and taps from 

Fig. 4.5.  Comparisons of distributions of beta burst events between tap and tone onset. Standard deviation 

of beta burst time stamps locked to tone/tap were calculated for each subject for IOI1 (A) and IOI2 (B), 

respectively. Each dot represents one subject. Within subject tendency between tap and tone was showed by 

linked dots. The top and bottom line of the boxes represent 95% percentiles above and below the mean (middle 

line of the boxes). Shaded areas denote SEM. A paired samples t-test confirmed that the beta burst timing tracks 

taps significantly better than tones in both IOI conditions. Although the difference was marginally significant in 

IOI1, the main effect of burst timing locked to tap vs. tone was confirmed by a repeated measures ANOVA 

taking both IOI conditions together. Surprisingly, a main effect of IOI condition was also observed, but no 

interaction.  



Chapter 4   Beta burst and SMS 

96 
 
 

potential interference from tones, the observed pattern across IOI conditions suggests that beta 

burst timing is more closely related to the movement than to the periodic auditory stimuli.  

Additional analysis counting all beta bursts before the same time window before a tap 

(or a tone) revealed similar results but with weaker effects (t (11) = -1.6374, p = .1298 for IOI1 

and t (11) = -2.3839, p = .03266 for IOI2).   
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4.3.3. Phase of stimulation frequency is more strongly locked to tones than taps, but 

no evidence for entrainment  

After confirming a relation between beta burst and tap timing we aimed to measure the 

neural correlates for auditory tracking. Participants were not informed of the stimulation 

frequency before the start of each trial. Therefore, the timing of taps in the first few tap/tone 

trials varied greatly. Given the findings that the ongoing phase tracks auditory stimuli 

Fig. 4.6.  Auditory tracking. The auditory tracking of tones was measured by the comparisons of the tone 

minus tap ITPC difference (tone-tap ITPC difference) between the first and last five taps/tones of a train. (A) 

and (B) Cluster-based permutation test indicated statistically significant differences between the first and last 

five taps/tones of a train regarding tone-tap ITPC difference. Electrodes with the most pronounced differences 

were highlighted. (C) and (D) ITPC averaged across highlighted electrodes in (A) for IOI1 and (B) for IOI2 

were calculated for the first five taps/tones, respectively. In both IOI1 and IOI2, the averaged ITPC for the first 

tones is the highest comparing with first taps, last tones, and last taps.  
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(Calderone et al., 2014; Lakatos et al., 2008, 2013; Morillon & Baillet, 2017; Stefanics et al., 

2010), ITPC locked to tones was expected to be stronger compared to ITPC locked to taps 

particularly in the first few tap/tone trials. In contrast, ITPC for taps and tones should not differ 

in the last few tap/tone trials, because of the nearly perfect timing of taps towards the end of the 

trial (see Fig. 4.4B). Hence, the auditory tracking could be measured by comparing the tone-

tap ITPC difference between the first and last five tap/tone trials. We used five trials for this 

comparison because it represented a good balance between a quick behavioural adaption found 

in SMS (see Fig. 4.4B) whilst allowing for long enough segments to establish tracking. 

Following this logic, auditory tracking was evaluated by a cluster-based paired-samples 

permutation test in the comparison of tone-tap ITPC difference between the first and last five 

tap/tone trials. There was an average of 74 (ranging from 44 to 109) and 79 (ranging from 52 

to 105) tap/tone trials involved in the calculation of ITPC locked to the first 5 tap/tone in IOI1 

and IOI2, respectively. In the last five tap/tone condition, there were 91 (ranging from 32 to 

145) and 91 (ranging from 54 to 135) tap/tone trials available for calculating ITPC. This 

analysis resulted in two clusters (channels highlighted in Fig. 4.6A and B) with significant t-

values (pcorrected = .0100 in IOI1 and pcorrected = .0014 in IOI2), indicating stronger phase-locking 

to the tone at the beginning of a trial compared to the end of the trial. As predicted, the averaged 

ITPC within clusters for the first tones is higher than that for the first taps, while the last tones 

and last taps showed similar ITPC (Fig. 4.6C and D for IOI1 and IOI2, respectively). Together, 

these results show that phase tracks the auditory activity elicited by the tones, as opposed to 

motor activity elicited by taps.  
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To establish whether the phase locking to the auditory stimulation frequency was due 

to neural entrainment, we measured entrainment echoes, i.e., where phase locking lasts for 

several cycles even after the rhythmic stimulus stops (Albouy et al., 2017; Hanslmayr et al., 

2014). ITPC from 0.2 to 2 Hz is shown before and after the last tap onset (time 0) in Fig. 4.7A 

and B. Support for entrainment would be if post-stimulus ITPC is stronger at the stimulation 

frequency compared to other frequencies. Hence, post-stimulus ITPC in IOI1 and IOI2 at the 

two tested frequencies (0.5 and 1 Hz) were compared using a two-way repeated measures 

ANOVA. Statistical results revealed a significant main effect of IOI condition (F (1,11) = 

8.2960, p = .0150) such that ITPC is stronger in IOI1 compared with IOI2 for both tested 

frequencies. This was further confirmed by Bayes factor indicating evidence for H+; 

specifically, BF+0 = 11.52, which means that the data are approximately 11.52 times more likely 

to occur under H+ than under H0. The error percentage is 1.207%, which indicates a good 

Fig. 4.7.  ITPC before and after the last tone. (A) ITPC from 0.2 to 2 Hz in IOI1, in a time window of four 

seconds before and after the last tone onset (time 0, as indicated by the solid vertical line). (B) Same as (A) but 

for IOI2 and with a time window of seven seconds before and after the last tone onset. Black boxes in both (A) 

and (B) indicate TOI and FOI used for the two-way repeated measures ANOVA. While the solid-line boxes 

indicate congruence between stimulating and tested frequency, the dashed-line boxes indicate incongruence 

between them. (C) Averaged ITPC within corresponding FOI and TOI in both stimulating and tested 

frequencies. The two-way repeated measures ANOVA revealed a significant main effect of the stimulation 

frequency conditions, showing stronger ITPC in IOI1 comparing to IOI2. No significant interaction as evidence 

of entrainment was observed.  
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stability in obtaining the result. However, the non-significant interaction between IOI condition 

and tested frequency (F (1,11) = 2. .8224, p = 0.1211, BF+0 = .878) does not lend support to an 

entrainment process).  

4.3.4. Beta bursts are locked to the phase of the auditory stimulation frequency 

The above analyses suggest that the timing of beta bursts tracked tapping, whereas the 

phase at the stimulation frequency tracked the auditory stimulus. Since the task required 

participants to synchronise their taps to the stimulation frequency, we analysed if the timing of 

beta bursts is locked to the phase of the auditory stimulation frequency. Such phase locking 

would be an indication for an interaction between the motor (movement, i.e., taps) and sensory 

(auditory, i.e., tones) systems. To this end, we calculated the pair-wise phase consistency (PPC, 

a measure of phase locking that is unaffected by different trial numbers; Vinck et al., 2010), 

averaged across all channels, time-locked to beta bursts from 0.1 to 2 Hz. ROIs for statistical 

Fig. 4.8.  PPC locked to motor beta burst. (A) Topographical distribution of the grand averaged PPC 

showing peaks at central areas in both IOI conditions (lower panels) and the average across conditions (top 

panel). The five maximum channels averaged across IOI conditions were used as ROI for statistical analysis 

(highlighted). (B) Pairwise phase consistency (PPC) time-locked to beta burst averaged at the ROI from 0.1 

to 2 Hz is shown. Peak PPC can be observed at stimulation frequency in both IOI1 (purple line, peaks at 

around 1 Hz; shaded areas indicate SEM) and IOI2 (green line, peaks at around 0.5 Hz).  
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analysis were then later chosen as the five channels with maximum PPC values averaged across 

IOI conditions (Fig. 4.8A). This analysis revealed a peak at the stimulation frequency for both 

IOI1 and IOI2 conditions (Fig. 4.8B). This finding was further confirmed by the result of a two-

way ANOVA revealing a significant interaction between IOI condition (IOI1 vs. IOI2) and PPC 

at the measured frequency (1 Hz vs. 0.5 Hz; F (1,11) = 8.1009, p =.0159), suggesting that beta 

burst phases were specifically locked to the stimulation frequency. No significant main effects 

were found. Grand averaged PPC across participants show peak PPC at central areas (Fig. 4.8A) 

for both IOI1 and IOI2. Together, these results show that beta bursts are phase locked to the 

stimulation frequency, suggesting a synchronization between the motor and the auditory 

systems during SMS.  

4.3.5. Timing of beta bursts explains variance in behavioural performance 

The above results showing beta burst phase locking to the stimulation frequency, point 

towards an interaction between the neural response accounting for movements and the auditory 

stimulus. If this interaction indeed reflects synchronization between the motor and auditory 

Fig. 4.9.  Comparisons of PPC between low and high asynchrony conditions. PPC time-locked to motor 

beta burst was compared between low and high asynchrony conditions, which was conditioned by individual 

median of tap-to-tone absolute asynchrony. Shaded areas indicate SEM. (A) The difference in PPC from 0.1 

to 2 Hz peaked at the entrainment frequency in IOI1 (peaked at 1 Hz) and (B) in IOI2 (peaked at 0.5 Hz).  
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system, then this effect is expected to correlate with variations in tapping behaviour. To test 

this, tap/tone trials were conditioned as low and high variance taps (i.e., good or bad timing, 

respectively), depending on whether the absolute value of asynchrony was above or below the 

median across trials (absolute asynchrony) for each participant. PPC locked at beta burst was 

then compared between low and high variance trials at the stimulation frequency of IOI 

condition using a repeated measures ANOVA. As expected, this analysis revealed stronger PPC 

in the low compared to high variance condition (F (1,11) = 5.2966, p =.0419, Fig. 4.9), 

indicating that beta bursts tend to peak at a consistent phase at the stimulation frequency when 

taps are temporally more accurate. Surprisingly, we also observed a main effect of IOI condition 

(F (1,11) = 4.9190, p =.0485), but no interaction.  

Together, these results indicate that beta burst timing is closely related to taps and is 

phase locked to the stimulation frequency of the auditory stimulus. Importantly, beta burst 

phase locking accounts for tapping variations on a trial-by-trial level. These results suggest that 

phase-locked beta bursts may act as an internal link between the motor and auditory systems 

during SMS.  

 

4.4. Discussion 

Accumulating evidence suggests that both rhythmic sensory stimulation and the timing 

of movements contribute to SMS, which requires interaction between the motor and auditory 

systems. However, the underlying neural correlates remain unclear. We hypothesized that the 

timing of beta bursts and the phase of the stimulation frequency play an important role in the 

synchronization of the motor and auditory systems and that an interaction between beta burst 

timing and the phase of the stimulation frequency relates to behavioural performance. To test 
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our hypothesis, we explored the neural representation for taps and tones, which were related to 

beta burst timing and auditory tracking, respectively. Importantly, we observed an interaction 

between beta burst timing and phase locking at the stimulation frequency (1 Hz for IOI1 and 

0.5 Hz for IOI2), where the degree of such phase locking correlated with behavioural 

performance. Together these results suggest a functional role of beta bursts and their phase 

locking at the stimulation frequency for synchronizing movements to a rhythmic sensory 

stimulus.  

Behaviourally, the finding of negative mean asynchrony (NMA) is consistent with 

previous findings (Repp, 2005; Repp & Su, 2013). In general, participants adapted to the rhythm 

quickly, and anticipated the next tone within three stimuli. Additionally, tapping performance 

is generally better in IOI1 compared to IOI2 by showing a shorter NMA and less variance in 

tap-tone gaps. These behavioural results indicate higher difficulty in IOI2, consistent with 

previous findings showing that when IOI is longer than 1800 ms, performance drops 

significantly (Miyake et al., 2004). Although approximately 20% of trials showed a positive 

mean asynchrony, i.e., 20% taps occurred following tone onset, reaction times shorter than 150 

ms (about the shortest reaction time, Repp, 2005; Repp & Su, 2013) should still be considered 

as predictive behaviour as opposed to reactive response. When this is taken into consideration, 

the proportion of trials with taps following tones by more than 150 ms is similar between IOI1 

(5.85%) and IOI2 (6.26%). 

Before studying the interaction between motor and sensory systems during SMS, it is 

critical to investigate the mechanisms underlying the phase locking to the auditory stimuli. 

Measuring entrainment echoes, where phase locking continues for several cycles after the 

termination of a rhythmic stimulus is one way of disentangling neural entrainment from other 

phase-locked neural responses (Hanslmayr et al., 2019). However, our results show no evidence 
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for entrainment. ITPC in IOI1 after stimulus offset was higher than IOI2 in general, indicating 

that the stimulation frequency of .5 Hz may be too slow to trigger strong entrainment. 

Interestingly, the ITPC at 1 Hz is significantly higher in IOI1 comparing to IOI2 (t (11) = 

3.4008, p = .0059), but not at 0.5 Hz. Future designs may employ higher frequencies to test 

entrainment. However, it is also a challenge to distinguish whether the functional role of beta 

bursts, i.e., a prediction role as part of pre-movement activity, or other functional roles (e.g., 

facilitating responses back to baseline) as post-movement response. This becomes more of a 

concern when the stimulation rate increases.  

Beta oscillations (13-30Hz) are considered a default mode of the motor system (Niso et 

al., 2016) and have been shown to be related to the representation of temporal information, with 

(Arnal et al., 2015; Arnal & Giraud, 2012; Kulashekhar et al., 2016; Morillon & Baillet, 2017) 

and without overt movements (Fujioka et al., 2012, 2015; Morillon & Baillet, 2017). 

Classically, beta activity is characterized by power decreases or event-related 

desynchronization (ERD) before movement, and power increases (event-related 

synchronization, ERS) gradually back to or even above baseline following the movement (van 

Wijk et al., 2012; Pfurtscheller & Da Silva, 1999). However, the conventional method of 

averaging beta signals across trials was recently challenged by studies investigating trial-wise 

dynamics of beta oscillations (Feingold et al., 2015; Little et al., 2019; Shin et al., 2017). These 

studies suggest that discrete, high amplitude, transient (typically last <150 ms, Feingold et al., 

2015) and infrequent beta bursts, which are tightly locked to movements, are dominant in motor 

systems across humans and animals (Sherman et al., 2016). Importantly, transient beta 

fluctuations, which could be masked out in conventional power observation, can help the 

discrimination of brain states associated within movements (West et al., 2022). This research 

motivated us to investigate the relationship between beta burst timing with tap and tone timing. 
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In parallel with the better behavioural performance in IOI1, beta burst timing was more closely 

related to the taps (and tones) in IOI1 compared to IOI2 (Fig. 4.5). One may interpret such a 

result as beta burst timing predicting better behavioural performance. However, on the one 

hand, since taps were also closely tracing tones, we were unable to disentangle the effects of 

tones and produce a pure effect of beta burst timing on taps. On the other hand, while the shorter 

averaged gap between burst timing before tap in IOI1 than IOI2 relates to better performance, 

this is in violation with earlier findings showing that earlier pre-movement beta timing 

behaviourally correlates with fast responses (Little et al., 2019). To reconcile this discrepancy, 

here our results suggest that in SMS, it is the interaction between the sensory tracking phase 

and beta burst timing correlates with prediction performance, rather than beta burst timing per 

se.  

By analysing directed functional connectivity, previous studies found that even during 

passive listening with no movements, left sensorimotor (lSM) beta (18-24 Hz) directs towards 

the right associative auditory cortex (rAA) in a temporal prediction task. Reversely, neural 

responses corresponding to auditory stimulus rates directs from rAA to lSM (Morillon & 

Baillet, 2017). However, whether such directional interplays relate to the prediction of 

behavioural performance remains unknown. Despite the equivocal role of beta burst timing in 

prediction of tapping performance, we found that the beta burst locking to the stimulation phase 

was functionally correlated with better behaviour in both IOI conditions. Limited by the EEG 

method we used in this study, we were unable to investigate the origin of beta bursts and the 

time course of interactions between motor and sensory cortices during SMS. Noticeably, in our 

study with movements, the frequency band of beta ranges from 18-23 Hz (except one subject 

at 13 Hz), similar to the beta range revealed by the above-mentioned study examining functional 

connectivity with passive listening (Morillon & Baillet, 2017).  
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Although delta (<4 Hz, Molinaro et al., 2018) entrainment was frequently studied, it 

was scarcely studied at frequencies less than 1 Hz in auditory entrainment. Our experiment 

contained two conditions implementing inter stimulus intervals of one and two seconds, 

corresponding to 1 and .5 Hz, respectively. Although in both IOI conditions we observed a 

stronger beta burst phase locking at the stimulation frequency related with shorter tap-tone gap, 

PPC in general is higher for IOI2 compared to IOI1, regardless to tapping accuracy. There is 

little existing evidence to explain this result. On a behavioural level, prediction performance in 

finger tapping drops when IOI is greater than 1800 ms compared to the control condition 

(Miyake et al., 2004). One possible explanation is that the tapping prediction may be more 

reliant on the phase locking between the beta burst and the stimulus when the task becomes 

more challenging.  

In summary, our study found that the degree of phase-locking of beta burst timing to 

the auditory stimulation rate accounts for the accuracy of predictive tapping at the single-trial 

level. These results provide first evidence supporting a functional role of beta burst timing in 

the coordination between motor and auditory systems during SMS. However, the origin of this 

functional beta burst and the dynamic interaction between the motor and auditory systems 

during prediction need further exploration. 
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CHAPTER 5: GENERAL DISCUSSION 

This chapter generally discusses three subjects. First, the distinct role of fast and slow 

gamma in the hippocampus and visual cortex that may explain the results in chapter 2 and 3. 

Second, the effect of high frequency RSS is discussed from a cellular perspective. It also renders 

the factors that may help explain different findings across similar stimulation protocol. The last 

part discusses the low frequency RSS as a contrast to the previous point. The end gives final 

summary of our findings and future questions.  

 

5.1 The role of fast vs. slow gamma in human episodic memory 

A fruitful of recordings from rat hippocampus have shed light on the distinctive roles of fast and 

slow gamma in tasks involving spatial memory and maze running (Bieri et al., 2014; Colgin, 2015; 

Colgin et al., 2009; Schomburg et al., 2014; Zheng et al., 2015, 2016, but see conflicting findings in the 

review in Colgin, 2015). Fast gamma (>60 Hz) coherence has been observed in the entorhinal cortex 

(EC)-CA1 connection. The EC is thought to be critical for memory encoding by bridging information 

from the neocortex to CA1 in the hippocampus (Lee et al., 2021; Suh et al., 2013). In contrast, slow 

gamma (<55 Hz) synchronization emerges between CA3 and CA1, with the intact CA3-CA1 circuit 

serving memory retrieval (Brun et al., 2002). Notably, fast and slow gamma align with distinct CA1 

theta phases (Bieri et al., 2014; Colgin et al., 2009; Schomburg et al., 2014; Zheng et al., 2016), which 

are believed to route the memory encoding and retrieval process (Hasselmo et al., 2002; Siegle & 

Wilson, 2014). These together suggest fast and slow gamma is likely to play a unique role in memory 



Chapter 5   General discussion 

108 
 
 

encoding and retrieval. This idea is supported by intracranial EEG recordings in human hippocampus 

performing memory tasks (Griffiths et al., 2019). 

While this thesis employs rhythmic visual stimulation (RVS) at 37.5 Hz (chapter 2) and 60 Hz 

(chapter 3) to explore the role of STDP in human episodic memory, inconclusive outcomes regarding 

fast and slow gamma entertainment effects on recall performance persist. Although both frequency 

entrainment was proved to be effective at the group level, slow gamma entrainment has no effect on 

memory performance, while results revealed larger area under the curve (AUC) in the shortest delay 

condition with 60 Hz. However, the results between chapter 2 and chapter 3 are not comparable, because 

of the difference in memory task and data analysis. Recent studies applying RVS in associative memory 

tasks offer contradictory findings. Wang et al. (2023) induce STDP-like associative memory using 

audio-visual rhythmic stimulation at 37.5 Hz, while Griffiths and colleagues (2023) reveal varied effects 

with different stimulation frequencies during encoding and retrieval phases. The enhanced recall is 

unique to the slow gamma entrainment at retrieval, whereas there is no effect with fast or slow 

stimulation at encoding. It is worth noted that the rhythmicity in Wang and colleagues’ study was 

embedded within the stimulus, similar to experiments presented in the current thesis, instead of being a 

background in Griffiths and colleagues (2023). As evoked gamma activity is modulated by spatial 

selective attention, this may account some of the inconsistent findings (Kashiwase et al., 2012; Morgan 

et al., 1996). Nevertheless, replications and improvements, for example, ruling out confounding factors, 

are needed for further understanding.   

One may question that the division of fast and slow gamma may not apply in visual cortex. 

Actually, this dichotomy has been reported in other structures, including the visual cortex. Rodent visual 

cortex demonstrates distinct co-existence of fast and slow gamma. Although both regulated by recurrent 

inhibition, slow gamma resides in deeper layer than fast gamma and is differentially affected by 

pharmacomodulations (Oke et al., 2010). In primates, gamma synchronization (~60-80 Hz) corresponds 

to feedforward communication, while beta (~14-18 Hz) links with feedback communication (Bastos et 

al., 2015). The slower frequency in beta compared to slow gamma in human may be drawn to the 

requirement of longer distance communication in larger brain (Zheng et al., 2015). This is likely 
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suggesting the dissociation of fast and slow gamma as a common mechanism across structures. Human 

MEG studies also highlight their roles in various aspects of visual perception (Hoogenboom et al., 2006).  

Slow gamma (44-66 Hz) arises from the right parietal area correlates with attention, whereas fast amma 

(70-120 Hz) at central occipito-parietal aids visual grouping (Vidal et al., 2006). Slow gamma (30-48 

Hz) is implicated in unconscious learning (Chaumon et al., 2009), whereas higher gamma band (54-64 

Hz) increases with conscious stimulus perception, and 76-90 Hz reflects spatial attention (Wyart & 

Tallon-Baudry, 2008). How the complex roles of fast and slow gamma may relate to those in the 

hippocampus remains poorly understood.  

There is compelling evidence suggesting the presence of a shared mechanism underlying the 

generation of gamma oscillations between the visual cortex and hippocampus. Optogenetically rhythmic 

stimulation targets fast spiking parvalbumin-positive (FS-PV+) interneurons in the CA1 region 

(Iaccarino et al., 2016). These investigations produced results akin to those obtained from studies 

utilizing rhythmic visual stimulation at the same frequency (Adaikkan et al., 2019; Martorell et al., 

2019), showing a similarly favourable mitigation of degenerative diseases markers. Remarkably, the 

rhythmic visual stimulation predominantly recruits the same type of interneurons – Fs-PV+, in the 

primary visual cortex (Schneider et al., 2023).
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5.2 The propagation of high frequency rhythmic sensory stimulation to deep structures 

High frequency RSS does not only act as a frequency tagging tool but have potential to serve as 

treatment for degenerative disease, because its non-invasive and visually pleasant in delivery is 

appealing. Yet, the debate surrounding the impact of high frequency stimulation on deep structure 

remains contentious. Studies measuring multiple structures in rats and human with 40 Hz LED RSS 

argue for entrainment in both sensory cortex and deep areas like the insula, CA1 and mPFC (Adaikkan 

et al., 2019; Iaccarino et al., 2016; Khachatryan et al., 2022; Martorell et al., 2019). Similarly, 

extracellular single unit recordings in macaque V1 illustrates increased spikes time-locked to gratings 

stimulus displayed on CRT screen at 60 Hz, across all layers (Williams et al., 2004). However, 

inconsistent findings arise, with some studies using a similar paradigm but shorter stimulation duration 

failed to find modulation of spike activity beyond V1 (Soula et al., 2023)  or even layer 4 in V1 

(Schneider et al., 2023). In contrast, several observations indicate that high frequency rhythmic 

stimulation modulates behaviour (Drijvers et al., 2021; Griffiths et al., 2023; Wang et al., 2023), 

including the current thesis.  

Several factors may contribute to these inconsistencies, including stimulus features, attention, 

and behavioural tasks. The power, frequency and source of gamma response depend on stimulus 

characteristics, for example, contrast, motion, location, complexity and size (Hoogenboom et al., 2006; 

Muthukumaraswamy & Singh, 2013; Tallon-Baudry et al., 2005; Vidal et al., 2006). For instance, the 

phase locking of V1 spike activities to 60 Hz flickers strengthens with increased contrast (William, 

2004). Besides, responses to pure LED light as rhythm stimulation may be attenuated because of 

repetition suppression, a phenomenon that leads to decreased gamma response (Gruber et al., 2004; 

Gruber & Müller, 2002). Although these stimulations may not require attention, repetition suppression 

can also relate to attention-free adaptation (Hsu et al., 2014). Increasing the complexity of stimulus may 

also benefit the propagation of entrainment and entail effects on behaviour. Martorell and colleagues 

(2019) observed decreased amyloid in medial prefrontal cortex, of which effect is unique to the 

multisensory rhythmic stimulation condition compared to unimodality stimulation condition. Drijvers 

and colleagues (2021) also noticed multisensory rhythmic stimulation results in nonlinear multisensory 
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integration that connects with speech-gesture integration. Moreover, multisensory rhythmic stimulation 

improves cognitive function and attenuates Alzheimer’s Disease (AD)-related biomarkers in mild AD 

patients (Chan et al., 2021).   

Attention and cognitive tasks also affect gamma phase entrainment (Tallon-Baudry et al., 2005; 

Vidal et al., 2006). The former is supported by steady-state visual evoked potentials (SSVEPs, Müller 

et al., 2003, 2006) research, where the main scalp-level response for RSS is modulated by attention 

(Kashiwase et al., 2012; Morgan et al., 1996). Spatial attention selectively increases both excitatory and 

inhibitory neurons in V4, facilitating feedback information transition (Spyropoulos et al., 2022), 

suggesting a role of top-down regulation. Moreover, intracranial study involving an epilepsy patient 

demonstrates a correlation between cognitive tasks involvement and the propagation of 40 Hz gamma 

entrainment in deep structures, including the hippocampus, insular, and temporal cortex (Khachatryan 

et al., 2022). Indirect evidence further underscores this factor by showing strengthened ITPC at the 

entrainment frequency in the hippocampus when participants remember the audiovisual association 

(Wang et al., 2023). Together, these studies suggest the impact of attention and task engagement during 

RSS on the propagation of entrainment.  

Disagreement comes from evidence demonstrating that V1 fast-spiking interneurons constitute 

the dominant response to 40 Hz LED entrainment (Schneider et al., 2023). The engagement of these 

fast-spiking interneurons potentially alters the balance between excitatory and inhibitory activity, tilting 

it towards inhibitory influence, as evidenced by stronger phase locking of inhibitory than excitatory 

neurons. As a consequence, it could impede the propagation of signals beyond the initial input layer 

(Schneider et al., 2023). This contradicts with the prevailing notion that gamma oscillations intricately 

regulate the precise timing of information streams and facilitate the feedforward information transition. 

Thus, it also casts doubt upon the assumed role of gamma synchronization for spike timing-dependent 

plasticity (STDP) and questions the feasibility in the utilization of high frequency RSS to probe STDP. 

However, this finding does not eliminate the possibility that fast-spiking interneurons play a role in 

facilitating pyramidal neurons when task and attention are involved. This assumption finds support in 

an optogenetic study.  
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The barrel cortex, responsible for basic sensory processing such as tactile sensation arising from 

whisker stimulation in rodents, provides insights into this interplay. Optogenetic modification targets 

FS-PV+ interneurons in the barrel cortex. Driving by 40 Hz light, the FS-PV+  revealed its role in 

sufficiently generating gamma oscillations (Cardin et al., 2009). In alignment with Schneider and 

colleagues’ (2023) findings, regular spiking neurons (RS, often excitatory neurons) exhibit insensitive 

to high frequency light stimulation. Significantly, this study also demonstrated that the amplitude of RS 

response, the timing of sensory response, and the precision of sensory-evoked spikes are regulated by 

the pairing of whisker stimulation at different evoked gamma phase. This result indicates that FS-PV+ 

interneurons gates sensory inputs, constraining optimal windows for RS firing. This may in turn 

facilitate information feedforward to downstream. This study implies that the lack of excitatory response 

in Schneider and colleagues’ (2023) could be attributed to the absence of task engagement. Interestingly, 

in the research of STDP, the outcomes of paired stimulation similarly depend on the behavioural context. 

Paired stimulation results in inhibition during rest, while engagement in a visuomotor task leads to 

excitatory influence (Buch et al., 2011). 

The interplay between FS-PV+ and RS outlined above underscores the feasibility of using high 

frequency RSS to investigate STDP through the presentation of natural stimuli. Additionally, interareal 

gamma synchronization can induce long-lasting potentiation of recurrent excitatory synapse 

(Whittington et al., 1997). In our study, manipulation of the inter-hemifield evoked gamma phase lag 

by RSS likely times the excitatory response to natural scenes. These together contributes to the 

explanation of the observed enhanced memory recall in the shortest time delay condition. The 0-delay 

condition did not outperform the other delay conditions might be attributed to the uncertainty at 0-time 

lag in STDP function. However, it is also worth noted that STDP time window varies across species and 

brain regions (e.g., for human: Testa-Silva et al., 2010; Stefan et al., 2002; Verhoog et al., 2013; Wolters 

et al., 2003; for rats: Bi & Poo, 1998; Meliza & Dan, 2006; for locusts: Cassenaer & Laurent, 2007; for 

cats: Fu et al., 2002; Yao et al., 2004; Yao & Dan, 2001; for frogs: Zhang et al., 1998). 
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5.3 Slow frequency rhythmic sensory stimulation and the role of beta burst 

in sensorimotor synchronization 

In contrast to the heat debates surrounding high-frequency entrainment, the modulatory 

effect of low-frequency rhythmic sensory entrainment has been demonstrated in various 

cognitive processes (Antony & Paller, 2017; Clouter et al., 2017; Wang et al., 2018; Williams, 

2001). This phenomenon is likely elucidated by cell-type-specific double dissociation. A study 

by Cardin and colleagues (2009), involving driven FS-PV+ in rodent sensory cortex from 8-

200 Hz, revealed that inhibitory interneurons selectively respond to high frequencies, while 

pyramidal neurons amplify low frequencies. Further comparison of these neuron responses 

illustrates the reduction in pyramidal spikes with increased stimulation frequency. Additionally, 

low frequency is also suggested a binding role for long-distance assembly communication and 

plasticity (Huerta & Lisman, 1995; Hyman et al., 2003; Pavlides et al., 1998; Siegle & Wilson, 

2014). Collectively, these findings suggest that low-frequency entrainment may have the 

potential to traverse long distances and regulate beta activity in SMS. 

Our results demonstrate a relationship relating both movement performance and the 

stimulating frequency to beta burst. Based on these findings, we propose that beta served as the 

bridge for sensorimotor coordination. However, it is important to note that our findings are 

constrained by limitations in spatial resolution and a relatively small sample size. This 

limitation hinders our ability to differentiate between motor and auditory source activities. The 

phase locking of beta bursts in relation to predictive finger tapping performance could 

potentially arise as a result of volume conduction. In other words, beta burst may be phase 

locked to local low frequency oscillations. Yet, this explanation cannot account the difference 

observed in movement performance. It remains to answer whether overt movements mediated 

by beta may prepare a brain state that lowers the threshold for sensory perception, or if the low 
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frequency entrainment facilitates prediction by regulating the timing of beta bursts, or possibly 

both. Intracranial recordings and computation modelling may provide insights into the dynamic 

interplay between motor and sensory assemblies during SMS.  

Potential clinical applications and future questions 

Numerous factors have the potential to influence the entrainment and propagation facilitated by 

high frequency RSS. These includes stimulus features, the engagement of attention and behavioural 

tasks, and the relative timing between flickers and stimulus. Further exploration on these factors can 

help develop a promising high frequency RSS protocol for its application in research and clinical 

domains. However, several intriguing questions remain: 

• Does the interplay between FS-PV+ and RS indeed facilitate information feedforward    

and subsequently impact downstream information flow? 

• How do FS-PV+ interneurons participate in STDP at the cellular and molecular levels? 

• Does fast and slow gamma behave differently in STDP? 

• Can RSS induce long-term effects on cognitive functions? 

Moreover, the dynamics of propagation – such as from the sensory cortex to the hippocampus 

– when RSS is paired with informative stimuli, remains poorly understood. Providing the various 

optimal window for STDP, research using intracranial recordings and laminar measurements may offer 

valuable insights, potentially examining the efficacy of high frequency RSS in investigating cognitive 

functions. This could also shed light on the potential of task engagement in shaping RSS-based 

treatments for degenerative diseases.  

 

Summary 

To summarize, the current thesis investigated the role of high frequency oscillations in human 

episodic memory and SMS, using both fast and very slow RSS. Results demonstrated certain modulation 

on both SSVEPs and memory performance, and a relation between beta burst phase locking to the slow 
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rhythms and movement performance. While it has shed light on the potential of RSS for regulating brain 

activity, there are several factors that need to be taken into account for future studies employ high 

frequency RSS to explore deep structures. Integrating techniques like optogenetics, neuroimaging, and 

computational modelling in future investigations could offer a multidimensional view and provide 

valuable insights into the applications of RSS within research and clinical domains.   
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APPENDIX A: SUPPLEMENTARY MATEIRALS FOR 

CHAPTER 2 

Supplementary information 

Verification of precise timing of the stimulus 

A photodiode was attached to the top left of the CRT screen. Each movie (3-second) 

was displayed at the top left of the screen with an interval of 1 second. Data was recording at a 

sample rate of 1000 and digitized by the National Instruments USB-6343 multifunction I/O 

device (see https://www.ni.com/pdf/manuals/377874a.pdf). Since no trigger was implemented 

during the recording, the trials were defined using the following process. A threshold of 0.7 

was used to define 37.5 Hz peaks. Since a quarter cycle of 37.5 Hz is around 6.67 ms, 

considering the potential noise (e.g., from the sampling position), at least 4 ms of peaks were 

expected in each cycle of 37.5 Hz. Hence, the point, from which was followed by at least 150 

(37.5 times 4) peaks detected in every second of three continuous seconds, was defined as the 

stimulus onset time. 286 out of 384 trials were detected using this criterium. Time frequency 

analysis (Morlet wavelet) with a time window from -0.5 to 3.5 upon stimulus onset, in step of 

0.02 second, foi from 1 to 200 Hz, in step of 1 Hz revealed a peak at 37.5 Hz (see Fig. S6.5).  
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Fig. S6.1. Memory performance across 

conditions. Except for the dash line, the 

element representation is the same as Fig. 

2.4. The dash line denotes the mean 

performance across conditions and 

participants. Without subtraction of 

individual mean performance across 

conditions, the trend became less salient.  

 

Fig. S6.2. ITPC in other time windows. ITPC from 1s before and 3.75s after stimulus onset in the 

LeadRvsf (A) and LeadLvsf (B) conditions. ITPC was averaged across electrodes highlighted in Fig. 2.3A 

and B for LeadRvsf and LeadLvsf, respectively.  
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Fig. S6.3. Phase offsets at individual 

level. Each dot represents a mean phase 

offset for each participant at the 

corresponding modulation condition. The 

calculation of mean phase offset was based 

on SSVEPs (similar to Fig. 2.5 but at 

individual level), averaged across the 1s-

time interval from 1s to 2s upon stimulus 

onset.  

Fig. S6.4. Phase offsets at group level based on group ROI. Group ROI (one electrode) in the left and right 

hemifield was identified using similar procedure as at the individual level (see Fig. 2). The calculation of mean 

phase offset was based on SSVEPs (similar to Fig. 2.5 but based on group ROI), averaged across the 1s-time 

interval from 1s to 2s upon stimulus onset. The mean phase differences with 95% confidence interval are 15.75° 

± 0.42°, 93.95° ± 0.64°, 180.04° ± 0.22° and 269.67° ± 0.63° for 0, 90, 180 and 270 phase offset conditions, 

respectively. The V-test confirmed that the phases from 1s -2s upon stimulus onset were uniformly distributed 

around their entrained phase offset, with p = 0 for all conditions. 

Fig. S6.5. Verification of 

precise timing of the 

stimulus. Time frequency 

analysis revealed a peak at 37.5 

Hz.  
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APPENDIX B: SUPPLEMENTARY MATEIRALS FOR 

CHAPTER 3 

Supplementary information 

The raincloud plots in Chapter 3 were processed with the package developed by Allen 

and colleagues (2021) on the Rstudio platform (R Core Team, 2021). 

Fig. S7.1. Progression of unscrambling image. The static images were retrieved from the central 

frame of trailing movies and underwent digitisation from unit8 to double, and then Fourier-transformed 

to extract phase and amplitude information. Random noise ranging from 0% to 95% was added to the 

original phase information in 5% increments. The noise-added data was then inverse-Fourier-

transformed to create blurred images ranging from 5% to 95% noise. Each blurred image was displayed 

for 150 ms, gradually transitioning from 95% to 0% noise, resulting in a 3000 ms unscrambling image 

during the implicit memory test of the retrieval phase. 
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Fig. S7.2. Group ITPC distribution at full epoch length. (A) and (B) ITPC from 40-80 Hz spanning from 

-1 to 3.75s showed a peak at 60 Hz during movie pair presentation for both the LeadLvsf and LeadRvsf 

conditions. Channels included were the same as Fig. 3.5 (D) and (E).  

 

Fig. S7.3. PPC difference between LeadRvsf and LeadLvsf. The 

topographical distribution of the grand-averaged PPC difference between 

LeadRvsf and LeadLvsf mirrored the ITPC results. LeadRvsf exhibited 

stronger PPC in the left hemifield (highlighted by thick black electrodes, p 

<0.0001), whereas LeadLvsf showed no disparity in the right hemifield for 

LeadLvsf (highlighted by thick grey electrodes, p = 0.0935). Thereby these 

results substantiated that the absence of a significant LeadLvsf superiority 

over LeadRvsf in the right hemifield was not influenced by trail number 

bias.  
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 mean min max

0°-45° 22.913 0 75

45°-90° 10.6957 0 27

90°-135° 13.3478 1 27

135°-180° 36.9565 5 77

180°-225° 36.2609 6 82

225°-270° 12.5652 1 33

270°-315° 12.087 0 28

315°-360° 22.2174 0 67

Fig. S7.4. Trial number information in 

each phase bin. The single-trial 

instantaneous phase differences between 

leading and trailing movies were sorted into 

eight distinct phase bins: 0°-45°, 45°-90°, 

90°-135°, 135°-180°, 180°-225°, 225°-270°, 

270°-315° and 315°-360°. The bar plot 

illustrates the distribution of trial numbers 

across these phase bins for all 23 

participants. Most trials were concentrated 

around the modulation phase lags, i.e., 0° 

and 180°. In the upper panel, each dot 

represents an individual participant, while 

the error bar denotes the stand error. The 

lower panel provides the mean, minimum 

and maximum trial number across 

participants. 
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