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ABSTRACT 

AIMS 

The aims of the in vitro study were to determine the validity and accuracy of two 

Bellus3D devices - Bellus3D Face Camera Pro (Android device) and Bellus3D and 

iPhone 12 (Apple device), and two commercial 3D facial imaging systems - 3dMD and 

Di4D SNAP. The aims of the in vivo study were to determine the validity and accuracy 

of Bellus3D Face Camera Pro (Android device) compared to Di4D SNAP whilst 

capturing the face at rest and at maximum smile. 

MATERIALS AND METHODS 
 

For the in vitro study a plastic mannequin head was pre-marked with 35 facial 

landmarks and the 3D coordinates of each of the landmarks was found using a 

coordinate measuring machine (CMM). This produced the gold standard 3D 

configuration. The head was also scanned using four three-dimensional imaging 

systems i.e., Bellus3D Face Camera Pro (Android), Bellus3D Application (app) and 

iPhone 12, 3dMD and Di4D SNAP. For each device the image was digitised on-screen. 

The 3D landmarks configuration for each device was compared to the gold standard 

CMM data following partial Procrustes superimposition. The Euclidean distance 

between the landmark pairs was measured as well as mean absolute difference in the 

x, y and z-directions. 

For the in vivo study 21 landmarks were placed directly on the faces of 30 volunteers 

meeting the inclusion criteria. Participants rehearsed rest position and maximum 

smile. For each participant images were captured at rest and maximum smile, using 

the Bellus3D Face Camera Pro and Di4D system. The images were digitised and both 

the 3D landmark configurations at rest were aligned using a partial Procrustes 

superimposition, this was repeated for both 3D landmark configurations at maximum 
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smile. The Euclidean distance and the mean absolute difference in the x, y and z 

direction between each landmark pair identified, a threshold of 2.0mm difference was 

set as being clinically significant different. Systematic and random error was assessed. 

Repeatability of rest position was also assessed. 

RESULTS 
 

For the in vitro study a two-sample Students t-test showed the mean difference in 

Euclidean distance (0.9 ± 1.4mm) between the Bellus3D devices and the commercial 

systems was statistically significant (p = 0.001) with a 95% confidence interval for the 

difference of -1.4mm to -0.4mm). 

For the in vivo study, images taken by Bellus3D Face Camera Pro and Di4D at rest, 

showed that 18 of 21 extracted landmark pairs had a mean Euclidean distance of less 

than 2.0mm. Three landmark pairs; right and left gonion and menton were outside of 

the clinical level of acceptability (>2.0mm). The smallest differences were seen in 

landmarks located close to the midline of the face. For maximum smile, an additional 

4 landmark pairs showed a mean Euclidean distance of greater than 2.0mm. These 

were right and left exocanthion and right and left cheilion. 

CONCLUSIONS 

 
The difference in accuracy and precision between the systems is most evident in the 

lateral and inferior landmarks because of the centralised camera location of the 

Bellus3D Face Camera Pro system and the need for subject rotation. Further reduction 

in accuracy was observed in maximum smile as the longer scanning time of the 

Bellus3D system captured involuntary changes in micro expression. Bellus3D Face 

Camera Pro is suitable for clinical application if limited to areas adjacent to the midline 

in rest position. Bellus3D Face Camera Pro is not suitable for clinical use where 
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investigation of lateral and inferior areas of the face is required, nor for transverse smile 

investigation. 
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1.1 INTRODUCTION 
 
Three-dimensional (3D) imaging has evolved rapidly over the last 30 years due to 

demands in fields such as manufacturing, engineering, and entertainment, combined 

with the facilitative advancement in technology. No longer restricted to specialist use, 

for reasons of hardware and cost, anyone with a smartphone is now able to create a 

3D facial image. The purpose of this project is initially to familiarise the reader with the 

current state of the evidence regarding the use of 3D imaging within medicine and 

dentistry and to discuss the systems available. The experimental section will 

endeavour to determine if a widely accessible 3D imaging app is comparable to a 

commercial surface imaging system for 3D facial imaging and whether it could be used 

as an alternative in clinical situations, significantly reducing cost and hardware 

demands. 

 
 

1.2 MEDICAL USES OF FACIAL THREE-DIMENSIONAL IMAGING 
 
Three-dimensional facial imaging has found many applications in medicine and 

dentistry, these have included in normative databases (Smith et al., 2021), surgical 

planning (Khambay et al., 2002), longitudinal facial changes and as an outcome tool 

(Wampfler and Gkantidis, 2022). 

 
 

1.2.1 Normative databases 
 
Facial three-dimensional images have been used to create a database of normal 

cohorts in terms of facial growth, proportions, and symmetry (Smith et al., 2021). These 

images can be used as a reference tool for identification of diseases and to assess 

treatment outcomes. It is necessary to identify normality across different races, sexes, 

and ages to allow comparative analysis. For instance, with regards to head and face 
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symmetry, a study quantifying normal craniofacial form based on over 500 North 

American children (0-18 years) found a mean head asymmetry of 1.5mm and a mean 

facial asymmetry of 1.2mm, with no significant differences seen in age, sex or race 

(Cho et al., 2018). In a population of Taiwanese children (6-12 years), the average 

head asymmetry was 2.5mm and facial asymmetry was 1.0mm with no significant 

difference between genders (Hsu et al., 2019). Whilst in a study of white Australian 

adults, females were generally more symmetric than males. Moderate asymmetry (2- 

5mm) was noted in over half of the participants (53% females and 58% males) and 

severe asymmetry (>5mm) affected 7% females and 8% of males (Lum et al., 2020). 

These studies show there is a “normal’ baseline craniofacial asymmetry in the 

population. 

 
 

Given the 3D nature of mandibular asymmetry, 3D facial scans have been used to 

assess the influence of chin asymmetry on perceived facial aesthetics between 

orthodontists, dentists, and laypeople, and provide a quantitative reference for clinical 

intervention (Dong et al., 2020). The study concluded that orthodontists and dentists 

were able to detect a chin asymmetry of between 2-4mm while laypeople did not detect 

chin asymmetries until they were greater than 4mm. This information can be used to 

rationalise conservative treatment for mild asymmetries. 

 
 

1.2.2 Longitudinal facial changes 
 
Sequential 3D facial imaging can be used as a means of monitoring gradual changes 

over time, such as ageing or disease progression. In order to obtain an accurate 

comparison, the images need to be superimposed on stable structures. A recent 

systematic review found that surface based superimposition methods were used most 
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commonly with the forehead being preferred due to its stability over time (Wampfler 

and Gkantidis, 2022). Stable structure identification can be difficult in growing patients; 

therefore it is also possible, in some instances, for the patient to serve as their own 

control in the current time point by creating a mirrored virtual patient to compare against 

(ter Horst, et al., 2022). A recent study of infant (0-2 years) cranial growth obtained 

quarterly 3D scans of 130 subjects to produce detailed regional growth maps at 

different stages of development (Meulstee et al., 2020). 

 
 

1.2.3 Surgical planning 
 
For the purposes of surgical planning CBCT hard tissue scans can be fused with 3D 

surface scans to produce a “virtual patient” (Khambay et al., 2002). From an 

orthognathic surgery perspective this allows more accurate planning especially for 

complex asymmetry cases as it provides the surgical team with the visual information 

of moving the osteotomized segments with six degrees of freedom. In addition, it 

provides the patient with a visual outcome of the facial appearance in 3D. This 

addresses the inadequacies of using conventional profile photo-cephalometric 

techniques which are unable to depict the frontal view. This technology can also be 

used in the production of surgical stents and prosthetics led by the end facial result 

which is often the patients primary concern (Wang et al., 2022). Crucially, by giving the 

patient a realistic outcome prediction, informed consent is improved significantly. Since 

this technology is readily available and should be standard in a secondary care setting 

where such treatment is planned, it would now seem inappropriate not to provide this 

information to a patient prior to surgery. 
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For instance, it is commonly accepted that a negative consequence of maxillary 

advancement are changes in the nasal soft tissue. Previous studies have confirmed 

widening of alar base, increase in alar width, nostril width, as well as nasal tip columella 

and upper lip projection (Ubaya et al., 2012; Metzler et al., 2014). This information 

allows for appropriate warnings and discussions to take place prior to treatment. It has 

previously been reported that following bimaxillary surgery, facial symmetry worsened 

post operatively, particularly at the nasal tip and chin prominence (Hajeer et al., 2004). 

 
 

In addition to surgical planning facial prosthesis construction has benefitted from the 

introduction of 3D surface imaging. Facial prostheses are traditionally made using 

impression materials to create a cast of the defect for the technician to work on. This 

is uncomfortable, messy and time consuming, and impression materials can be subject 

to shrinkage, air blows and voids (Beri et al., 2022). It is now possible using 3D imaging 

and multi-modal imaging to create a digital cast, and a simpler and cleaner method of 

prosthesis fabrication using CAD-CAM technology and 3D printing (Jablonski et al., 

2019). 

 
 

1.2.4 Cleft lip and Palate 
 
Congenital craniofacial defects frequently require early correction to allow for growth, 

function and aesthetics. Cleft lip and palate is the most common of these disorders 

and there are many studies detailing the use 3D surface scans to assess outcomes in 

this population (Thierens et al., 2018). Three-dimensional facial images have been 

used to objectively assess the symmetry of primary lip repair pre and post-surgery. 

Positive changes were found not only in the upper lip but in the nose and cheek area 

also (Al-Rudainy et al., 2018). Medical treatment is ideally evidence based where 
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possible, for example naso-alveolar moulding prior to cheiloplasty surgery is a 

significant and protracted intervention that requires a substantial commitment from 

caregivers. It is important therefore to establish whether the intervention offers 

additional long-term benefit to nasal aesthetics compared to surgery alone. Three- 

dimensional surface scans offer an objective and quantifiable means of outcome 

assessment. In a comparison of scans taken at 5 years of age, the naso-alveolar 

moulding and surgery group displayed improved aesthetic outcomes compared to the 

surgery alone group (Kurnik et al., 2021). Similarly, 3D surface scans have been used 

to identify which surgical technique produces better outcomes in a group of cleft 

patients. In a comparison study of philtral reconstruction techniques (overlapping 

mattress suture or asymmetric mattress suture) superior outcomes i.e. improved 

column symmetry and projection, were observed in overlapping mattress suture group 

(Chang et al., 2020). For both clinicians and patients, it is important to assess the 

outcome of treatment to establish if the desired effects have been achieved but also to 

identify non-desirable effects and relapse potential so that these can be predicted and 

consented for pre-treatment. 

 
 

1.2.5 Orthodontic treatment 
 
The soft tissue effects of conventional orthodontic treatment have been assessed with 

3D surface imaging. The consequence of extractions on facial profile is contentious 

and has previously been assessed using two dimensional (2D) lateral cephalograms 

(Freitas et al., 2019). A recent study has used 3D imaging and found that extraction 

treatment in adult females negatively affected nasolabial folds and lip projection (Zhou 

et al., 2023). In addition an increase in naso-labial angle has been reported in the 

extraction group (Rongo et al., 2021). In a society that is increasingly concerned with 
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facial aesthetics these may be potentially serious side effect of treatment that the 

patient should be informed of during the consent process. 

 
 

Functional appliances have been shown to produce skeletal and dental changes in a 

growing patient; however, it is likely that the soft tissue changes are of greater 

importance to the patient. A comparison of soft tissue outcomes of treatment with three 

removable functional appliances, Twinblock, Herbst and monoblock appliances, found 

that all had a positive effect on the profile by increasing the angle of convexity (Güler 

and Malkoç, 2020). An investigation of soft tissue changes post treatment with a fixed 

functional (Class II corrector - Forsus™ spring) displayed no statistically significant 

changes to the pre-treatment soft tissue. (Akan and Veli, 2020). 

 
 

In a recent development, three dimensional facial scans have recently been used to 

design customised facemasks in situations where an improved fit is necessary e.g. for 

nenonates requiring ventilation masks (Bockstedte et al., 2022) or in the recent 

COVID-19 pandemic where a tight seal was necessary to prevent transmission of 

vaporised virus (Carter et al., 2021). 

 
 

The use of 3D surface facial scanning offers advantages over conventional 2D 

methods by reducing distortion and generating supplemental information which 

obviates the need for direct anthropometry. In addition, the 3D surface scanning can 

be non-invasive and involves no ionising radiation. The speed of scanning time makes 

this a practical and reliable method of recording the cranial and facial features of young 

children. Ritschl et al. (2018) used a low cost portable stereophotogrammetry system 

(FUEL3D® SCANIFY®) to scan a neonatal population monthly from birth to 6 months. 
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The scans were well tolerated and accurate (within 1mm) compared to conventional 

plaster models and easier to obtain (Ritschl et al., 2018). Once captured digital storage 

of the raw images permits easy recall and re-analysis as required. 

 
 

1.3 3D IMAGING 
 

3D investigation of subdermal tissues is well established within medicine having been 

used since the late 1970’s (Bird, 1982). Various imaging modalities have been 

developed to facilitate the examination of individual tissue types, often developed from 

pre-existing two-dimensional (2D) systems. The following is a compendious summary 

of current 3D medical and, more specifically head and neck imaging systems. These 

can be divided into those methods that image volume and those that capture the 

surface only. From a facial imaging perspective, volumetric imaging captures the 

internal structures of the head and neck, whilst surface imaging captures the air / soft 

tissue boundary. 

 
 

1.4 3D VOLUME CAPTURE 
 

1.4.1 Computed tomography (CT) 
 
Biological hard tissues are conventionally imaged using x-ray beams, their relative 

absorption or reflection conveying a representation of the underlying structures. In their 

most basic form radiographs are a 2D image of the area overlying the sensor, with no 

representation of depth. Within head and neck imaging, the advent of focal plane 

tomography enabled 2D imaging of a curved structure i.e., the midface. It consists of 

the simultaneous movement of an x-ray beam and film around the structure of interest, 

which therefore remains in focus throughout the exposure, the resultant image being 

a composite of the multiple capture points. 3D radiographic imaging is produced in a 
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similar way; numerous images, known as “slices”, are taken in multiple planes around 

a subject and digitally stitched together, or volume rendered, to form a 3D 

representation. CT scans are interactive and crucially, give the clinician an 

appreciation of depth, they are used extensively in oral and maxillofacial surgery. 

Obviously, due to the increased capture points required the exposure of the patient is 

amplified from approximately 0.010 mSv, in a standard dental panoramic tomograph 

(DPT), to 2.1 mSv in a maxillary-mandibular CT scan (Ngan et al., 2003). 

 
 

Conventional CT scans offer a rudimentary representation of the soft tissues; volume 

and outline can easily be appreciated, whilst differentiation is poor. In comparison hard 

tissues are well demarcated. Cone beam computed tomography (CBCT) is a further 

development aimed at reducing exposure; the x-ray beam is cone-shaped rather than 

fan-shaped. This allows imaging of a smaller more focused irradiation field; ranging 

from a few cm3 to both jaws, in a single scan (Machado, 2015). This technique is 

valuable in dental surgery and oral medicine where a localised field of view is sufficient. 

CBCT combined with DPT machines are now available as a single unit and are no 

longer the domain of specialised centres or secondary care as with conventional CT. 

 
 

1.4.2 Magnetic Resonance Image (MRI) 
 
The gold standard for soft tissue 3D imaging is Magnetic Resonance Imaging (MRI). 

Unlike CT it is capable of excellent soft tissue differentiation as it depends not on the 

relative mineral density of the tissue but the relative de-excitation of hydrogen ions 

readily found in the water content of soft tissue (van der Heide et al., 2019). This is 

achieved by application of a strong magnet which causes a uniform spin alignment of 

the hydrogen ions, combined with a radio frequency current. Once the magnet is 
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deactivated the hydrogen ions return to their normal spin emitting a radio signal as they 

do so. The strength of the signal recorded by a sensor is used to create a 

representative image of the tissues, which as for CT scans, is interactive and can be 

viewed as a 3D reconstruction or as 2D slices. MRI, like CT is highly specialised and 

subject to similar disadvantages in terms of cost and accessibility. It is also 

incompatible with ferric containing metal implants and, being relatively slow to capture 

is sensitive to motion artefact (Zammit-Maempel, 2015). The main advantage of MRI 

is that it does not utilise ionising radiation. 

 
 

1.4.3 Ultrasound Imaging 
 
A more accessible, albeit cruder method of soft tissue imaging is ultrasound scanning. 

Ultrasound systems emit high frequency soundwaves into the tissues via a transducer 

placed over the tissue surface. The soundwaves are reflected to varying degrees 

dependent on a tissue’s density and distance from the source. The echoes detected 

by the transducer are converted into a representative real-time image of the underlying 

structures. Consequently, ultrasound has applications in functional imaging such as 

joint movement, activity of vital organs, obstetrics, and fine needle aspiration biopsies 

as well as primary visualisation, often being used for investigation of neck masses 

(Carter et al., 2017). 3D ultrasound requires the application of soundwaves at multiple 

angles and surface rendering of the image, if done in real time then the scan is, in 

essence 4D (Carter et al., 2017). The use of 3D ultrasound in the maxillofacial region 

has been of limited value due to the difficulties in capturing the air / soft tissue boundary 

without distorting the soft tissue (Hell, 1995). 
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1.5 3D SURFACE CAPTURE 
 
Currently, surface imaging within medicine and dentistry relies on conventional two- 

dimensional photographs. These may be sufficient in some cases, dependent on the 

indication however, a 2D image cannot reliably represent a 3D structure, and 2D 

images are subject to distortion and perspective errors (Lane and Harrell, 2008; 

Dindaroǧlu et al., 2016). The use of 3D surface imaging of the face within medicine 

and dentistry is not well established or routine practise in dentistry, yet it has had the 

potential to improve diagnosis, treatment, and disease monitoring. 

 
 

An ideal facial imaging system would need to capture topographic, texture, and colour 

information, be non-invasive, rapid, accurate, precise, portable, and inexpensive. 3D 

surface images are typically created by “reverse engineering”. The process uses an 

imaging device to take a physical object, in this case a face, and turn it into a digital 

model based on “point-cloud data”. Each point or vertex has x, y, z co-ordinates which 

are joined to form a mesh, to which surface texture and colour information is added 

(Lane and Harrell, 2008). Thus, 3D imaging offers the potential to extract the three- 

dimensional co-ordinate data for any landmark (Lane and Harrell, 2008). 

 
 

For an imaging system to be valid it must be accurate and precise (Lane and Harrell, 

2008). With regards to the current literature, accuracy is the agreement of the 

experimental measurement against a true measurement or gold standard. Previous 

studies have established the level of accuracy acceptable for clinical application of 3D 

facial scans to be within 2mm (Aung et al., 1995; Kovacs et al., 2006; Knoops et al., 

2017). Precision can be sub-divided into repeatability and reproducibly. Repeatability 

is a measure of the degree of consistency between repeated measures of the same 
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subject, using the same technique. This includes operator error i.e., inconsistency 

when the same operator is extracting the same data from the same set multiple times; 

and system error i.e. inconsistency when scanning the same subject under the same 

conditions multiple times (Lübbers et al., 2010). Reproducibility is the inconsistency 

between repeated measurements of the same subject using the same technique but 

between operators. 

 
 

1.6 STRUCTURED LIGHT 
 
Structured-light scanners work by projecting a light pattern on the subject face and 

using sensors or cameras to detect the deformation of the pattern. An algorithm 

determines distance of the deformation points from the light source and the data is 

reverse engineered into an image of the physical object. These systems are sensitive 

to ambient light and work best in an environment with consistent controlled lighting. 

Scan time is variable depending on the system but can take up to 30 seconds. Surface 

texture and colour is often added to the final image. Light based systems also have 

simple hardware requirements, needing only a light source, sensor and processing 

unit. Contemporary systems use dual structured light with infra-red sensors and are 

typically manufactured as handheld single units containing the light source and the 

sensor. 

 
 

Ma et al. (2009) validated a novel structured light facial scanning system (BWHX 

Technology Company, Beijing, China) (Ma et al., 2009). The system under 

investigation was designed to reduce motion error by incorporating a mirror into the 

set up so that neither the subject nor the sensor required moving between scans. 

Although two separate captures were needed, the speed at which they could be 
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acquired was reduced to 5 seconds. Accuracy and precision were investigated under 

ideal conditions using a facial plaster cast that had 19 landmarks. Experimental system 

landmark co-ordinates were compared to those derived from a co-ordinate measuring 

machine. The accuracy was found to be 0.93 ± 0.36mm, two landmarks; trichion and 

sub-nasale, showed a difference of more than 1mm and were potentially affected by 

reflection and shadowing respectively. Reproducibility was determined by comparing 

landmarking of scans between investigators and found to be 0.79 ± 0.36mm. Surface- 

to-surface analysis showed a mean difference between the scans of 0.20mm indicating 

that the system is reliable to clinically acceptable levels (Ma et al., 2009). 

 
 

1.6.1 Moirè 
 
Moirè topography is a form of structured light scanning developed in the 1970’s using 

the Moirè phenomenon. The Moirè phenomenon exists when two standardised 

patterns of curves or circles overlap, if projected onto an uneven surface, new patterns 

are created, distinguishing the depths of the surface (Porto et al., 2010). The main 

medical application is to identify asymmetries, particularly those of gait associated with 

scoliosis (Porto et al., 2010). Within the head and neck region previous uses have 

included assessment of facial deformity following zygomatic injury and quantification 

of facial palsy (Kawano, 1987; Yuen, et al.,1997). 

 
 

Dirckx et al. (2010) introduced a new technique based on the Moirè phenomenon - 

Projection Moirè Topography (PMT). PMT was designed to reduce the time taken for 

image capture, from several seconds to approximately 1 second (Dirckx et al., 2010). 

Twenty-two 3D printed photopolymer models were constructed from anonymised CT 

data and scanned using both the experimental system and Di3D. The resultant 3D 
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scans was superimposed onto original segmented soft tissue CT scan, and heat maps 

generated to illustrate the difference (Artopoulos et al., 2014). The Moirè system 

showed a 95.1% concordance with the CT scan compared to a stereophotogrammetry 

imaging system (Di3D), which showed a 98.6% agreement. It was noted that the Moirè 

method performed less well toward the lateral boarders of the face, possibly due to the 

distortion when using a single camera system. The authors concluded that in vitro the 

techniques are comparable in accuracy and plan to repeat the study in vivo. 

 
 

1.7 STEREOPHOTOGRAMMETRY 
 
Stereophotogrammetry utilises camera pairs to capture images of an object. The 

cameras are located at a known distance and angulation to one another. Using the 

principle of triangulation, and the appropriate calibration, the software system uses the 

captured images to generate a polygonal 3D mesh of the face. The polygonal mesh is 

then made “photorealistic” by the addition of the captured texture and colour 

information. Capture between all the cameras must be synchronised or else there is a 

risk of discrepancy between all the images. The process of image capture is rapid and 

is determined by the camera aperture speed, and this can be as fast as 1/500 (2ms) 

(Lane and Harrell, 2008). 

 
 

While less sensitive to ambient light than the other systems, due to the use of flash- 

light, stereophotogrammetry has difficulties capturing reflective surfaces; hair, teeth, 

facial jewellery and oily skin as the glare produced by the flashes causes data loss 

(Heike et al., 2010). Areas that are subject to “loss of line of sight” (undercuts and 

shadowing) are similarly affected, for example sub-nasal and submental areas (Heike 

et al., 2010). Tilting the head upwards can reduce shadowing, although for 
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reproducibility purposes, facial capture in natural head position is frequently sought. It 

is possible to fuse overlay the 3D surface images captured with CT or CBCT data to 

produce a comprehensive hard and soft tissue virtual patient (Khambay et al., 2002). 

Conventional stereophotogrammetry systems are generally cumbersome, expensive 

and require daily calibration (van Loon et al., 2010). 

 
 

Stereophotogrammetry systems can be passive or active. Active systems project an 

additional specked infra-red image over the face; whilst the passive systems use the 

skin pores and texture for triangulation (Lane and Harrell, 2008). The Di3D and more 

recent Di4D SNAP systems (Dimensional Imaging, Glasgow, UK) are passive 

stereophotogrammetry systems, which use 3 pairs of cameras, producing six coloured 

images. These images and irregularities in skin texture, together with the calibration 

data, are used to construct a 3D photo-realistic image. The 3dMDface™ system (3dMD 

LLC, Atlanta, USA) is an active stereophotogrammetry system which also uses 6 

cameras to take 3 pairs of photographs simultaneously in 1.5ms. Two pairs of images 

are taken with infrared cameras with an overlying specked light pattern projection, the 

final pair of images are taken in colour and when combined with the calibration data 

and speckled images to produce a 3D photo-realistic image (van Loon et al., 2010). 

 
 

1.7.1 In vitro validation 
 
An in vitro validation study of the Di3D system showed that with regards to reliability of 

mannequin head capture, there was a mean system error of 0.057mm (the mean 

difference of 10 repeated exposures compared with the mean surface) (Winder et al., 

2008). Errors up to 1.06mm were found at the extremities of the facial image, errors in 

midline measurements were reported to be associated with areas of shadowing i.e. 
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under the chin and near the inner canthus (Winder et al., 2008). The mean difference 

of 20 pre-marked linear distances, between Di3D captured images and those recorded 

directly from the mannequin head using digital callipers, was 0.62mm, with a maximum 

and minimum error of 1.43mm and 0.06mm, respectively. 

 
 

A similar study was conducted using the 3dMD System, the mean system error was 

found to be 0.2mm (Lübbers et al., 2010). The mannequin head was pre-marked with 

41 landmarks and 201 linear distances were measured using direct anthropometric 

techniques and compared to those derived from the 3dMD captured image. The mean 

error was 0.01 ± 0.55mm, with all differences reported as statistically insignificant. 

These investigations were conducted under ideal conditions with any subject 

movement eliminated. The results provide a baseline level of error, as it would be 

anticipated that measurements on live subjects would be similar or worse. It is worth 

noting that both studies reported on differences in linear measures, however errors in 

a linear distance can be a result of the error landmark endpoints. The use of linear 

measurements (Euclidean distances) is historically clinically routine but has a major 

shortcoming in that it provides a measure of length only and no indication of direction. 

 
 

1.7.2 In vivo validation 
 
The in vivo precision of the 3dMD system was investigated using a sample of 8 

participants and two operators, identifying 27 landmarks (Nord et al., 2015). The study 

reported no statistically significant differences in inter-examiner repeatability or intra- 

examiner reproducibility. Landmarks were grouped according to those that could be 

identified with high, medium, and low precision; however no numerical values were 

given. Landmarks located around the mouth could be identified with higher precision, 
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whilst lateral landmarks (gonion) and in areas of shadowing (subnasale) had the lowest 

precision. Aldridge et al. (2005) used a representative sample of individuals, including 

children with craniofacial syndromes, to investigate the repeatability of 3dMD (Aldridge 

et al., 2005). The study found 3dMD to be precise in the repeated identification of 

landmarks (6 midline and 7 bilateral) even without pre-landmarking the subjects, with 

14 of the 20 landmarks showing concordance within 1mm (mean 0.827mm, range 0.17 

to 4.10mm). Again, the greatest error was found in the gonial region. 

 
 

Dindaroǧlu et al. (2016) compared direct facial measurements to 3dMD scan 

measurements of 80 participants (Dindaroǧlu et al., 2016). Despite no pre- 

landmarking, the greatest mean difference between the linear measurements was 

0.21mm, however only 10 measurements were compared. Wong et al. (2008), in an 

earlier study, compared 18 linear measurements (10 midline and 8 bilateral) using 

direct facial measurements to 3dMD scan methods in 20 un-landmarked patients 

(Wong et al., 2008). Fifteen of the 18 linear measurements were within 1mm, the 

largest error was found in lateral measurements (tragus to gonion) Repeatability was 

superior for 3dMD than direct measurement (average error of 0.8mm, compared to 

1.0mm). Both methods were equally precise for operator repeatability (correlation 

coefficient of 0.91 for 3dMD and 0.90 for direct measurement). 

 
 

Previous studies have shown that stereophotogrammetry systems are in general as 

accurate and precise as direct anthropometric measurements, within the 2mm level of 

clinical acceptability. None of the in vivo studies discussed above pre-landmarked the 

subjects. The precision of landmark identification could be adversely affected if 

identification was usually aided with palpation of underlying bony structures (Nord et 
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al., 2015) or if the landmarks were more laterally located (Aldridge et al., 2005). Similar 

times were reported to perform direct and digital anthropometry, averaging 

approximately 30 minutes per individual (Wong et al., 2008). The advantage of 

stereophotogrammetry is that once the subject has been imaged a digital record has 

been saved and can be viewed or re-analysed if necessary. 

 
 

1.7.3 Portable stereophotogrammetry 
 
Whilst stereophotogrammetry has been shown to have excellent accuracy and 

precision, the systems are largely expensive and cumbersome. Portable 

stereophotogrammetry systems were developed in the hope of overcoming these 

issues. Vectra H1 (Canfield Scientific, Parsippany, NJ, USA) is a single camera 

portable system that costs approximately a third of the of Di3D system. It has a mirror 

incorporated into the lens that allows the capture of two images simultaneously. For 

ear to ear imaging the manufacturer recommends taking 3 scans at different angles, 

giving a total of 3 paired images as per the traditional stereophotogrammetry systems. 

The capture time is 2ms and flash recharge is 5 seconds therefore the whole process 

takes approximately 10 seconds. The images are merged in the software package to 

create the final 3D image. 

 
 

In a comparison study of Vectra H1 to 3dMD, Camison et al. (2018) used a pre- 

landmarked mannequin head to investigate the differences between the two facial 

images, using surface-to-surface measurements (Camison et al., 2018). The mean 

global RMS error under ideal conditions, was 0.144mm. Repeatability of the Vectra H1 

system between two identical mannequin head scans was 0.034mm on average. The 

in vivo study compared the scans of 23 subjects, who had been pre-landmarked with 
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17 landmarks, generating 136 linear measurements. The mean technical error of 

measurement (MTE) between the two imaging systems, was 0.84mm (range 0.19 – 

1.54mm), the highest errors were found in the lateral regions of the face and lowest 

error was toward the facial midline. In a comparison of surface-to-surface 

measurements, the average RMS global error was 0.43 mm (range 0.33–0.59mm). 

The results show Vectra H1 to be valid and precise in an ideal in vitro environment. 

The increase in error in vivo is still within the limit of clinical acceptability and is likely 

due to subject movement, given the relatively long scanning time of 10 seconds. 

Indeed, the largest error was around the corners of the mouth and the eyelids which is 

consistent with changes in micro-expression. A recent systematic review has reported 

that Canfield’s Vectra imaging systems (Vectra M5, M3, XT and H1) are all capable of 

capturing precise and reproducible 3D facial images, with some imprecisions reported 

around the perioral region (De Stefani et al., 2022). Any errors are likely to be 

compounded if these systems are used in less compliant samples, for example 

children or those with learning difficulties and reinforces the importance of sub-second 

capture time to the validity of a surface imaging system intended for in vivo use. 

 
 

1.8 LASER 
 
Laser based scanning systems were developed in the early 90’s and originated in the 

engineering industry. A laser beam or stripe is projected over the surface of an object 

and its deflection is recorded by a sensor at a known triangulation point (angulation 

and distance) from the laser source, allowing for trigonometric determination of the 

objects x, y and z co-ordinates (Lane and Harrell, 2008; Karatas and Toy, 2014). These 

systems are reasonably simple in their setup and hardware demands, and as such 

more portable and economical than stereophotogrammetry. Their principal drawback 
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is that there is a long scanning time of up to 30 seconds and while not problematic for 

engineering purposes, presents a challenge for facial imaging as the subject needs to 

remain motionless for the entire capture time or else risk motion error (Ayoub et al., 

1998; Karatas and Toy, 2014; Gwilliam et al., 2006). Other drawbacks include 

concerns over safety of laser exposure to the eyes (Karatas and Toy, 2014) and lack 

of surface texture and colour application to aid landmark identification and create a 

relatable image for patient consent (Gwilliam et al.,2006; Artopoulos et al., 2014; 

Karatas and Toy, 2014). These issues have largely been overcome with the newer 

generation of laser scanners which are safe for eyes and able to capture texture and 

colour with the incorporation of a camera into the set up. 

 
 

1.8.1 In vitro validation 
 
An in vitro experiment using the Minolta Vivid700 3D laser surface scanner compared 

21 linear measurements derived from pre landmarked facial plaster casts to those from 

direct measurement. 12 landmarks were placed, none of which were at the extreme 

edges of the face. The casts were scanned from three different views and the data 

merged post capture using the Vivid software. The average difference between the 

measurements was 1.9mm ± 0.8mm (Kusnoto et al., 2002). A similar study comparing 

linear measurements of 19 nasal plaster casts using both the laser based Dental Wings 

series 3 scanner (Dental Wings Inc., Montreal, Canada) and the Vectra 

stereophotogrammetry system (Vectra 3D, Canfield Scientific, Fairfield, NJ) found no 

significant differences in outcome measures (Codari et al., 2015). Unfortunately, the 

study lacked detail and should be viewed with caution. 
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1.8.2 In vivo validation 
 
The Minolta Vivid 910® (Minolta Co., Ltd., Osaka, Japan) is eye safe and patients can 

be scanned with their eyes open. Ear to ear capture requires movement of the scanner, 

the subject, or the addition of a second sensor. Kovacs et al. (2006) investigated the 

precision and accuracy of the scanning system with comparison to direct 

anthropometrical measurements in five pre-landmarked subjects (Kovacs et al., 2006). 

The experimental capture involved either automated subject rotation taking 90 

seconds; manual subject rotation over a 45 second period, or a dual-sensor static 

subject capture taking 10 seconds. Repeatability and reproducibility were highest in 

the static capture method, followed by manual rotation method, and then automated 

rotation, indicating that capture time had a great influence on precision. The composite 

3D images were land-marked and linear distances compared to direct clinical 

measurements. Overall, the mean differences in distances between the clinical 

measurements and the facial laser scans were 1.32 ± 5.67mm. 

 
 

A more recent comparison of the Minolta Vivid 910® scanner to the Vectra M3 system 

(VECTRA-3D®: Canfield Scientific, Inc., Fairfield, NJ, USA) used 15 participants. 

(Gibelli et al., 2018). A tri-capture scanning method totalling 50–90 seconds, was used 

for the Minolta scanner. The surface-to-surface distances of the facial images were 

compared, as well as the concordance of linear measurements. For linear 

measurements requiring identification of surface landmarks, the texture information 

was removed from the Vectra M3 scan in order to make it comparable to the non- 

textured laser scan. The mean surface-to-surface distance difference was 0.80 ± 

0.41mm, the mean error for linear distances was 3.2 ± 1.3mm. 
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Planmeca ProMax 3D ProFace® (Planmeca USA, Inc.; Roselle, IL, USA) is a laser- 

based surface imaging system that is incorporated within a CBCT scanner. The 3D 

image can be taken independently of the CBCT scan and includes texture and colour 

information, the manufacturer claims a spatial accuracy of 0.03mm. In an investigation 

of anthropometric norms of a southern Spanish population, the system was validated 

by comparing 20 linear measurements from the 3D facial laser scans of 10 subjects to 

direct linear measurements. The subjects were not landmarked prior to scanning; the 

mean difference in linear measurements was reported to be 1.04mm, within the level 

of clinical acceptability (Menéndez López-Mateos et al., 2019). 

 
 

The reduced accuracy of laser scanners in vivo compared to other systems is likely 

because of motion error as a consequence of the increased scanning time, and the 

lack of texture information making landmark identification more difficult. 

 
 

1.9 BELLUS3D 
 
Bellus3D Face Camera Pro™ (Bellus Inc, California, USA) is an attachable camera 

system which uses tablet or smartphone software to capture, process and view 3D 

facial images. It is similar to active stereophotogrammetry as it projects a pattern of 

infrared dots over the subject’s face and uses a camera to calculate the spatial location 

of each point. It requires the subject to turn their head 180-degree during capture and 

takes around 15 seconds in total to complete a facial scan. 

 
 

1.9.1 In vitro validation 
 
A comparative evaluation of the trueness of 3D facial scanning, of a mannequin head, 

using the Bellus3D Face Pro App on an iPhone X to a structured blue light 3D scanner 
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(ATOS Core, accuracy 3µm) scan has recently been reported (Gallardo et al., 2023). 

The study used “best fit” of the facial scan meshes from each scanner and compared 

50 landmark locations, grouped into 6 facial regions based on absolute distances 

closest point (Global trueness). For each image, the deviation value was reported as 

the absolute mean value of deviations of the points described by the 25 and 75% 

quantiles i.e., only the middle 50% of the points. All regions were accurate to within 

1mm, the highest accuracy was found in the mentum and nasal areas and the least in 

the lateral areas of the face, the overall absolute mean value of deviations was 0.34 ± 

0.14 mm. 

 
 

The accuracy of Bellus3D Face Camera Pro has also been compared to both direct 

anthropometric measurements and 3dMD, using a mannequin head with 20 landmarks 

(Liu et al., 2021). The mean absolute difference of eight linear distances between 

Bellus3D Face Camera Pro and direct anthropometric measurements was 0.61 ± 

0.47mm, and between Bellus3D Face Camera Pro and 3dMD was 0.38 ± 0.37mm. 

The landmarks chosen were in the central portion of the face and not at the facial 

periphery; the outer limit of the eyebrow being the most lateral facial landmark. The 

study reported errors in the sub-nasal region because of shadowing. The same team 

repeated the study using the same methodology but using the Bellus3D ARC7, a 

system which uses multiple cameras to take a scan in 3 seconds and requires less 

patient movement (Pan et al., 2022). The mean absolute difference of the eight linear 

distances between Bellus3D ARC7 and direct anthropometric measurements was 0.61 

± 0.42 mm, whilst between direct anthropometric measurements and 3dMD was 0.28 
 
± 0.14 mm. 
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1.9.2 In vivo validation 
 
To assess the in vivo validity of Bellus3D Face Camera Pro, five linear distances of ten 

pre-landmarked scanned participants were compared to direct anthropometric 

measurements (Piedra-Cascón et al., 2020). The acquisition time was measured at 15 

seconds. Significant differences in inter-landmark measurements were reported in all 

subjects with an average distance of 0.91 ± 0.32 mm. None of the measurements 

recorded were from the facial periphery and as such the study only investigated the 

validity of Bellus3D Face Camera Pro in capturing the midline/para-midline regions as 

opposed to the whole face. 

 
 

In order to try and standardise the Bellus3D scanning process, a novel scanning 

method was developed whereby the subjects head remained static, and the iPad Pro 

with Bellus3D app was attached to a slider track that moved around the patient 

(Raffone et al., 2022). The study compared 23 linear distances from 10 scanned 

subjects, captured by rotating their heads and by sliding the iPad Pro around the head, 

to their direct anthropometric measurements. The results showed a mean absolute 

difference of 0.95 ± 0.25 mm for the conventional head rotating technique and 1.00 ± 

0.29 mm for the slider technique. Even though the results were similar, less subject 

training was needed in the slider group. 

 
 

A recent study has compared scans captured by Bellus3D Face App installed on an 

iPhone XS to those captured using 3dMD on 40 un-landmarked subjects (D'Ettorre et 

al., 2022). Colour maps and surface to surface distance for 18 post-capture identified 

landmarks were compared. Repeatability and reproducibility of landmarking 

identification on the scanned images was very high. Colour mapping superimposition 



25  

et al., 

et al. 

et al. 

showed an 80.01± 5.92% concordance between the systems to within 1mm. Thirteen 

of the 18 landmarks were within 1mm of each other. The study reported the most 

accuracy was associated with flat facial areas i.e. forehead chin and cheek, and the 

least in areas of curvature i.e. mouth lips and eyes. Wang (2022) compared 
 

Bellus3D Dental Pro App and Bellus3D ARC7 to direct anthropometric measurements 

of 14 linear measurements, in 20 pre-landmarked subjects. Bellus3D Dental Pro App 

had the highest error (1.17 ± 0.80 mm), compared to the Bellus3D ARC7 system (0.76 

± 0.61 mm), the authors note that portability comes at the expense of slightly increased 

error. In a further study, based on 29 pre-landmarked subjects, comparing Bellus3D 

Face App to 3dMD, a mean surface to surface difference of 0.86 ± 0.31 mm was 

reported (Andrews et al., 2023). As well surface to surface measurement, point to point 

differences were also used, with 16 of the 18 landmarks found to be within 1 mm. 

Nasion was reported as the most accurate landmark, with gonion and tragion being 

the least accurate. 

 
 

Thurzo (2022) compared Bellus3D Dental Pro App installed on an iPhone X to 
 

sixty surface segmented CBCT scans (Thurzo et al., 2022). Colour maps were created 

showing differences >3mm, the most accurate area was found in convex areas of the 

midface, again with lateral and shadowed areas being less accurate. The highest error 

was found in the orbital area which was attributed to subjects usually having their eyes 

open for the Bellus3D scan and closed for the CBCT scan (Thurzo 2022). In a 
 

similar study comparing Bellus3D ARC1 to facial CBCT scans, all measurements and 

angles were within 1.5mm or 1.5° of each other apart from two vertical measurements, 

Subnasale-Pogonion and Sellion-Subnasale, which were attributed to inaccuracy of 

sub-nasale (Aljawad et al., 2022). 
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et al., 

1.10 REPRODUCIBILITY OF SMILE EXPRESSION 
 
To date all the studies using Bellus3D have recorded the individual at rest or neutral 

facial expression. Many of the other established systems have been used to 

investigate the reproducibility of various facial expressions (Johnston et al., 2003; 

Sawyer et al., 2009).. 

 
 

Reproducibility of facial expression is essential when assessing the effect of an 

intervention; any measurable changes need to be a result of the intervention and not 

because the facial expression unreproducible. Since the face is a dynamic structure, 

rest position, requiring minimum muscular control has been shown to be the most 

reproducible facial expression (Johnston et al., 2003; Sawyer et al., 2009). 

Interestingly, most facial expressions are reproducible in the short term, with minimal 

differences found between images taken 15 minutes apart (Sawyer, 2009). 
 

Reproducibility was found to reduce with increasing time between scans (2 - 4 weeks 

interval) however these differences were small (<1.0mm) and unlikely to be clinically 

significant (Johnston et al., 2003, Sawyer et al., 2009; Tanikawa and Takada, 2018). 

Smiling is one of many non-verbal facial expressions that are important for aesthetic 

and social reasons. In terms of smile reproducibility, both maximum smile and social 

smile have been investigated (Johnston et al., 2003). Maximum smile was found to be 

more reproducible and it was suggested that this was because maximum smile allows 

for less variability of movement since the muscle and fascia are at the extreme end of 

stimulation (Johnston et al., 2003; Tanikawa and Takada, 2018; Khambay et al., 2019). 

Nevertheless studies of reproducibility of social smiles in the short and long term 

showed clinically acceptable reproducibility to within 1.5mm (Dindaroǧlu et al., 2016; 

Dobreva et al, 2022). 
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1.10.1 Applications of facial smile scans 
 
3D facial smile scans are useful in medicine to identify the numerous facial movements 

that occur during smile. The application of this information could be for aesthetic 

purposes, e.g., the identification of key muscle groups as targets for Botox® in an 

asymmetric or gummy smile, or as a guide for smile re-animation in patients who have 

suffered facial palsy (Sun et al., 2022). As with non-smiling scans comparisons can be 

made pre- and post-treatment to evaluate the effects of the intervention such as re- 

innervation surgery or facelift surgery (Li et al., 2015; Gibelli et al., 2020). Individuals 

often seek treatment to improve their smiles (Millsopp et al., 2006). Following the 

introduction of extra-oral and intra-oral scanning, reverse engineering, and CAD/CAM 

technology “smile design technology” is commonly utilised in restorative treatment 

planning. The various images are used to simulate dental and gingival changes 

needed to achieve ideal aesthetics. In this approach the intraoral scan can be 

combined with a smiling extraoral scan to produce a digital patient. Treatment can be 

planned relative to the face, providing improvements in diagnosis, treatment planning, 

communication with the technician and informed consent (Finelle, 2017; Jreige et al., 

2022). As well as restorative dentistry, three dimensional smiling images can also be 

used in orthodontics to determine treatment goals, for example it is useful to know lip 

position during smile in order to plan the position of the upper incisors and treatment 

can be simulated to evaluate the effect of dental movements on the soft tissues 

(Finelle, 2017; Demir and Baysal, 2020; Jreige et al., 2022). Treatment outcomes can 

be evaluated by comparing pre- and post-treatment scans (Dindaroǧlu et al., 2016). 
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1.11 SUMMARY 
 
Thus, the evidence shows that structured light-based systems performed better than 

laser systems when compared to direct measurements or stereophotogrammetry. 

Overall, the results demonstrate that the faster the system is able to capture data the 

more accurate it is, and that more economical and portable systems with a longer 

scanning time come at the expense of this accuracy, the information is summarised in 

Tables 1.1 to Table 1.4. 
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Table 1.2 Summary table of studies 
 
 

Study 
Experimental 

system 
N 

Pre-marked 
face 

Control Method of analysis Results 

Ma et al., 
2009 

 
Structured Light 

3 plaster 
models 

 
Yes 

 
CMM 

Mean deviation from 
CMM central point 
for 19 landmarks 

0.93 ± 
0.36mm 

 
Artopoulos 
et al., 2014 

 
Projection Moirè 

Topography 

22 mid face 
plaster 
models 

 

No 

 
Segmented surface 

CT 

Iterative closest point 
matching algorithm. 
colour-coded maps 

of differences 

 
95.1% 

within 1mm 

Winder 
et al., 2008 

Stereophotogrammetry 
(Di3D) 

Mannequin 
head 

 

Yes 
 

Direct Anthropometry 
20 Linear distances 
between landmarks 

 

0.62mm 

Lubbers 
et al., 2010 

Stereophotogrammetry 
(3dMD) 

Mannequin 
head 

 
Yes 

 
Direct Anthropometry 

201 linear distances 
between 41 
landmarks 

0.01 ± 
0.55mm 

 

 
Camison 

et al., 2018 

 

Portable 
Stereophotogrammetry 

(Vectra H1) 

 

 
Mannequin 

head 

 
 

Yes 

 

 
Stereophotogrammetry 

(3dMDface) 

Shape-based 
Levenberg– 

Marquardt curve- 
fitting algorithm. 

Surface to surface 
RMS 

 
 

0.144 mm 

Kusnoto 
et al., 2002 

Laser (Minolta 
Vivid700) 

1 plaster 
model 

 
Yes 

 
Direct Anthropometry 

21 linear 
measurements 

1.9mm ± 
0.8mm 
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Study 

 
Experimental system 

 
N 

Facial 
Expression 

Pre- 
marked 

face 

 
Control 

 
Method of analysis 

 
Results 

Dindaroglu 
et al., 2016 

Stereophotogrammetry 
(3dMDflex) 

 
80 

 
Not known 

 
No 

Direct 
Anthropometry 

10 Linear distances 
between landmarks 

All within 
0.25mm 

Wong 
et al., 
2008 

Stereophotogrammetry 
(3dMDface) 

 
20 

 
Not known 

 
No 

Direct 
Anthropometry 

18 Linear distances 
between landmarks 

17 of 18 linear 
distances 

within 1.2mm 

 

 
Camison 

et al., 2018 

 
 

Portable 
Stereophotogrammetry 

(Vectra H1) 

 
 
 

23 

 
 
 

Neutral 

 
 
 

Yes 

 
 

Stereo 
photogrammetry 

(3dMDface) 

136 linear distances 
between landmarks 

0.84 mm 

Shape-based 
Levenberg–Marquardt 
curve-fitting algorithm. 

Surface to surface RMS 

 
0.43 mm 

Kovacs 
et al., 2006 

Laser (Minolta Vivid 
910) 

 

5 
 

Not known 
 

Yes 
Direct 

Anthropometry 
345 linear distances 
between landmarks 

1.32 ± 
5.67mm 

Menéndez 
López- 
Mateos 

et al., 2019 

 
Laser (Planmeca 

ProMax 3D ProFace) 

 

10 

 

Neutral 

 

No 

 
Direct 

Anthropometry 

 
20 linear distances 
between landmarks 

 

Mean 
difference 
1.04mm 

 
Gibelli 

et al., 2018 

 
Laser (Minolta Vivid 

910) 

 

15 

 

Neutral 

 

No 
Stereo 

photogrammetry 
(Vectra M3) 

RMS point-to-point 
distance 

0.80 ± 
0.41mm 

14 linear distances 3.2 ± 1.3mm 
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Table 1.3 Summary comparison of in vitro Bellus3D studies 
 
 

 
Study 

Experimental 
system 

Facial 
Expression 

Pre- 
marked 

face 

 
Control 

 
Method of analysis 

 
Results 

 
 
 

 
Gallardo 

et al., 
2021 

 
 
 

 
Bellus 3D 

Face App on 
iPhone X 

 
 
 
 

 
N/A 

 
 
 
 

 
No 

 
 
 
 

ATOS Core 
structured blue 

light 3D 
scanner 

Best fit mesh based on absolute distances 
closest point (Global trueness). A mean of 30 
to 50 points was defined as acceptable. For 

each point, the deviation value was 
determined as the absolute mean value of 

deviations, which lies within an interval 
comprising 50% of the measuring points, 
described by the 25 and 75% quantiles 

 
 

 
0.34 ± 

0.14mm 

3D measurement of 50 landmarks based on 
absolute distances 

 
<1.0mm 

 
Liu et 

al., 
2021 

 

3dMDface system 
 

 
N/A 

 

 
Yes 

 

Direct 
anthropometry 

 

 
Linear distances between landmarks 

0.38 ± 
0.37mm 

Bellus3D Face 
Camera Pro 

0.61 ± 
0.47mm 

 
 

Pan et 
al., 

2022 

 

3dMDface system 
 
 

N/A 

 
 

Yes 

 

 
Direct 

anthropometry 

 
 

Linear distances between landmarks 

0.28 ± 
0.14mm 

 
Bellus3D ARC-7 

 
0.61 ± 

0.42mm 
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Table 1.4 Summary comparison of in vivo Bellus3D studies 
 

 
Study 

Experimental 
system 

 
N 

Facial 
Expression 

Pre- 
marked 

face 

 
Control 

 
Method of analysis 

 
Results 

Piedra- 
Cascón 
et al., 
2020 

 
Bellus3D Face 

Camera Pro 

 

10 

 
“Avoid facial 
expression” 

 

Yes 

 
Direct 

anthropometry 

 
5 Linear distances between 

landmarks 

 

0.91 ± 0.32 mm 

 

 
Wang et 

al., 
2021 

Bellus3D Face 
App 

 
20 

 
Rest 

 
Yes 

Direct 
anthropometry 

 
14 Linear distances between 

landmarks 

 
1.17 ± 0.8 mm 

Bellus3D 
ARC-1 

 

20 
 

Rest 
 

Yes 
Direct 

anthropometry 
14 Linear distances between 

landmarks 
0.76 

± 0.61 mm 

 

D’Ettorre 
et al., 
2022 

 

 
Bellus3D Face 

App 

 

40 
 

Rest 
 

No 
 
 

3dMDtrio 

Best-fit alignment 
Surface to surface distance 

80.01 ± 5.92% 
within 1 mm 

 
40 

 
Rest 

 
No 

Best-fit alignment 
Point to point distance (x, y & z) 

13 of 18 
landmarks within 

1 mm 
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Table 1.4 Summary comparison of in vivo Bellus3D studies (continued) 

 

 
Study 

Experimental 
system 

 
N 

Facial 
Expression 

Pre- 
marked 

face 

 
Control 

 
Method of analysis 

 
Results 

 
Raffone et 

al., 
2022 

 
Bellus3D 
Face App 

 
 

10 

 
 

Rest 

 
 

Yes 

 
Direct 

anthropometry 

 
23 Linear distances between 

landmarks 

 
 

0.95 ± 0.25 mm 

 
Thurzo et 
al., 2022 

 
Bellus3D Face 

App 

 
 

60 

 
 

Rest 

 
 

No 

 
Segmented 

facial surface 
CBCT 

 
Best fit and 

Measurement of 21 
colour map regions 

Significant 
differences in 
some facial 

regions > 3 mm 

Aljawad et 
al., 
2022 

 
Bellus3D 
ARC-1 

 

25 

 

Not known 

 

No 
Segmented 

facial surface 
CBCT 

Best-fit alignment 
23 Linear distances 
between landmarks 

21 of 23 inter- 
landmark distance 

within 1.5 mm 

 

 
Andrews 

et al., 2023 

 

 
Bellus3D Face 

App 

 
29 

 
Rest 

 
Yes 

 
 

3dMDface 

Best-fit alignment 
Surface to surface distance 

 
0.86 ± 0.31 mm 

 
29 

 
Rest 

 
Yes 

Best-fit alignment 
Point to point distance 

16 of 18 
landmarks within 

1.0 mm 
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CHAPTER 2 
 

AIMS & NULL HYPOTHESIS 
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2.1 AIMS 
 
2.1.1 In vitro 

 
The aims of the in vitro study were to determine the validity and accuracy of two 

Bellus3D devices - Bellus3D Face Camera Pro (Android device) and Bellus3D and 

iPhone 12 (Apple device), and two commercial 3D facial imaging systems - 3dMD and 

Di4D SNAP. 

 
 

Primary outcome measure 
 

1. The mean difference in Euclidean distance between 35 pre-marked facial 

landmarks captured using the Bellus3D devices and the commercial devices. 

 
 

2.1.2 In vivo 
 
The aims of the in vivo study were to determine the validity and accuracy of Bellus3D 

Face Camera Pro (Android device) compared to an established clinically validated 

stereophotogrammetry based system, Di4D SNAP whilst capturing the face at rest and 

at maximum smile. 

 
 

Primary outcome measures include: 
 

1. The mean difference in Euclidean distance between 21 pre-marked facial 

landmarks captured using Bellus3D Face Camera Pro (Android device) and 

Di4D SNAP. 
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Secondary outcome measures include: 
 

1. The mean differences in x, y and z co-ordinates between 21 pre-marked facial 

landmarks captured using Bellus3D Face Camera Pro (Android device) and 

Di4D SNAP. 

 
 

2.2 NULL HYPOTHESIS 
 

2.1 In vitro 
 
There is no statistically significant difference (p<0.05) in the position (based on the 

Euclidean distance) of 35 facial landmarks, captured using the Bellus3D devices and 

the commercial systems. 

 
 

2.2 In vivo 
 
The mean differences in Euclidean distance of 21 facial landmarks, at rest and at 

maximum smile, captured using Bellus3D Face Camera Pro and Di4D SNAP, were not 

statistically significantly different to the clinically significant mean distance of 2.0mm. 
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CHAPTER 3 

MATERIALS AND METHODS 
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3.1 IN VITRO VALIDATION OF BELLUS3D SYSTEMS, 3dMD AND DI4D SNAP 
 
3.1.1 Gold standard reference data 

 
A plastic mannequin head was pre-marked with 35 facial landmarks using a fine black 

ink pen (Lumocolor, Staedtler, Germany), Figure 3.1. The plastic mannequin head 

was digitised three times over 2 days, by a highly trained operator (RH), using a 

Mitutoyo CMM EURO-C-A544 coordinate measuring machine (CMM) (Mitutoyo 

Corporation, Kanagawa, Japan) at the Department of Mechanical Engineering, 

University of Birmingham, Figure 3.2. The CMM comprised of a stylus or touch probe, 

which was used to determine the three-dimensional coordinates of each of the 35 

landmarks. The coordinate data were saved in Excel (Microsoft Corporation, USA). 

The mean of the three sets of coordinate data was used as the “gold standard”, and 

as a reference to evaluate the accuracy of the four three-dimensional imaging systems 

i.e., Bellus3D Face Camera Pro (Andoid), Bellus3D Application (app) and iPhone 12, 

3dMD and Di4D SNAP. 

 
 

3.1.2 Image capture using Bellus3D and Bellus3D Face Camera Pro (Android 

device) 

The pre-landmarked plastic mannequin head was placed on a turntable, which allowed 

360o rotation of the head, Figure 3.3. A Huawei MediaPad T3 Tablet (Huawei UK, 

Berkshire, UK) and Bellus3D Face Camera Pro (#1300 Campbell, CA 95008), with 

Bellus3D app (Face Camera Pro for Android (Service) Release: 2.1.1) installed, were 

placed directly in front of the plastic head. Prior to imaging the mannequin head the 

Bellus3D app was calibrated according to the developer’s instructions. The Bellus3D 

system was secured to a tablet holder, which allowed multi-directional movement of 

the tablet and camera, Figure 3.4. The position of the mannequin head was determined 



 

 
 
 
 
 
 
 

 

 
 
 
 
 

Figure 3.1 Plastic mannequin head was pre-marked with 35 facial landmarks. 
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Figure 3.2 Mitutoyo CMM EURO-C-A544 coordinate measuring machine 

(CMM) (Mitutoyo Corporation, Kanagawa, Japan). 
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Figure 3.3 Pre-landmarked plastic mannequin head on a turntable, 

which allowed 360o rotation of the head. 
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Figure 3.4 Bellus3D system secured to a tablet holder, allowing multi- 

directional movement of the tablet and camera. 
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by the Bellus3D app, which instructed the user to place the face of the mannequin 

within an oval boundary. Once the face was correctly positioned, with the oval 

boundary turning green, the instructions given by the Bellus3D app were followed, 

Figure 3.5. The face was rotated to the left, back to the middle and then to the right 

over a specific time period indicated by a countdown timer on the app. The mannequin 

head was rotated as if it were a human head and scanned twice using the High 

Definition (HD) mode and each image saved in Wavefront .OBJ format. The OBJ 

format is a universal 3D model format widely supported by 3D image editing 

applications. The format is simple and text-based and produces 3D images with photo- 

realistic texture. 

 
 

3.1.3 Image capture using Bellus3D app and iPhone 12 (Apple device) 
 
The pre-landmarked plastic mannequin head was placed on a turntable. An Apple 

iPhone 12 (Apple Distribution International Ltd, Cork, Republic of Ireland) with 

Bellus3D app (version 1.8.9) installed was secured to the tablet holder and the face of 

the mannequin was captured following the app instructions as described in Section 

3.1.2. The mannequin head was rotated as if it were a human head and scanned twice 

using the High Definition (HD) mode and each image saved in Wavefront .OBJ format. 

 
 

3.1.4 Image capture using 3dMD 
 
The mannequin head was imaged using 3dMD. The 3dMDface system (3dMD Inc., 

Atlanta, GA, USA) comprised of two vertical banks of six medical-grade cameras with 

industrial-grade flash systems, Figure 3.6. The cameras were fixed at different angles 

to simultaneously capture images of the face from ear to ear. The capture speed was 

approximately 1.5 milliseconds. 
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Figure 3.5 Bellus3D showing position of face for scanning, turns green when 

correct. 
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Figure 3.6 3dMDface system (3dMD Inc., Atlanta, GA, USA). 
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3.1.5 Image capture using Di4D SNAP 
 
The mannequin head was imaged using Di4D SNAP (Dimensional Imaging Ltd, 

Hillington, Glasgow, UK). This was as 6 camera based 3D passive 

stereophotogrammetry system developed to capture high resolution 3D facial images, 

Figure 3.7. The system comprised of 2 Canon cameras (XX) arranged in three vertical 

banks connected to a personal computer (PC) and two commercial white-light studio 

flash units (Esprit Digital DX1000, Bowens, Essex, UK). It took 1 ms to capture the 

face with the Di4D SNAP system. 

 
 

3.1.5.1 System calibration 
 
Prior to image capture both 3dMD and Di4D systems required calibration. The purpose 

of the calibration was to determine the intrinsic and extrinsic camera properties and 

relative location of each camera pair to one another. Calibration consisted of imaging 

a manufacture provided calibration target at different orientations. The calibration 

target consisted of a series of dots at a known distance separation. The calibration 

software used these dots and compared the changes in distance between the centers 

of the dots to determine the dimension of depth, based on the principle of triangulation. 

This calibration information was saved as a calibration file which needed be attached 

to the facial image, in a later stage, to allow re-construction of the 3D facial image. The 

systems were calibrated at the beginning of each facial capture session. 

 
 

3.1.5.2 Image capture 
 
The mannequin head was secured to a tripod (Manfrotto, Italy) and placed at a distance 

from the camera system based on the manufactures instructions. The face of the 

mannequin head was imaged and saved in Wavefront .OBJ format. One week later 



 

 
 

 

 
 

 

Figure 3.7 Di4D SNAP (Dimensional imaging) 
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the entire procedure was repeated, so that two three-dimensional models were 

produced for the mannequin head, one from each session. 

 
 

3.1.5.3 Digitisation of landmarks 
 

The 3D images (.OBJ) generated using each of the Bellus3D systems were loaded 

into DiView (Dimensional Imaging) which allowed the 3D image to be rotated / zoomed 

and viewed in simultaneously in three separate windows on the single PC monitor, 

Figure 3.8. This allowed accurate identification and landmark placement in three 

planes of space. The landmarks of each three-dimensional model were digitised by 

one observer (KT) on two separate occasions. DiView software recorded the x, y, and 

z coordinates of each of the 35 landmarked and exported them to EXCEL. The same 

procedure was repeated for the 3D facial images of the mannequin head captured by 

Di4D SNAP and 3dMD. 

 
 

3.2 IN VIVO CLINICAL VALIDATION OF BELLUS3D FACE CAMERA PRO AND 

DI4D SNAP 

A formal sample size calculation was undertaken and determined that a minimum 

sample of 30 volunteers was required, at a significance level of 0.05 and power of 80%, 

to detect a 1mm difference in landmark position between Di4D SNAP system and 

Bellus3D Face Camera Pro. Previous studies have suggested that a difference of 2.0 

mm was deemed to be clinically significant and reported a standard deviation of ± 1.0 

mm in differences in landmarks. 
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Figure 3.8 DiView (Dimensional Imaging) showing 3D simultaneously 

viewed on three separate windows on the single PC monitor. 
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3.3 ETHICAL APPROVAL 
 
Ethical approval to conduct the study using volunteers was sought and granted by 

the University of Birmingham Ethical review committee (ERN_19-0165). 

 
 

3.4 STUDY PARTICIPANTS 
 

30 volunteers from staff and students at the Birmingham Dental Hospital and School 

were invited to take part in the study from July 2020 to August 2020. Adults, who 

fulfilled the inclusion criteria, were given a volunteer information sheet (Appendix I) and 

invited to voluntarily participate in the study. They were given at least 1 week to 

consider the information and whether they wished to participate to ensure their consent 

was given voluntarily. They could waive the waiting period if they chose to. Once the 

volunteer had decided to participate, they were asked to complete a consent form 

(Appendix II) which detailed that their data would be anonymised and that they may 

withdraw their consent. 

 
 

3.4.1 Inclusion criteria 
 

The inclusion criteria for the study were as follows, patients who 

 
• Were between 18-50 years. 

 
• Were willing to participate and provide written consent. 

 
• Males had no facial hair. 

 
• Individuals with facial covering that did not prevent full facial soft tissue 

exposure. 

• Were English speaking. 
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3.4.2 Exclusion criteria 
 
The exclusion criteria were as follows, 

 
• A craniofacial syndrome. 

 
• Had facial hair. 

 
• Were non-English speaking. 

 
• Individuals with facial covering that prevented full facial soft tissue exposure. 

 
• Patients not willing to participate in the study. 

 
 

3.5 IMAGING OF VOLUNTEERS 
 
3.5.1 Pre-imaging preparation 

 
Prior to image capture, 21 standard landmarks were placed on each volunteer’s face 

using a Khol eyeliner pencil (Max Factor Cosmetics Limited, Rhondda Cynon Taf, 

U.K.), Table 3.1. Following this each volunteer was trained by the researcher (KT) to 

achieve rest position and perform a maximum lips apart smile with their teeth in 

maximum intercuspation, Figure 3.9. The facial expressions were demonstrated until 

the volunteers were comfortable performing the rest and maximum smiles facial 

expression. Rest position was achieved by asking the subject to say ‘Mississippi’, and 

then told to swallow once and say ‘N’ (Zachrisson, 1998). Maximal smile was achieved 

by asking subjects to bite their teeth tightly together and smile maximally (Johnston et 

al., 2003). 

 
 

3.5.2 Bellus3D 
 
Each volunteer was shown and instructed how to use the Bellus3D capture system. 

This was important as they needed turn their head the full 180° from ear to ear at the 

appropriate speed, following the verbal instructions given by the app. This was 
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Table 3.1 21 standard landmarks placed on each volunteer’s face prior to imaging 
 
 

 

Landmark Definition 

1 Right forehead 

2 Mid forehead 

3 Left forehead 

4 Right exocanthus 

5 Glabella 

6 Left exocanthus 

7 Right cheek (midpoint between LM4 and 13) 

8 Nasal tip 

9 Left cheek (midpoint between LM6 and 17) 

10 Right alar base 

11 Left alar base 

12 Right gonion 

13 Right cheilion 

14 Right philtrum 

15 Mid philtrum 

16 Left philtrum 

17 Left cheilion 

18 Left gonion 

19 Mid lower lip 

20 Pogonion 

21 Menton 
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rehearsed several times until each volunteer was comfortable performing the 

instructions. They were asked to remove any glasses to prevent reflections. Loose hair 

strands over the face had the potential to distort the facial image; therefore, surgical 

head caps were provided, if required, to hold any hair away from the forehead and 

surrounding area. Each volunteer was asked to sit on a chair facing the Bellus3D 

system which was secured in the tablet holder. Additional 26cm ring LED flashes 

(AIXPI, Guangming New District, Shenzhen, China) were positioned above and below 

the volunteer’s face for supplemental lighting. The Bellus3D app, instructed the user 

to position their face within the red oval boundary, which then turned green if correctly 

positioned. Once correctly positioned the Bellus3D app instructed the volunteer to 

rotate their face to the left, back to the middle and then to the right over a specific time 

period indicated by a countdown timer on the app. The app indicated to the user when 

the scan was complete. Each volunteer was captured in natural head position, at rest 

and at maximal smile. 

 
 

3.5.3 Di4D SNAP system 
 
Following Bellus3D image capture, volunteers were seated in front of a blue screen 

and the Di4D SNAP camera system. They were asked to remove any glasses to 

prevent reflections. Loose hair strands over the face had the potential to distort the 

facial image; therefore, surgical head caps were provided, if required, to hold any hair 

away from the forehead and surrounding area. The position of the volunteer was 

adjusted until they were correctly positioned relative to the camera system using the 

cross-hair locators seen on the capture software. As before, each volunteer was then 

captured in rest position and at maximal smile; again, both images were saved in .OBJ 

format and landmarked as previously described (3.1.5.3). 
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3.6 PRELIMINARY INVESTIGATION TO DETERMINE REST POSITION 

STABILITY 

The reproducibility of rest position was assessed by taking two images, 10 minutes 

apart of 10 random volunteers using the Di4D system. Both images were saved in 

.OBJ format and landmarked as previously described (3.1.5.3). 

 
 

3.7 LANDMARKING IDENTIFICATION ERROR 
 

The reproducibility of landmark identification was assessed using ten randomly 

selected 3D images. Each image was landmarked on two occasions, at least 2 weeks 

apart, and the differences in landmark position in the x, y and z direction, between the 

first and second digitisation were analysed. Systematic error was assessed by using a 

Students paired t-tests and random error assessed by coefficients of reliability 

(Houston, 1983). 

 
 

3.8 ANALYSIS 
 

3.8.1 In vitro validation of Bellus3D and Di4D SNAP 
 
Following digitisation of each facial image of the mannequin plastic head, a 3D 

landmark configuration of 35 landmarks was produced. Code was written in MATLAB 

to read in the x, y and z co-ordinates of each of the 35 landmarks, producing a 3D 

landmark configuration, Figure 3.11. The landmarks generated by the CMM were 

aligned using partial Procrustes superimposition, with no scaling or reflection, to the 

3D landmark configuration of the 35 landmarks produced following digitisation of the 

mannequin plastic head captured using the Bellus3D and Bellus3D Face Camera Pro 

(Android device). Procrustes superimposed, translated and rotated the two 3D 

landmark configurations to achieve the “best-fit” minimising the distance between the 



 

 
 
 
 
 
 
 
 
 

 

 
 
 

 

Figure 3.10 3D landmark configurations. 
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landmark configurations. If the two landmark configurations were identical, then the 

distance between each corresponding landmark pair would be zero. The larger the 

difference in distance between landmark pairs, the greater the error or difference 

between the landmark pairs and therefore configurations. The distance between the 

landmark pairs was measured in several different ways; as a Euclidian distance, 

differences in each of the 3 directions means, as a signed difference and as an 

absolute difference. The sign, either +ve or –ve, was indicative of the direction of error 

whilst the absolute distance was irrespective of direction. The difference between each 

of the 35 landmarks pairs, between the CMM and the five Di4D SNAP images, were 

saved in EXCEL for further analysis. The 3D landmark configurations, 5 for each, using 

Bellus3D and iPhone 12, 3dMD, and Di4D SNAP were in turn compared to the gold 

standard CMM configuration. For each pair of landmarks, the measurements 

highlighted above were determined. 

 
 

3.8.2 Landmarking identification error 
 
Systematic error of landmark placement was assessed using a Students paired t-tests 

and random error was assessed by coefficients of reliability (Houston, 1983). 

 
 

3.8.3 In vivo clinical validation of Bellus3D and Di4D SNAP (clinical gold 

standard) 

Two 3D landmark configuration of 21 landmarks were produced following digitisation 

of each volunteer’s facial image at rest using Bellus3D and Bellus3D Face Camera Pro 

(Android device) and Di4D SNAP. The two 3D landmark configurations were aligned 

using partial Procrustes superimposition, with no scaling or reflection as above. The 

difference between each of the 21 landmarks pairs, were saved in EXCEL for further 
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analysis. This was repeated using the two 3D landmark configuration of 21 landmarks 

produced following digitisation of each volunteer’s facial image at maximal smile using 

Bellus3D and Bellus3D Face Camera Pro (Android device) and Di4D SNAP. 
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CHAPTER 4 

RESULTS 
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4.1 DEMOGRAPHICS 
 
In total 30 individuals were recruited for this study, 12 male and 18 females. The age 

range was from 22 to 42. 

 
 

4.2 IN VITRO VALIDATION OF IMAGING SYSTEMS 
 

The mean differences in Euclidean distances between the “gold standard” co-ordinate 

measuring machine (CMM) 3D configuration, based on 35 landmarks (LM), and each 

of the 3D configuration produced by the four imaging systems is shown in Table 4.1 

 
 

4.2.1 3dMD versus Co-ordinate Measuring Machine (CMM) 
 
For 3dMD the mean differences in Euclidean distances ranged from 0.2mm at right 

philtrum (LM13) to 1.5mm for right gonion (LM34). Thirty of the 35 landmarks showed 

a mean difference of 1.0mm or less. The mean difference in Euclidean distances 

between the CMM and 3dMD across the 35 landmarks was 0.7 ± 0.3mm. 

 
 

4.2.2 Di4D SNAP versus Co-ordinate Measuring Machine (CMM) 
 

For Di4D SNAP the mean differences in Euclidean distances ranged from 0.2mm for 

glabella, right upper lip, right and mid philtrum and left upper lip (LM5, 12, 13, 14 and 

16) to 1.4mm for right zygoma (LM29). Thirty-one of the 35 landmarks showed a mean 

difference of 1.0mm or less. The mean difference in Euclidean distances between the 

CMM and Di4D SNAP for all the landmarks was 0.6 ± 0.3mm. 

 
 

Following a Kolmogorov–Smirnov test to confirm data normality, a two-sample 

Students t-test confirmed the mean difference in Euclidean distance between 3dMD 

and Di4D SNAP (0.1 ± 0.04mm) was not statistically or clinically significant (p = 0.244, 
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Table 4.1 Mean (±SD) differences in Euclidean distances between the “gold 

standard” co-ordinate measuring machine (CMM) 3D configuration and 

each of the four imaging systems. 
 

 

Landmark 
No 

 
Landmark 
Description 

Mean 
difference 

3dMD 
(mm) 

Mean 
difference 

Di4D SNAP 
(mm) 

Mean 
difference 

Face Camera 
Pro (mm) 

Mean 
difference 
iPhone + 
Bellus3D 
app (mm) 

1 R outer canthus 0.8 0.7 1.7 1.1 

2 R inner canthus 0.4 0.3 0.8 1.2 

3 L outer canthus 0.5 0.4 1.5 2.0 

4 L inner canthus 0.5 0.8 1.4 0.9 

5 Glabella 0.7 0.2 0.9 1.0 

6 Nasion 0.4 0.4 0.4 0.8 

7 R alar base 0.8 0.7 0.9 1.1 

8 Nasal tip 0.8 0.9 0.8 1.1 

9 L alar base 0.8 0.5 1.9 1.6 

10 Sub nasale 0.6 0.3 1.0 0.9 

11 R cheilion 0.6 0.6 1.1 0.9 

12 R upper lip 0.3 0.2 0.5 0.6 

13 R philtrum 0.2 0.2 0.6 0.9 

14 Mid philtrum 0.4 0.2 0.6 0.9 

15 L philtrum 0.4 0.3 0.6 0.7 

16 L upper lip 0.3 0.2 0.9 0.7 

17 L cheilion 1.3 1.0 1.9 1.6 

18 Left lower lip 0.4 0.5 0.7 0.9 

19 Mid lower lip 0.6 0.6 1.0 1.1 

20 Right lower lip 1.0 0.7 0.7 1.3 

21 Gnathion 0.5 0.7 1.3 1.0 

22 Menton 0.7 0.6 9.6 8.5 

23 R forehead 0.4 0.4 1.6 1.9 

24 Mid forehead 0.4 0.3 1.6 1.9 

25 L forehead 0.9 0.4 1.6 2.2 

26 R eyebrow 0.5 0.4 1.5 0.9 

27 L eyebrow 0.8 0.7 1.2 1.5 

28 R EAM 0.5 0.7 2.8 1.2 

29 R zygoma 1.3 1.4 0.9 1.3 

30 R cheek 0.6 0.4 0.4 0.9 

31 L Cheek 0.5 0.3 0.9 1.0 

32 L zygoma 1.4 1.2 1.3 2.6 

33 L EAM 0.7 0.4 2.8 2.0 

34 R gonion 1.5 1.3 1.4 1.8 

35 L gonion 1.1 1.1 1.8 4.8 

      

 Mean 0.7 0.6 1.4 1.6 

 SD 0.3 0.3 1.5 1.4 
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95% CI for the difference -0.1mm to 0.2mm). The distribution of the landmarks with 

difference in Euclidean distance greater than 1.1mm was similar in both systems and 

involved peripheral landmarks, Figure 4.1. 

 
 

4.2.3 Bellus3D app and Bellus3D Face Camera Pro (Android device) versus Co- 

ordinate Measuring Machine (CMM) 

For Bellus3D Face Camera Pro the mean differences in Euclidean distances ranged 

from 0.4mm for nasion and right cheek (LM6 and 30) up to 9.6mm for menton (LM22). 

Seventeen of the 35 landmarks showed a mean difference of 1.0mm or less, 17 

landmarks from 1.1mm to 3.0mm and one landmark above 3.1mm. The mean 

difference in Euclidean distances between the CMM and Bellus3D Face Camera Pro 

was 1.4 ± 1.5mm. 

 
 

4.2.4 Bellus3D app and iPhone 12 (Apple device) versus Co-ordinate Measuring 

Machine (CMM) 

For the iPhone 12 and Bellus3D app, the mean differences in Euclidean distances 

between the 35 landmarks ranged from 0.6mm for right upper lip (LM12) up to 8.5mm 

for menton (LM22). Fifteen of the 35 landmarks showed a mean difference of 1.0mm 

or less, 18 landmarks from 1.1mm to 3.0mm and 2 landmarks above 3.1mm. 

 
 

The mean difference in Euclidean distances between the CMM and iPhone and 

Bellus3D app was 1.6 ± 1.4mm. Following a Kolmogorov–Smirnov test to confirm data 

normality, a two-sample Students t-test confirmed the mean difference in Euclidean 

distance between Bellus3D Face Camera Pro and the iPhone 12 and Bellus3D app 

combination (-0.1 ± 0.7mm) was not statistically or clinically significant (p = 0.735, 95% 



 

 
 
 
 

 
 

Figure 4.1 Mean Euclidean distance (mm) between the co-ordinate measuring machine (CMM) landmark and 

the 3dMD and Di4D SNAP landmark for the mannequin head. Red line at 1.0mm difference. 
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CI for the difference -0.8mm to 0.6mm), Figure 4.2 The distribution of the landmarks 

with difference in Euclidean distance greater than 1.1mm was similar in both systems 

and involved many of the peripheral landmarks. 

 
 

4.2.5 Commercial systems versus Bellus3D devices 
 

Table 4.2 shows the mean differences in Euclidean distances between the two 

commercial systems (combined mean 3dMD and Di4D SNAP) and the Bellus3D 

devices (combined mean Bellus3D Face Camera Pro and iPhone 12 and Bellus3D 

app), Figure 4.3. Following a Kolmogorov–Smirnov test to confirm data normality, a 

two-sample Students t-test showed the mean difference in Euclidean distance (0.9 ± 

1.4mm) between the commercial systems and the Bellus3D devices was statistically 

significant (p = 0.001) with a 95% confidence interval for the difference of -1.4mm to - 

0.4mm). 

 
 

4.3 IN VIVO CLINICAL VALIDATION OF BELLUS3D FACE CAMERA PRO AND 

DI4D SNAP 

4.3.1 Landmarking identification error 

 
 

Table 4.3 shows the landmark error study based on the mean (±SD) absolute distances 

in the x, y and z-direction. No systematic errors were observed, with all p-values > 0.05 

following the Students paired t-test. All coefficients of reliability were above 90%. 

Based on the mean of the absolute distances, landmarks were digitised to within 0.23 

± 0.07 mm in the x-direction, 0.24 ± 0.06 mm in the y-direction and 0.15 ± 0.09 mm in 

the z-direction. 
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Figure 4.2 Mean Euclidean distance (mm) between the co-ordinate measuring machine (CMM) landmark and the 

Bellus3D Face Camera Pro and iPhone + Bellus3D app. Red line at 1.0mm difference. 
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Table 4.2 Mean (±SD) differences in Euclidean distances between the two 

commercial systems (combined mean 3dMD and Di4D SNAP) and the 

Bellus3D devices (combined mean Bellus3D Face Camera Pro and 

iPhone and Bellus3D app) 
 

 
Landmarks 

Commercial systems 
(3dMD and Di4D SNAP) 

Bellus3D devices (Face 
Camera Pro) and iPhone app 

 
Difference 

1 0.7 1.4 0.7 

2 0.3 1.0 0.7 

3 0.4 1.7 1.3 

4 0.6 1.1 0.5 

5 0.5 1.0 0.5 

6 0.4 0.6 0.1 

7 0.8 1.0 0.3 

8 0.8 1.0 0.1 

9 0.7 1.7 1.1 

10 0.5 0.9 0.5 

11 0.6 1.0 0.4 

12 0.2 0.6 0.3 

13 0.2 0.8 0.6 

14 0.3 0.7 0.5 

15 0.4 0.7 0.3 

16 0.2 0.8 0.5 

17 1.1 1.7 0.6 

18 0.5 0.8 0.3 

19 0.6 1.0 0.4 

20 0.9 1.0 0.2 

21 0.6 1.2 0.6 

22 0.7 9.1 8.4 

23 0.4 1.7 1.4 

24 0.4 1.7 1.4 

25 0.6 1.9 1.3 

26 0.5 1.2 0.7 

27 0.8 1.3 0.6 

28 0.6 2.0 1.4 

29 1.4 1.1 0.3 

30 0.5 0.7 0.2 

31 0.4 1.0 0.6 

32 1.3 2.0 0.7 

33 0.5 2.4 1.9 

34 1.4 1.6 0.2 

35 1.1 3.3 2.2 

    

Mean 0.6 1.5 0.9 

SD 0.3 1.4 1.4 
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Figure 4.3 Mean Euclidean distance (mm) between the co-ordinate measuring machine (CMM) landmark and 

the Commercial systems and the Bellus3D devices. Red line at 1.0mm difference. 
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Table 4.3 Landmark error study based on the mean (±SD) absolute distances in 

the x, y and z-direction. 

 

Landmark x-direction y-direction z-direction 

 Mean 
(mm) 

SD 
(mm) 

Mean 
(mm) 

SD 
(mm) 

Mean 
(mm) 

SD 
(mm) 

1 0.20 0.15 0.26 0.31 0.17 0.14 

2 0.27 0.15 0.23 0.17 0.05 0.04 

3 0.33 0.31 0.29 0.20 0.32 0.42 

4 0.14 0.16 0.34 0.29 0.17 0.16 

5 0.20 0.23 0.36 0.25 0.06 0.06 

6 0.35 0.26 0.19 0.13 0.34 0.27 

7 0.18 0.19 0.20 0.10 0.21 0.18 

8 0.37 0.18 0.24 0.17 0.05 0.03 

9 0.15 0.18 0.13 0.09 0.17 0.19 

10 0.19 0.14 0.19 0.15 0.09 0.09 

11 0.20 0.12 0.33 0.14 0.13 0.11 

12 0.07 0.09 0.27 0.21 0.15 0.09 

13 0.27 0.16 0.24 0.14 0.13 0.13 

14 0.28 0.24 0.19 0.17 0.12 0.14 

15 0.22 0.16 0.30 0.13 0.12 0.07 

16 0.29 0.18 0.22 0.20 0.06 0.05 

17 0.24 0.26 0.28 0.22 0.16 0.23 

18 0.15 0.12 0.22 0.18 0.35 0.17 

19 0.24 0.17 0.24 0.19 0.21 0.22 

20 0.29 0.19 0.21 0.13 0.07 0.08 

21 0.27 0.26 0.17 0.14 0.10 0.11 

       

Mean 0.23 0.07 0.24 0.06 0.15 0.09 
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4.3.2 Rest position stability 
 
Table 4.4 shows that the reproducibility of the rest facial expression ranged from 0.5 ± 

0.4mm for glabella (LM2) to 0.9mm ± 0.6mm for right forehead (LM1) and 0.9mm ± 

0.5mm for right cheilion (LM13). The mean absolute differences in the x, y and z- 

directions were between 0.2mm and 0.5mm. 

 
 

4.3.3 Bellus3d Face Camera Pro versus Di4D SNAP in rest position 
 
Table 4.5 shows the mean absolute difference between the x, y and z-direction for 

Bellus3D Face Camera Pro and Di4D SNAP imaging systems for 21 landmarks (LM) 

when subjects were captured at rest. In the x-axis the greatest error (1.4 ± 0.9mm) was 

found at both the left and right gonion (LM12 and LM18). The next largest mean 

absolute error was seen in the right and left exocanthus areas (LM4 and LM6)., 1.0 ± 

0.9mm and 1.0 ± 0.8mm respectively. The smallest mean absolute differences were 

seen in landmarks located along or close to the mid-facial region. In the y-axis the 

largest mean absolute difference of 1.0 ± 0.8mm was associated with the right 

forehead landmark (LM1) followed by pogonion (LM20) (0.9 ± 0.7mm) and menton 

(LM21) (0.9 ± 0.7mm) i.e., the most inferior landmarks located on the chin. 

 
 

In the z-axis the largest mean absolute difference between Bellus3D Face Camera Pro 

and Di4D SNAP was 1.7 ± 1.6mm at right gonion (LM12), followed by 1.4 ± 1.1mm and 

1.4 ± 1.2mm, associated with left gonion (LM18) and menton (LM21) respectively. 
 
These landmarks also displayed the highest variation. 

 
 

Table 4.6 shows the mean Euclidean distance between the Bellus3D Face Camera 

Pro and Di4D SNAP imaging systems for 21 landmarks (LM) when subjects were 
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Table 4.4 Reproducibility of the mean (±SD) Euclidean and mean (±SD) absolute 

difference in the x, y and z-direction for rest position. 

 

Landmark 
Euclidean 
distance 

x-direction y-direction z-direction 

  
Mean 
(mm) 

 
SD 

(mm) 

Absolute 
mean 

difference 
(mm) 

 
Absolute 

mean 
difference 

(mm) 

 
Absolute 

mean 
difference 

(mm) 

1 0.9 0.6 0.4 0.5 0.4 

2 0.5 0.4 0.2 0.3 0.2 

3 0.7 0.6 0.3 0.3 0.5 

4 0.6 0.4 0.2 0.2 0.4 

5 0.7 0.3 0.3 0.5 0.2 

6 0.6 0.3 0.3 0.3 0.3 

7 0.7 0.5 0.4 0.3 0.3 

8 0.7 0.3 0.3 0.5 0.3 

9 0.8 0.3 0.5 0.3 0.5 

10 0.6 0.2 0.3 0.4 0.3 

11 0.6 0.3 0.4 0.3 0.2 

12 0.7 0.3 0.3 0.3 0.5 

13 0.9 0.5 0.4 0.5 0.5 

14 0.6 0.3 0.3 0.3 0.3 

15 0.7 0.3 0.3 0.4 0.3 

16 0.7 0.4 0.3 0.4 0.4 

17 0.8 0.3 0.5 0.5 0.5 

18 0.7 0.4 0.2 0.3 0.5 

19 0.6 0.3 0.3 0.3 0.3 

20 0.6 0.3 0.2 0.3 0.3 

21 0.7 0.2 0.3 0.5 0.3 
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Table 4.5 Mean (±SD) absolute difference in the x, y and z-direction between 

Bellus3D Face Camera Pro and Di4D SNAP imaging systems for 21 

landmarks (LM) at rest. 

 

Landmark x-direction y-direction z-direction 

  
Absolute 

mean 
difference 

(mm) 

 
SD 

(mm) 

Absolute 
mean 

difference 
(mm) 

 
SD 

(mm) 

 
Absolute mean 
difference (mm) 

 
SD 

(mm) 

1 0.6 0.5 1.0 0.8 0.5 0.4 

2 0.3 0.2 0.7 0.5 0.4 0.3 

3 0.5 0.4 0.8 0.5 0.7 0.6 

4 1.0 0.9 0.8 0.5 0.6 0.4 

5 0.4 0.3 0.6 0.6 0.3 0.2 

6 1.0 0.8 0.4 0.4 0.7 0.4 

7 0.5 0.5 0.4 0.4 0.6 0.4 

8 0.4 0.3 0.5 0.4 0.4 0.3 

9 0.8 0.7 0.4 0.4 0.6 0.5 

10 0.4 0.3 0.4 0.3 0.9 0.5 

11 0.5 0.3 0.4 0.4 0.8 0.5 

12 1.4 0.9 0.6 0.6 1.7 1.6 

13 0.6 0.4 0.6 0.5 0.6 0.4 

14 0.4 0.2 0.4 0.3 0.5 0.4 

15 0.4 0.3 0.4 0.3 0.6 0.4 

16 0.4 0.3 0.5 0.3 0.6 0.4 

17 0.6 0.5 0.7 0.4 0.7 0.5 

18 1.4 0.9 0.6 0.6 1.4 1.1 

19 0.4 0.3 0.6 0.4 0.6 0.5 

20 0.3 0.2 0.9 0.7 0.5 0.4 

21 0.4 0.3 0.9 0.6 1.4 1.2 
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Table 4.6  Mean (±SD) Euclidean distance between the Bellus3D Face Camera Pro 

and Di4D SNAP imaging systems for 21 landmarks (LM) when subjects 

were captured at rest. 

 

 
Landmark 

Absolute mean 
difference (mm) 

SD 
(mm) 

95% Confidence 
Intervals for mean 
difference (mm) 

 
p-value 

   Lower Upper  

1 1.4 0.8 1.1 1.7 0.001* 

2 1.0 0.4 0.8 1.1 0.001* 

3 1.2 0.6 1.0 1.5 0.001* 

4 1.6 0.8 1.3 1.9 0.008* 

5 0.9 0.5 0.7 1.1 0.001* 

6 1.4 0.7 1.2 1.7 0.001* 

7 1.0 0.5 0.9 1.2 0.001* 

8 0.9 0.4 0.8 1.1 0.001* 

9 1.2 0.7 0.9 1.5 0.001* 

10 1.1 0.4 0.9 1.2 0.001* 

11 1.1 0.4 1.0 1.3 0.001* 

12 2.5 1.7 1.9 3.1 0.945 

13 1.2 0.6 1.0 1.4 0.001* 

14 0.8 0.4 0.7 1.0 0.001* 

15 0.9 0.5 0.7 1.1 0.001* 

16 1.0 0.4 0.8 1.1 0.001* 

17 1.3 0.5 1.1 1.4 0.001* 

18 2.3 1.2 1.8 2.7 0.902 

19 1.1 0.5 0.9 1.3 0.001* 

20 1.2 0.6 1.0 1.5 0.001* 

21 1.9 1.1 1.5 2.4 0.376 

 
 

One-sample t-test with a hypothesised mean of 2.0mm 
 
*Significantly less than 2.0mm 
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captured at rest. Left and right gonion (LM12 and LM18) had the greatest distance 

between landmarks, both greater than 2.0mm, at 2.5 ± 1.7mm and 2.3 ± 1.2mm 

respectively. Eighteen of the twenty-one landmarks had an average Euclidean 

distance of 2mm or less, and all of these were located on or near to the mid facial axis. 

 
 

Based on a one-sample t-test determining whether the mean Euclidean distance 

between the Bellus3D Face Camera Pro and Di4D SNAP 3D configurations were 

statistically significantly different to a hypothesised mean distance of 2.0mm, three 

landmarks, right and left gonion and menton (LM12, LM18 and LM21) had an average 

Euclidean distance which were not statistically significantly different to 2.0mm. The 

remaining landmarks were statistically significantly less than 2.0mm. Only one 

landmark right philtrum (LM14), was found to have a mean Euclidean distance, 

between the Bellus3D Face Camera Pro and Di4D SNAP 3D configurations, 

statistically significantly less than 1.0mm. Figure 4.4 and 4.5. 

 
 

4.3.4 Bellus3d Face Camera Pro versus Di4D SNAP at maximum smile 
 
Table 4.7 shows the mean absolute difference between the Bellus3D Face Camera 

Pro and Di4D SNAP imaging systems for 21 landmarks when subjects were captured 

at maximum smile. In the x-axis, the largest error (1.4 ± 1.1mm) was at left exocanthus 

(LM6) and left gonion (LM18, 1.4 ± 1.1mm). The next largest mean absolute 

differences were seen on the right hand side of the face at the exocanthus, gonion, 

and philtrum (landmarks 4, 12 and 13) 1.2 ± 0.9mm, 1.1 ± 0.7mm and 1.1 ± 0.8mm 

respectively. The smallest mean absolute differences were seen in landmarks located 

along or close to the mid-facial region above the upper lip. In the y-axis the largest 
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Table 4.7 Mean (±SD) absolute difference in the x, y and z-direction between 

Bellus3D Face Camera Pro and Di4D SNAP imaging systems for 21 

landmarks (LM) at maximum smile. 

 
 

 

Landmark x-direction y-direction z-direction 

 Absolute 
mean 

difference 
(mm) 

 
SD 

(mm) 

Absolute 
mean 

difference 
(mm) 

 
SD 

(mm) 

Absolute 
mean 

difference 
(mm) 

 
SD 

(mm) 

1 0.5 0.4 1.0 0.9 0.7 0.6 

2 0.4 0.3 0.9 0.6 0.5 0.4 

3 0.4 0.5 0.9 0.6 0.8 0.7 

4 1.2 0.9 0.7 0.6 1.0 0.7 

5 0.4 0.3 0.6 0.5 0.4 0.3 

6 1.4 1.1 0.6 0.5 1.4 0.9 

7 0.9 0.7 0.6 0.6 0.9 0.9 

8 0.4 0.4 0.6 0.4 0.5 0.4 

9 0.8 0.6 0.6 0.6 0.6 0.6 

10 0.6 0.5 0.6 0.5 1.1 0.8 

11 0.6 0.5 0.6 0.6 1.1 0.8 

12 1.1 0.7 0.9 0.7 2.2 1.6 

13 1.1 0.8 0.7 0.7 1.6 1.1 

14 0.5 0.4 0.4 0.4 0.6 0.4 

15 0.4 0.3 0.5 0.4 0.6 0.4 

16 0.5 0.5 0.4 0.2 0.7 0.4 

17 0.8 0.7 0.9 0.8 1.6 1.2 

18 1.4 1.1 1.3 0.7 2.3 1.8 

19 0.5 0.3 0.9 0.7 0.6 0.5 

20 0.4 0.3 1.1 0.7 0.8 0.6 

21 0.5 0.6 1.7 1.5 1.4 1.5 
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mean absolute difference of 1.7 ± 1.5mm was at menton (LM21). In the z-axis the 

largest mean absolute differences between Bellus3D Face Camera Pro and Di4D 

SNAP were 2.3 ± 1.8mm at left gonion (LM18), and 2.2 ± 1.6mm for right gonion 

(LM12). Left gonion (LM18), displayed the highest variation with a standard deviation 

of 1.8mm. 

 
 

Table 4.8 shows the mean Euclidean distance between the Bellus3D Face Camera 

Pro and Di4D SNAP imaging systems for 21 landmarks (LM) when subjects were 

captured at maximum smile. Left and right gonion had the greatest Euclidean distance 

between (LM12 and LM18) both were greater than 2.0mm at 2.8 ± 1.2mm and 3.3 

±1.9mm respectively. 

 
 

Based on a one-sample t-test determining whether the mean Euclidean distance 

between the Bellus3D Face Camera Pro and Di4D SNAP 3D configurations were 

statistically significantly different to a hypothesised mean distance of 2.0mm, seven 

landmarks, right and left exocanthus, left and right gonion, left and right cheilion and 

menton (LM4, LM6, LM12, LM13, LM17, LM18 and LM21) had an average Euclidean 

distance which were not statistically significantly different to 2.0mm, Figure 4.7. The 

remaining landmarks were statistically significantly less than 2.0mm. No landmarks 

were found to have a mean Euclidean distance, between the Bellus3D Face Camera 

Pro and Di4D SNAP 3D configurations, statistically significantly less than 1.0mm at 

maximum smile. 
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Table 4.8  Mean (±SD) Euclidean distance between the direction for Bellus3D Face 

Camera Pro and Di4D SNAP imaging systems for 21 landmarks (LM) at 

maximum smile. 

 

 
Landmark 

Absolute mean 
difference (mm) 

SD 
(mm) 

95% Confidence 
Intervals for mean 

difference (mm) 

p- 
value 

   Lower Upper  

1 1.5 0.9 1.1 1.8 0.002* 

2 1.2 0.6 1.0 1.4 0.001* 

3 1.4 0.8 1.1 1.7 0.001* 

4 1.9 1.0 1.5 2.2 0.245 

5 1.0 0.5 0.8 1.1 0.001* 

6 2.3 1.1 1.9 2.7 0.924 

7 1.6 0.9 1.3 2.0 0.022* 

8 1.0 0.4 0.8 1.2 0.001* 

9 1.4 0.8 1.1 1.7 0.001* 

10 1.6 0.9 1.2 1.9 0.006* 

11 1.6 0.9 1.3 1.9 0.009* 

12 2.8 1.6 2.2 3.4 0.996 

13 2.3 1.2 1.8 2.7 0.889 

14 1.0 0.4 0.9 1.2 0.001* 

15 1.0 0.4 0.9 1.2 0.001* 

16 1.0 0.4 0.9 1.2 0.001* 

17 2.2 1.2 1.7 2.7 0.799 

18 3.3 1.8 2.6 3.9 1.000 

19 1.4 0.6 1.2 1.6 0.001* 

20 1.6 0.7 1.3 1.9 0.002* 

21 2.3 1.9 1.6 3.1 0.806 

 
 

One-sample t-test with a hypothesised mean of 2.0mm. 
 

*Significantly less than 2.0mm 
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CHAPTER 5 

DISCUSSION 
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5.1 DISCUSSION 
 

Technology developed for one particular purpose is often be adapted for alternative uses, 

for example the camera system incorporated into some Apple products. The complex 

array of cameras, a standard feature of many devices, recognises the face in three- 

dimensions (3D) as a means of “unlocking” the device, can also be used to generate a 3D 

facial image. The same can be said for fingerprint recognition systems. These forms of 

security systems were once only found in government agencies. Technological advances 

have meant that devices that were once only commercially available are now “pocket 

sized” and easily at hand. 

 
 

The first part of this study was an in vitro investigation assessing the validity and accuracy 

of two commercially available 3D images systems, 3dMD and Di4D SNAP, and two 

versions of the Bellus3D (Bellus3D Face Camera Pro and Bellus3D iPhone App) against 

a gold standard Co-ordinate Measuring Machine (CMM). In this study a plastic mannequin 

head was used as it closely represented a human face, with regards to shape and texture 

but was rigid and totally static and therefore a stable object or subject. The CMM was 

taken as the gold standard as it measures the geometry of an object by measuring discrete 

points on the surface using a probe. The movement of the probe is along three axes that 

are orthogonal to one another. Each axis has a sensor that records the position of the 

probe relative to an origin, with accuracy in the order of microns. The use of the 

mannequin head and CMM provided the “ideal” environment to assess the validity and 

accuracy of the four capture devices. The CMM recorded the x, y and z positions of each 

landmark in a three-dimensional (3D) Cartesian coordinate system. When all 35 
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landmarks were identified on the mannequin head, a 3D landmark configuration was 

produced, and it was this which was used for analysis. 

 
 

5.2 Methods of analysis 
 

Several methods of analysis have been described in the literature, these include surface 

mesh analysis based on colour maps or heat maps, point-to-point measurements, or linear 

Euclidean measurements. There are advantages and short comings of the different 

methods of analysis. Several studies have superimposed the facial mesh data, using the 

iterative closest point (ICP) algorithm which aligns the two different meshes as close as 

possible, and then measures the Euclidean distance between the two meshes (Gallardo 

et al., 2021). The validity of this method is questionable since measurement between 

meshes are based on nearest points, not on corresponding anatomical points (Jabar et 

al., 2015). Thus, any two images of a similar shape may show a high level of concordance 

even though they are unrelated. In addition, with reference to the entire face significant 

differences in specific regions of the face will be diluted by the thousands of points that 

show very little differences. This will greatly under-estimate the magnitude of any error. 

Another shortcoming of this method of analysis is that a single mean difference between 

two facial meshes cannot describe the error across the entire face and is therefore not 

clinically meaningful or relevant. In an attempt to address this shortcoming, some studies 

have divided the face into regions of interest, made up of fewer points, but again the 

differences are based on the mean absolute deviation between all the nearest points and 

not the anatomically corresponding points. 
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The use of point-to-point measurements can also be associated with problems. Following 

superimposition of the two facial meshes, the operator can select a point on one mesh 

and the software automatically calculates the Euclidean distance between the two 

meshes, based on the nearest point on the second mesh, which as mentioned above may 

not be clinically valid. An alternative option is to physically choose anatomically 

corresponding landmark on both facial meshes and determine the Euclidean distance 

between them. This relies on the operator being able to identify the same landmarks on 

both images with a high level of accuracy and precision. Studies using this technique 

should report the landmark identification error as well as the difference between the 

landmarks. This will differentiate true differences from errors in identifying landmarks. 

 
 

The use of linear measurements is also associated with errors. A simple linear 

measurement is dependent on only two points; there is a chance that two points can be 

incorrectly identified in 2D space but the distance between them remains the same. For 

example, if the distance between two points is measured at 20mm at T1, but at T2 the two 

points are both 5mm to the left, the distance between them is the same (20mm), however 

they may not be measuring the same physical structure on both occasions. The situation 

is even more complex in 3D as now depth also has an effect. For example, if the distance 

between two points is measured at 20mm at T1, but at T2 one of the points is 5mm behind 

the original point, the distance between them is approximately the same (20mm), but 

again they may not be measuring the same physical structure on both occasions. The use 

of simple linear distances in 3D space may not necessarily represent the true clinical 

measurements of the chosen points. 
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Accepting the problems with mesh analysis and point to point measurements the present 

study used specific landmarks distributed over the face extending from ear to ear in width 

and from the forehead to the chin vertically. To reduce on-screen landmarking error the 

subjects were physically pre-landmarked with by placing marks directly on the subject’s 

face. This meant that the on-screen landmark identification and digitisation would be 

reduced to a minimum. Having landmarked each face, the 3D landmark configurations for 

each image could then be compared. Comparison was achieved by using Partial 

Procrustes superimposition where any two 3D configurations could be compared by 

rotating and translating them until the “best-fit” was achieved. Having achieved the best 

fit the Euclidean distances between all the corresponding landmarks could be calculated. 

The advantage of this method of analysis was that differences between anatomically 

corresponding landmarks were directly calculated. However, a short coming is that any 

landmarks that are grossly incorrect would “pull” one 3D configuration away from the 

other, known as the “Pinocchio effect”. 

 
 

5.3 In vitro study 
 

A previous study has cited that a difference of 1mm (Euclidean distance) between 

standard anthropometric measurements and 3D images captured using a laser scanner 

were considered highly reliable measurements (Aung et al., 1995). The same threshold 

has been used by previous studies to assess Bellus3D (Gallardo et al., 2021; Liu et al., 

2021; Pan et al., 2022). 

 

The present in vitro study found that for both 3dMD and Di4D SNAP many landmarks 

were on accurate to within 1mm of the CMM landmarks under ideal conditions. Apart from 
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left cheilion, the least accurate landmarks (>1mm) were located laterally. The different 

methods of analysis make direct comparison with other studies difficult. However for Di4D 

SNAP the results of the present study are consistent with previous validation studies of 

Di3D, an earlier version Di4D SNAP, with an error of around 0.3mm (Khambay et al., 

2008). The study used a similar gold standard, CMM and the same method of analysis 

based on the 3D landmark configuration. Only 10 landmarks were used, opposed to the 

35 used in the present study, in addition, the majority of the 10 landmarks were centrally 

placed in the face. This may explain the slightly larger error of 0.6 ± 0.3mm found in the 

present study when comparing Di4D SNAP to the CMM landmark positions. The error for 

3dMD in the present study, 0.7 ± 0.3mm, was found to be larger than previously shown, 

0.01 ± 0.55mm (Lübbers et al., 2010). The reason for this maybe that direct 

anthropometric linear measurement between landmarks was used, opposed to direct 

landmark differences using a CMM. Both the 3dMD and Di4D SNAP systems were 

clinically comparable to one another. 

 
 

Both the Bellus3D systems were less accurate than the commercial systems (Di4D SNAP 

and 3dMD). Over half the landmarks showed a mean difference greater than 1mm from 

the CMM landmark positions. The Bellus3D Face Camera Pro was as accurate as the 

Bellus3D iPhone App, however the mean accuracy of both systems was significantly more 

than 1mm. Soft tissue menton (LM 22) showed the largest magnitude of error, as well 

inferior or laterally located landmarks. This was probably due to the face / head being 

curved and having to rotate around a fixed point. The camera is taking two-dimensional 

“flat” images of a curved surface and trying to construct the curvature and restoring depth. 
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Since changes in subject facial expression were impossible, the difference in the observed 

accuracy between the 3D imaging systems and the CMM must be due to the inherent 

system capture error. Landmarking error was minimum for this study as a result of pre- 

landmarking the face. The commercial systems comprised of three pairs of cameras 

located in front, to the right and to the left of the subject. The lower cameras were located 

so that they capture from a slightly inferior angle, allowing for capture of the inferior and 

lateral areas of the face. The Bellus3D Face Camera Pro and Bellus3D Face App use 

superiorly and centrally located cameras, causing difficulties in capturing inferior 

landmarks. Previous in vitro studies have compared the Bellus3D systems to direct 

anthropometric measurements of linear distances between landmarks (Liu et al., 2021; 

Pan et al., 2022). The reported results were more accurate than the present findings, 

however the methods of analysis between studies was not comparable. Both the Bellus3D 

Face Camera Pro and Bellus3D Face App systems were clinically comparable to one 

another. However, the commercial systems were superior to the Bellus3D systems, with 

a mean difference in Euclidean distance of 0.9 ± 1.4mm between them, this was 

statistically significant (p = 0.001) and clinically significant with a 95% confidence interval 

for the difference of -1.4mm to -0.4mm. 

 
 

5.4 In vivo study 

The in vivo study showed that even though the commercial capture systems had a higher 

degree of accuracy compared to the Bellus3D Face Camera Pro, the magnitude of the 

error, around 1.0mm, was a difference that may be clinically acceptable. Therefore an in 

vivo study was undertaken to determine the validity and accuracy of Bellus3D Face 

Camera Pro compared to Di4D SNAP whilst capturing human faces at rest and at 
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maximum smile. Facial expressions are an important form of non-verbal communication 

with studies suggesting that 80% of communication is nonverbal and 20% verbal (Hull, 

2016). While nonverbal communication varies between cultures, the basic facial 

expressions for happiness, sadness, anger, and fear are all similar. Capturing a facial 

smile in 3D is fundamental for aesthetic purposes, e.g., the identification of key muscle 

groups as targets for Botox® in an asymmetric or gummy smiles, as a guide for smile re- 

animation in patients who have suffered facial palsy (Sun et al., 2022) or during digital 

smile design. As with facial scans at rest, comparisons can be made pre- and post- 

treatment to evaluate the effects of the intervention, such as re-innervation surgery or 

facelift surgery (Li, et al., 2015; Gibelli et al., 2020). No studies to date have assessed the 

accuracy of using Bellus3D to capture maximum smiles. The ability of using “at-hand” 

devices and software to capture a maximum smile for digital smile design opens up the 

use of 3D technology for routine clinical use. Capturing a smile with Di4D SNAP is 

potentially easier and more accurate as the individual smiles and the left and right of the 

face is captured simultaneously, in 1/500 of second, but more expensive. However, when 

using Bellus3D to capture maximum smile, the individual would need to hold maximum 

smile whilst moving their head from left and right over a much longer period (15 seconds). 

This introduces fatigue and the possibility of motion artifacts. This study was undertaken 

to determine if this difference was clinically significant. 

 

Interestingly, previous studies have used a larger limit of 2mm difference between the 

control and the experimental system for clinical use (Aung et al., 1995; Knoops et al., 

2017; Artopoulos et al., 2014; Maués et al., 2018; Andrews et al., 2023; Camison et al., 

2018). Differences of between 1mm to 3mm have been suggested as being acceptable 
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for clinical application (D'Ettorre et al., 2022; Thurzo et al., 2022). Given that the majority 

of studies have used a 2mm difference between the control and the experimental system 

as their level of acceptability this was adopted in the present investigation. This 2mm 

difference will be made up of several sources of error including, capture error and 

landmarking error. The study was interested in capture error i.e., the error inherent in each 

capture system whilst ensuring landmarking error was as low as possible; this was 

achieved by pre-landmarking 21 landmarks on to each individual and then capturing their 

faces using Di4D SNAP and Bellus3D. 

 
 

Pre-landmarking reduced the error associated with digital on-screen landmarking, this 

was particularly important for less well-defined anatomical landmarks such as gonion or 

landmarks around the cheek region. The landmarking software allowed for magnification 

and rotation of the image to visualise and identify each landmark. For the present study 

repeatability of intra-examiner landmarking was found to be consistent, with the mean 

error found to be less than 0.25mm in all directions, this was similar or superior to the 

findings of previous studies (D'Ettorre et al., 2022; Aljawad et al., 2022; Nord et al., 2015; 

Aldridge et al., 2005; Wong et al., 2008). As well as assessing landmark identification 

error, rest position reproducibility was assessed; the mean absolute differences in the x, 

y and z- directions were found to be between 0.2mm and 0.5mm. This was similar to 

Johnstone et al. (2003) who reported an average variation in overall land-mark position of 

0.74 mm between rest positions (Johnston et al., 2003). Maximal smile has previously 

been shown to have the least difference in magnitude and speed between two time 

intervals compared to other facial expressions (Ju et al., 2018). 
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At rest the absolute mean Euclidean difference between DiD4 SNAP and the Bellus3D 

Face Camera Pro was statistically significantly 2.0mm or less than for 18 of the 21 

landmarks, and 1.0mm or below for 7 of the 21 landmarks. The largest error was at right 

and left gonion and soft tissue menton; all the landmarks with the least error were in the 

region adjacent to the facial midline. Based on the 95% confidence the mean Euclidean 

difference between DiD4 SNAP and the Bellus3D Face Camera Pro was not significantly 

clinically different (more than 2.0mm) for all landmarks except right and left gonion and 

soft tissue menton, where the upper limits exceeded 2.0mm. When decomposed into the 

separate x, y and z directions, only 3 of 21 landmark had differences that exceeded 

1.0mm. These were again right and left gonion in the x and z direction and menton in the 

z direction. The difference observed between the DiD4 SNAP and the Bellus3D Face 

Camera Pro for menton may be due to the difference in camera location between the 

systems, and the fact that Bellus3D is unable to capture under the chin as the individual 

is encouraged to look ahead into the camera, whilst with Di4D SNAP the head is often 

tilted back slightly. For left and right gonion as the subject is instructed to rotate their head 

from left to right using Bellus3D there will be some stretch and soft tissue distortion in the 

neck / angle of mandible region, whilst Di4D SNAP takes a single static image. 

 

At maximum smile the absolute mean Euclidean difference was significantly below 2.0mm 

for 14 of the 21 landmarks. In addition to gonion and menton, landmarks right and left 

exocanthion and right and left and cheilion were greater than 2.0mm. This is most likely 

because these areas are subject to most movement during smile and holding this strained 

position would be difficult for the entire Bellus3D Face Camera Pro scanning time. This 

suggests that there are two sources of error using Bellus3D over Di4D SNAP. The first is 
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the inherent error present within each device, but error at rest has found that this only 

relates to left and right gonion and menton. The second error is the error associated with 

holding the maximum smile expression over a 15 second period. Previous studies have 

shown smiling to be reducible, but these have been a “snapshot” of the smile. Thus, the 

present study has shown that maintaining maximum smile whilst using Bellus3D 

introduces additional errors at the corners of the mouth and the eye, the areas which 

displace the most during smiling. These results are confirmed in previous studies, as 

maximum smile has previously been found to be less reliable than rest position, and 

increased error was also found in the same additional areas with smile (periorbital and 

cheilion) (Johnston et al., 2003; Sawyer et al., 2009). 

 

The method of analysis and the outcome measure used will have an impact on 

conclusions reached by each study. Many in vivo studies use inter-landmark differences 

as the outcome measure. This is based on historical anthropometric measurement 

techniques and likely due to the convenience of only requiring a digital calliper. However 

as mentioned earlier a simple linear measurement of inter-landmark distances is 

dependent on only two points; there is a chance that two points can be incorrectly 

identified in 2D space but the distance between them remains the same. This would give 

the false impression that the accuracy was acceptable. Many of the previous studies found 

average differences between Bellus3D and direct anthropometry to be within 1mm 

(Piedra-Cascón et al., 2020; Raffone, et al., 2022). Piedra-Cascón et al. (2020) was limited 

to inter-landmark differences in the midface, whilst Raffone et al. (2022) did not use 

measurements involving menton. These methodical differences could account for some 

of the differences seen with the present study. In a study assessing the accuracy of both 
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Bellus3D Face App and a new multi-camera version of Bellus3D (Bellus3D ARC1), the 

former was accurate to slightly above 1mm and the latter slightly below, the authors 

attributed this finding to the enhanced hardware (Wang et al., 2021). However, higher 

differences (21 of 23 linear measurements within 1.5mm) were seen in a study comparing 

Bellus3D ARC1 to segmented surface CBCT scan (Aljawad et al., 2022). The landmark 

locations are not specified therefore no comparisons can be drawn and the threshold 

values / segmentation process selected during conversion of DICOM CBCT data to 

surface files may alter the dimensions of the “gold-standard” 3D surface model. 

 
 

As an alternative to direct anthropometric measurement, a second scanning system is 

often used as a control, in which case the 3D surface meshes can be compared. As 

discussed previously the analysis based on colour maps or heat maps, point-to-point 

measurements, or linear Euclidean measurements, has the potential of reducing the true 

error (D'Ettorre et al., 2022; Aljawad et al., 2022; Andrews et al., 2023). One study used 

sectional surface mesh comparisons of 21 facial areas of Bellus3D Face app and 

segmented surface CBCT scans (Thurzo et al., 2022). Generally increased deviation was 

seen in the lateral facial areas (temporal and gonial) which is consistent with our findings, 

but also in the lower lip and peri oral areas, likely due to changes in micro expression due 

to the long scanning time of CBCT. 

 

Only two studies compared absolute landmark location using point-to-point measurement, 

where following superimposition of the two facial meshes, the operator selects a point on 

one mesh and the software automatically selects the nearest point on the second mesh 

and calculates the Euclidean distance between the two which as mentioned above may 
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not be clinically valid (D'Ettorre et al., 2022; Andrews et al., 2023). D'Ettorre et al. (2022) 

reported 13 of 18 landmarks were within 1mm of the reference landmarks (D'Ettorre et al., 

2022). The least accurate results were found in endocanthus and cheilion, possibly due 

to shadowing and change in micro-expression respectively. Gonion and menton were 

included but conversely to our findings had good or average results. The second study 

found 16 landmarks to be within 1mm of the reference landmarks (Andrews et al., 2023). 

As with our findings most error was found in the lateral areas (gonion and traigon) and the 

least in areas close to the midline. The present study used differences in distances based 

on anatomical correspondence rather than the nearest point, this may explain the reason 

both studies found Bellus3D to be more accurate than in the present study. 

 
 

Digital dentistry is progressing rapidly due to increased aesthetic demands from patients 

and is facilitated by advancing technology (Shepperson, 2023). Smart phone technology 

is ubiquitous in most aspects of modern life and dentistry is no exception, smile design 

can be completed virtually using easily accessible specialised apps. Digital oral scans are 

replacing conventional plaster models and can be combined with 2D or 3D facial 

photographs to produce a digital patient (Finelle, 2017), providing information usually 

lacking in conventional planning methods such as tooth show at rest and at smile, lip 

mobility, and the harmony of the aesthetic dentition relative to the patients face as a whole 

(Jreige et al., 2022). 

 

Specialised software applications allow simulation of various treatment plans. It is possible 

to simulate orthodontic tooth movement, gingival modifications and restorative treatments, 

to achieve ideal aesthetics in terms of gingival zenith position, tooth proportions, colour 
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and smile arc. The outcomes can be 3D printed and used as templates for intra-oral 

mockups, improving the communication of realistic end goals with both the patient and 

the dental laboratory (Shepperson, 2023). 

 
 

Bellus3D Face Camera Pro was shown to be accurate for clinical use in the facial midline 

and the adjacent areas including the mouth and lips at rest and at maximum smile, apart 

from left and right cheilion. As such, it offers a more accessible alternative, both logistically 

and financially, to conventional 3D imaging systems for dental practitioners interested in 

3D smile design. Due to the variable position of cheilion in the scanning process of 

maximum smile, Bellus3D Face Camera Pro derived images may provide problems 

planning cases where buccal corridor modification is required. 
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CHAPTER 6 

CONCLUSIONS 
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6.1 IN VITRO 
 

The null hypothesis is rejected 
 

The null hypothesis is rejected. There was a statistically significant difference (p<0.05) 

in the position (based on the Euclidean distance) of 35 facial landmarks, captured using 

the Bellus3D devices and the commercial systems. 

 
 

6.2 IN VIVO 
 

The null hypothesis is rejected 
 

For all landmarks, except right and left gonion and menton, the null hypothesis is 

rejected. The mean differences in Euclidean distance, capturing the face at rest, using 

Bellus3D Face Camera Pro and Di4D SNAP, were statistically significantly (p<0.05) 

less than the hypothesised clinically significant mean distance of 2.0mm. 

 
 

For all landmarks, except right and left gonion, right and left exocanthion and menton, 

the null hypothesis is rejected. The mean differences in Euclidean distance, capturing 

the face at maximum smile, using Bellus3D Face Camera Pro and Di4D SNAP, was 

statistically significantly (p<0.05) less than the hypothesised clinically significant mean 

distance of 2.0mm. 

 
 

6.3 CLINICAL IMPLICATIONS 

 
• At rest, the Bellus3D Face Camera Pro was accurate to within 2.0mm of Di4D 

for 18 of 21 landmarks, except right and left gonion and menton. 

• At maximum smile, the Bellus3D Face Camera Pro was accurate to within 

2.0mm of Di4D for 14 of 21 landmarks, except right and left gonion, right and 

left cheilion, right and left exocanthion and menton. 



97  

• The largest errors were in inferior or lateral regions of the face. 

 
• The lowest errors were seen in landmarks closer to the middle of the face. 

 
• Bellus3D Face Camera Pro is suitable for clinical application if limited to areas 

adjacent to the midline in rest and maximum smile. 

• Bellus3D Face Camera Pro is not suitable for clinical use where investigation of 

lateral and inferior areas of the face is required, nor for transverse smile 

investigation. 
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8.1 Appendix I Consent form 
 
 

 

 
Centre Number: 

Study Number: 

Identification Number for this trial: 

 
CONSENT FORM 

Title of project: Validity of a Tablet based device for 3D facial capture 

Name of Researcher: Professor Balvinder Khambay 

Version 1 / 25th March 2019 

 

 

1. I confirm I have read and understand the information sheet 

dated 25th March 2019 (version 1.1) for the above study. I have 

had the opportunity to consider the information, ask questions and 
have had these answered satisfactorily. 

 
2. I understand that my participation is voluntary and that I am free to withdraw 

my data within 12 weeks of participation without giving any reason, without my 

legal rights being affected. 

 

3. I agree to take part in the above study. 

 
 

4. I understand that data from this study may be used in future research. 

Please initial box 

 

 

 
 

 

 

 

 

 

 

 
   

 

Name of volunteer Date Signature 
 

 

 
 

 

Name of Person Date Signature 

taking consent 
 

 
Validity of a Tablet based device for 3D facial capture 

Consent sheet Version 1 25th March 2019 
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8.2 Appendix II Volunteer information sheet 
 
 

 
The title of the research project 
Validity of a Tablet based device for 3D facial capture 

 

Invitation paragraph 
You are being invited to take part in a research project. Before you decide, it is important for 
you to understand why the research is being done and what it will involve. Please take time to 
read the following information carefully and discuss it with others if you wish. Ask us / me if 
there is anything that is not clear or if you would like more information. Take time to decide 
whether or not you wish to take part. 

 

What is the purpose of the project? 
To see if a new Tablet based device (Bellus3D) can capture your face in 3D. At present we 
use an expensive non-mobile camera system (3dMD system), located at the Birmingham 
Dental Hospital, to routinely photograph patients. We are hoping the Bellus3D Tablet based 
system will be able to replace the 3dMD. This will allow more research to be carried out in 
other hospitals. 

 

3dMD system Bellus3D 

 
 

 

Why have I been chosen? 
We are looking for 50 volunteers between the ages of 18 and 50. 

 
What do I have to do and what will happen to me if I take part? 
You will be asked to attend the Birmingham Dental Hospital & School for a period of 
approximately 30 minutes. 

 

We will place around 35 dots on your face using an eye-linear pencil (washes off afterwards) 
and take a 3D image of your face at rest and smiling using both the 3dMD system and the 
Bellus3D system. 
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In addition we will mould some modeling clay material onto your face to work out how well 

Bellus3D can measure volume. We will take images of your face at rest, with and without the 

modeling clay on your face, using both the 3dMD system and Bellus3D Tablet. 

 

From: Hajeer MY, Mao Z, Millett DT, Ayoub AF, Siebert JP. A new three-dimensional method of assessing facial volumetric 
changes after orthognathic treatment. CleftPalate Craniofac J. 2005 Mar;42(2):113-20. 

 

 
It is up to you to decide whether or not to take part. If you do decide to take part you will be 
given this information sheet to keep (and be asked to sign a consent form). If you wish to 
withdraw you can do so without it affecting any benefits that you are entitled to in any way. 
You do not have to give a reason. 

 
You can withdraw at any time but your data cannot be withdrawn after 12 weeks of completion 
of the study. We may use your data from this study for future research projects. Your data will 

be treated in accordance with the Data Protection Act 2018. 

 
Will my taking part in this project be kept confidential and what will happen to the 
results of the research project? 
Yes. Only the researchers involved will know you have taken part. The images generated will 
not be used in publications unless you have specifically consented. They may however be 
used in presentations to fellow researchers who are also interested in this technology. Your 
facial images will not be shown, only the results of the study. 

 

What will happen to the results of the study? 
The main findings will be written up and submitted to an appropriate scientific journal; again 
your facial images will not appear in the journal unless formal approval has been obtained. 
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Contact for further information 
 

If you have any further queries please do not hesitate to contact any of the researchers 
involved via the email addresses supplied above. 

 
Professor Balvinder Khambay 
Tel  
Email:  

 

This study has been reviewed and given a favourable opinion by University of Birmingham, 
Research Ethics Committee on the 25th March 2019 and ethics reference ERN_19-0165. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Validity of a Tablet based device for 3D facial capture 
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Version 1.1 
 

25th March 2019 

 




