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ABSTRACT 

Osteoarthritis (OA) is cited as a key factor for replacement and repair procedures in 

synovial joints. Osteoarthritis includes damage of the joint’s articular cartilage (AC) 

and sclerosis of its subchondral bone. Better computational and physical models of 

articular cartilage and its subchondral bone has the potential to enable novel 

solutions to OA, such as better materials or constructs for replacement. A limitation 

of many current models is that they ignore the dynamic environment within which 

articular cartilage is found: specifically, material models often ignore that articular 

cartilage is not loaded to a state of equilibrium. Indeed, there is scope to exploit 

additive manufacture (AM) to better mimic the geometric profiles of articular cartilage 

on bone on a macro and micro scale.  This thesis aims to develop the knowledge 

that is lacking around cartilage’s material characterisation and utilise this to further 

the research into computational and physical AC models.  This has been divided into 

three main components: material model, AM: macro, AM: micro. 

Python and Matlab code was used to develop a program that aided in the 

mechanical modelling of hyper-viscoelastic materials, in our case AC, through the 

use of finite element analysis (FEA). Human femoral head dynamic mechanical 

analysis (DMA) data was used as the initial and validation set.  The FEA outputs of 

storage and loss modulus were used as the inputs to a Prony series minimisation 

problem.  Through the use of a cyclic generation and automatic analysis of simulated 

models, a genetic algorithm was used to minimize the Prony series solution and 

provide the optimal material parameters for AC.   The fitness evaluation for each 

generation of the genetic algorithm was performed on the simulation results of each 
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set of models, to allow the models to be the driving source of the parameter value 

choice.   

Macro and micro scale analysis was performed on bovine cartilage samples but 

using a combination of AM, DMA, and Micro-CT.  For macro scale, AM and DMA 

were exploited to produce a dynamic test set-up used to establish the effect that joint 

contour has on cartilage material response.  Contours that were evaluated were 

representative of the geometry seen on the tibial plateau.  Differences in energy 

dissipation and viscoelastic properties were highlighted between contours 

representing the tibial components and the current testing procedures.  

The third development was in two parts with the micro scale analysis of cartilage 

geometry changes pre and post dynamic loading.  DMA was applied to 

osteochondral core samples from bovine humeral heads with micro-CT imaging 

performed before and after compression, providing micro-scale values of the porosity 

of the tissue.  Statistical significance was not identified pre and post CT, however, 

distribution in trabecular geometry showed there was a marked change.  These 

values were then used as insight into the AM of prototype replacements tissues 

utilising PLA as the chosen biomaterial.  The AM prototypes were imaged with micro-

CT loaded under DMA with all outputs evaluated against tissue values.  The findings 

were then combined to produce a complete osteochondral core with geometric and 

material response metrics similar to that of the original tissue samples. 

Ultimately, the work presented in this thesis has implications for the continued 

development of cartilage modelling and furthers the aim to create replacement 

structures and biomaterials which are designed for the dynamic environment within 

which articular cartilage is found. 
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Chapter 1. Introduction 

1.1. Thesis introduction 

Articular cartilage (AC) is a tissue that is present at the end of all articulating joints 

and plays a factor in the management of load through these joints. The most 

commonly researched anatomical joints are the hip and knee [1]–[3] partly due to 

these areas being prevalent for degenerative diseases such as osteoarthritis (OA)[4], 

[5]. Damage seen to the AC and thickening of the subchondral bone in these joints 

can result in progression to early onset OA diagnosis.   There are limited medical 

approaches to treat OA, often replacement of the affected areas is performed 

through surgery utilising autografts, allografts, and more recently synthetic grafts [6].  

This often results in palliative care or pain management being the treatment 

prescribed until further intervention is required for joint replacement or resurfacing. 

This outcome is highlighted in the reported by the National Joint registry in 2022 who 

found that 97.4 % of knee and 91.2% of hip replacements list OA as the primary 

reason for surgery [7]. Enhancing the biocompatibility and mechanical response 

representability of these grafts will support the development of further treatment 

options.  This can potentially be achieved through the advancement of currently 

available computational models and using the mechanical response of biological 

tissues as a target for synthetic replacements. 

The prevalence of OA in the population of the UK was 8.75 million cases between 

2004 – 2010 with this value only expected to rise [4] as a result of an increasing and 

ageing population, and due to the prevalence of diseases such as obesity that 

effects an estimated 29% of adults[8] and is a known risk factor for OA[9].  When 

developing synthetic components for the medical industry a key consideration is 
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biocompatibility. Both allograft and autografts provide a good match for the 

mechanical properties of the removed tissue; synthetic replacements would benefit 

from being adapted to match these properties, something that has been lacking in 

current approaches [10], [11].  Not only biocompatibility, but also bio-integration has 

become more feasible in AM  components.  This has become feasible with implants 

being coated with bioactive substrates [12], [13] or the interior porous networks of 

certain types of AM parts containing growth supplements to encourage integration 

[14]. These factors imply that during the design process of the hierarchical structure, 

the internal geometry is a factor that needs to be accounted for in the design step.  In 

order for a hierarchical design to be successful it would have to mimic the geometric 

and dynamic mechanical response properties of cartilage effectively. 

Cartilage has been characterised with multiple models to represent its mechanical 

behaviour, with those reported in literature including biphasic and triphasic theory 

[15], [16].  In particular biphasic states that cartilage has separate constituent parts 

that provide the viscous and elastic portions of its response to loading. There have, 

however, been studies that question this classification [17], [18] especially in the 

need for physiological relevance in the load applied [19], [20]. To accurately gauge 

the mechanical response of AC and allow it to be mimicked synthetically, dynamic 

loading experiments are performed to induce a material response that can be 

modelled into material parameters.   

Current literature studies on biphasic material focus on tissue under equilibrium load, 

rather than the dynamic load being applied through indentation or sinusoidal cycles 

seen in gait-relevant or non- equilibrium dynamic studies [18], [21]–[24].  The key 

factor that questions the equilibrium hypothesis of biphasic theory is the loss and the 

re-imbuing of water during a dynamic loading cycle of cartilage, where the re-imbued 
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water is less than that extruded due to the permeability of the tissue limiting its speed 

and therefore the swelling pressure not resulting in at equilibrium[25].    

Finite element analysis (FEA) is a technique that can be applied to computational 

models of biomaterials that experience complicated loading conditions [26] and has 

been utilised to provide simulations of the theories mentioned previously [27], [28].  A 

material approximation is required during the calculation of FEA and the solutions 

employed in most recent studies for cartilage are as a viscoelastic material [18], [23], 

[29]–[31]. Other approximations used in literature cover linear elasticity and hyper-

elasticity [20], [32], [33], however, limited work has applied current material 

approximations to a dynamic loading environment.  In combination with dynamic 

mechanical analysis (DMA) it can also provide a measure of the ability of a material 

to store and dissipate energy during dynamic loading.  Therefore, it can be used to 

simulate the aforementioned non-equilibrium loading states and establish more 

physiologically accurate material response parameters. 

Synthetic implants have already seen use in joint replacements at entire joint scale 

and smaller local replacements.  Although entire joint replacements have seen a 

huge amount of success with 1.42 million performed in 2022 [7], local synthetic 

replacements are being used and developed but have limits in their capabilities [34], 

[35].  A key factor many solutions do not account for is the mimicry of the dynamic 

material response of cartilage/subchondral bone, a key factor to stress shielding 

occurring in long bone implants[36].  

  



4 
 

1.2. Research aims and objectives 

The aim of this thesis is to develop new techniques for enhancing the material 

characterisation of cartilage under non-equilibrium loading states, specifically 

focussing on three key areas of study: creation of an automated process to convert 

dynamic only data from DMA to FEA-transient output; development of an 

experimental setup in a dynamic environment to analyse the effect macro-scale 

variables have on AC characterisation; analyse micro-scale changes seen in AC 

under dynamic load and utilise these to develop a hierarchical structure exploiting 

AM.  The main questions that are raised within this thesis are subdivided in the flow 

chart presented in Figure 1-1.  To achieve these questions, the thesis has the 

following objectives: 

1. Code a system that can allow the hyper-visco elastic material characterisation 

of a tissue using DMA output data as an input.  Allow the system to be 

modular so it is not a single impact/use design and can be altered to fit the 

needs of the user. 

2. Develop an algorithm to fit in said system that can optimise the material 

parameters that will be given as an output. 

3. Exploit AM for a dynamic test set-up that enables macro-scale variables, such 

as joint shape, to be evaluated as a singular experimental variable.  

4. Develop a dynamic testing scenario in combination with Micro-CT imaging to 

identify potential micro-scale changes in material properties and geometric 

characteristics of cartilage pre and post load. 

5. Prototype a hierarchical AM component that represents the constituent 

sections of an osteochondral unit and then combine into a singular design. 
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Figure 1-1: Flow chart of the PhD thesis, showing the different steps of the 
study. 
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1.3. Thesis overview 

Chapter 2 provides the background knowledge needed to understand the 

experimental chapters within this thesis. It covers synovial joints with a focus on 

articular cartilage, mechanical testing, and computational modelling of tissue within a 

dynamic environment, numerical methods for optimisation, and additive 

manufacturing techniques in the medical industry. 

The next three chapters will cover the experimental work which is broken down 

to cover the main questions raised in Figure 1-1.  Each chapter will have its own 

literature review that covers the scope of the question it is answering.  Chapter 3 will 

answer questions 2,3 and 4, Chapter 4: questions 5 and 6 and Chapter 5: questions 

7 and 8.  Question 1 which embodies the thesis in its entirety will be inherently 

covered by all chapters. 

Chapter 3 creates, then evaluates an automated modelling system that is 

designed to provide viscoelastic material approximations in a modular and 

standardized format by taking data from a dynamic only environment (i.e., DMA) to 

FEA-transient conditions (i.e., frequency to time domain). The viscoelastic model 

used is that of the Prony series and it is solved through optimisation using two 

numerical methods of an interior point and a genetic algorithm. Prony was used due 

to its previous application in characterising other soft tissue structures [37]–[39]. 

Articular cartilage data from a previous study was used as a case study to evaluate 

the system and the results are validated against known tissue data.  Chapter 3 

provides the framework to start investigating and trying to produce more complicated 

material models of cartilage under different geometric conditions, such as those that 

will be investigated in Chapter 4.  The data obtained in Chapter 4 will be able to be 

relayed back in the overall system to increase the accuracy of the models produced. 
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Chapter 4 investigates how contours within the tibiofemoral joint on the tibial 

plateau affect articular cartilage properties. In this chapter, a new experimental 

procedure was defined providing the ability to exploit AM, to design/develop testing 

approaches that enable geometric variables to be isolated. Specifically, evaluation of 

the effect of joint contour on material response was analyzed on bovine test samples 

and evaluated against values recorded in literature and current established testing 

procedures.  Chapter 4 focussed on the macro variables of the joint tissue affect its 

material properties thus to further the whole picture, Chapter 5 will investigate how 

micro variables such an internal trabecular components change within the tissue 

structure. 

Chapter 5 investigates the possibility of creating additively manufactured 

components that mimic the mechanical response and geometric profile of an 

osteochondral plug. A hierarchical tower will be produced by combining printed 

profiles established through prototyping, and by varying known parameters that can 

alter the components mechanical response and interior geometric composition.  

Chapter 6 provides the overall thesis discussion and conclusions.  



8 
 

Chapter 2. BACKGROUND 

2.1. Chapter Overview 

This chapter introduces the fundamental concepts of the topics that are covered 

within this thesis.  There are four main sub sections which will cover the following: 

The role of AC on the mechanics of synovial joints, with a focus on the tibiofemoral 

joint (section 2.2); mechanical properties and the relevant testing used to 

characterise for material properties (section 2.3), with a focus on dynamic 

mechanical analysis; computational modelling and numerical methods (section 2.4); 

and AM with a focused on it medical applications (section 2.5).   A more in depth 

literature review for each chapter is done within their individual introductions. 

2.2. Synovial joints: tissue constituents and mechanics 

Synovial joints are the connections between bones that control movement and other 

specific articular functions for a skeletal system. The main synovial joints (Figure 2-1) 

in the mammalian system are knee (tibiofemoral), hip (acetabulofemoral), elbow 

(ulnohumeral) and shoulder (glenohumeral) joints. These are all classified as either 

Figure 2-1: Images of three of the main synovial joints: A) knee (tibiofemoral), B) 
hip (acetabulofemoral) and C) shoulder (glenohumeral).  Image courtesy of 

Sadeghi CC BY-NC-SA 4.0. 
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hinge or ball and socket joints dependent on the type of movement which they provide 

and their connection.  

 

 

Figure 2-3: Osteochondral core shown in both healthy and osteoarthritic states 
with labelled layers for the constituent parts of the tissue segment.  Image 

original produced by Silva et al. [41] CC BY-NC-SA 4.0. 

Figure 2-2: Schematic of a synovial joint showing all major components.  I 
(Reproduced from BC Open Textbook; Betts, 2019, which is distributed 
under the terms of CC BY-NC-SA 4.0. 
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The main components of a synovial joint epiphysis are articular cartilage (Figure 2-2) 

and subchondral bone; commonly referred to in literature as the osteochondral unit  

Figure 2-4. It is often defined by layers of these tissues as shown in Figure 2-3 where 

the cartilage provides the uppermost articulating surface, and the subchondral bone 

lies below and consists of multiples layers of differing thickness of bone tissue.  Within 

the subchondral bone, there are two main types of bone, cortical and trabecular.  

  

Articular Cartilage 

AC plays a key role in the transmission of forces between the surfaces in articulating 

joints [3], [40]. It provides a surface on top of the underlying bone in synovial joints 

that, combined with lubricating factors such as lubricin, provides a surface with a low 

coefficient of friction which facilitates articular joint movement and prevents direct 

bone-bone contact. An example of a bovine humeral head with its cartilage surface 

visible is seen in Figure 2-5.  This is important to limit as bone can be viewed as an 

approximately rigid structure, so direct contact leads to concentrated contact stresses.  

The most common degeneration of AC comes in the form of osteoarthritis (OA) [4], [5], 

Figure 2-4: Micro-CT cross sections of osteochondral unit highlighting the 
portions of the osteochondral core.  The dark region at the top is the cartilage 
later, then the subchondral bone plate (SBP) and subchondral trabecular bone 

(STB).  Image sources from Fell et al. [23] CC BY-NC-SA 4.0. 
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[41], which results in a breakdown or complete destruction of the cartilage structure at 

the articular joint and has been shown to deteriorate the mechanical properties of the 

tissue [42], [43].  A representation of how the structure breaks down throughout the 

osteochondral core with OA progression is seen in Figure 2-3.  

 

Articular cartilage (AC) is known to be a multilayer construct with its composition 

differing through the depth of the tissue [3] (Figure 2-6A). It is made up of a dense 

extra cellular matrix (ECM) but unlike other tissues within the body it has no 

vacuolisation, nerves, or lymphatic connections [44], [45]. The ECM is mostly 

comprised water, collagen, proteoglycans, and specialised cells called chondrocytes 

with other proteins present but in small quantities [45], [46].  Collagen provides 

between 50%-75% of the dry weight of the ECM and is its main construction 

component[47].   

Figure 2-5: Bovine humeral head with cartilage surface on the right side. 



12 
 

Proteoglycans are a class of glycoproteins that classified by nature of the 

glycosaminoglycans (GAGs)  chains attached to their core protein with the primary 

one  that is found in the ECM of cartilage being aggrecan.  Within the ECM they form 

proteoglycan aggregates that are the combination of sulphated proteoglycan side 

chains attached to a hyaluronic acid filament core forming a highly anionic unit.  

Proteoglycans contribute to the osmotic pressure of cartilage within its fluid state due 

to the attraction of cations and anions being drawn in, i.e. the Donnan effect, and the 

additional water than is brought with them.  The Donnan effect is where the  charged 

particles are unevenly distributed across a semipermeable membrane.   In cartilage 

the interstitial fluid carries the ions and the proteoglycans within the solid porous matrix 

of cartilage are the membrane. 

 

Figure 2-6: Cross sectional schematic of a cartilage tissue segment with A) showing the 
cellular organisation of the chondrocytes and B) showing the fibre orientation of the collagen 

strands.  Highlights the superficial tangential zone (STZ), middle and deep zones of 
cartilage.   Original image from Fox et al, [3] CC BY-NC-SA 4.0. 
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As shown on Figure 2-6 and Figure 2-7, AC is commonly split up into 4 zones between 

the surface and the bone-cartilage interface known as: superficial, transitional, deep, 

and calcified zones. Across these zones there is a complex collagen fibre network that 

aids the tissue’s ability to support load, and regain its original shape following loading 

[48], [49] Figure 2-6B. As AC transitions from zone to the other, the fibre-orientation of 

the collagen changes. For the superficial layer horizontal densely packed fibres are 

found and cover 10-20% of the total number of layers. The transitional zone is between 

40% and 60% of the total tissue and the fibres are seen to orientated between 20 and 

70 degrees different to the horizonal fibres seen in the superficial layer.  The deep 

Figure 2-7: Collagen fibre orientation analysis: how the angle varies with respect to depth 
and initial horizontal 0° angle.  A) Second harmonic generation ‘(SHG) and OrientationJ 

overlay with insets highlighting fiber orientation analysis across zones B) continuous fit from 
face 1 and face 2 across the full depth of the articular cartilage (shaded regions represent 

confidence of fit) showing differences in collagen fiber orientation with depth between faces 
and C) binned zones with 0–20% representing surface, 20–60% middle, 60–90% deep 

zones (box plot with data outliers removed for visualization).’ Image and quoted portion of 
caption text obtained from Fischenich et al. [212] CC BY-NC-SA 4.0. 
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zone then has fibres that are perpendicular, or 90 degree, to the fibres in the superficial 

layer and takes up approximately 30% to 40% of the overall thickness.  Figure 2-7B 

and C display this ratio effectively with the relationship of depth to fibre orientation 

shown in image B demonstrating how this is progressive change rather than 

immediate.    

 

Subchondral Bone 

The other portion of the osteochondral core is the subchondral bone.  There are 

multiple layers to this tissue section as seen in Figure 2-3 and Figure 2-8.  It is mainly 

comprised of 2 components, a thicker exterior shell that comes into direct contact with 

the cartilage called the subchondral plate, and a deeper more porous subchondral 

trabecular bone [50], [51]. The sclerosis of subchondral bone is another key symptom 

of the progression of OA with Figure 2-3 demonstrating the type of change that is seen.   

Figure 2-8: Photomicrograph of the osteochondral junction of a healthy 
tissue donor.  Abbreviations within the image are as followed: NCC — non-
calcified cartilage; CC — calcified cartilage; SCB — subchondral bone; V 

— vascular channel. Image courtesy of Suri et al. [213] CC BY-NC-SA 4.0. 
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Differing to AC, subchondral bone is a vascularised tissue, there are many channels 

called Volkmann’s canal’s that run through it that have been shown change in both 

quantity and distribution based on the patients age and the amount of loading that the 

tissue has experienced [52].  This is directly contrast to cartilages lack of 

Vascularization.  A results of this is also that bone is able to repair damage that is 

caused to it. The subchondral bone plate is directly connected to the zone of calcified 

cartilage and is formed of a thin cortical lamella [52]. This ‘plate’ has scattered porosity 

within it.   

The other main section is the subchondral trabecular bone, which is made up of a 

number of trabeculae. These are more easily described as pillars with attachments 

between them, an example scanning electron microscope (SEM) image of trabecular 

bone in seen in Figure 2-9. Trabecular bone exhibits supportive, load absorbing 

qualities that make it important for osteochondral loading. It exhibits structural and 

mechanical anisotropy, with its preferred orientation being in parallel to length of the 

bone.   

Figure 2-9: SEM image of trabecular bone showing the pillar structures 
present. Image courtesy of Chappard et al. [214] CC BY-NC-SA 4.0. 
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2.3. Mechanical testing and material characterisation 

2.3.1. Mechanics of materials 

When establishing mechanics of materials the two main concepts are the stress (σ) 

and strain (ε) induced in a material sample when it is subjected to a load.  The load 

used to establish these properties can be off different forms such as transverse, axial, 

and torsional loading.   

• Transverse induces a bending effect by apply a load perpendicular to the 

longitudinal axis of the sample.  

• Axial applied a load parallel to the longitudinal axed of the sample to induce a 

stretch or deformation.   

• Tortional induces a twisting motion in the same plane as the axial load.  

The main focus of this study will be axial loading.   Engineering stress is a measure of 

the force applied (F) divided by the surface area (A) it is applied to (Eq. 2.1). 

𝜎 =  
𝐹

𝐴
 

(2.1) 

Engineering strain is the deformation of a samples under an applied load and can be 

calculated by taking the change in size a sample experienced (ϒ) and dividing it by 

the sample’s original dimensions (ϒ) (Eq. 2.2).  It is often referred to as a percentage 

however engineering strain is a dimensionless value. 

ε =  ∆ϒ / ϒ 
 

(2.2) 

Elasticity is used as a term to describe the ability a material has to return to its original 

shape after a load has been applied to it.  When the relationship between stress and 

strain of a material is linear up until its yield point where permanent deformation 

occurs, the gradient of this relationship is called the Young’s modulus (E).  When there 
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is a non-linear relationship between stress and strain other material models are used 

such as hyperelastic and viscoelastic. 

A Hyperelastic material model is used where the stress – strain relationship of a 

material derived from a strain energy density function (W) of the form seen in equation 

2.3 where F is the deformation gradient and C is the right Cauchy-Green deformation 

tensor.   

𝑊 =  �̂�(𝐶) =  �̂�(𝐹𝑇 ∙ 𝐹) (2.3) 

Many hyperelastic models have been developed to represent materials who don’t fit 

the linear elastic representation such as rubber, and biological tissues [53], [54], an 

example of such a stress strain relationship is seen in Figure 2-10  Multiple types of 

models have been created to fit different material responses with some of the more 

commonly used ones being Neo-Hookean, Mooney-Rivlin, and Ogden[55].   

Figure 2-10: An example of a non-linear stress-strain relationship from an 
experiment performing impact loading on human AC.  Image courtesy of 
Edelsten et al. [63] 
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An expansion to the hyperelastic approximation is the concept of viscoelasticity, which 

is where a material exhibits both the characteristics of a viscous and elastic response 

whilst being deformed.  A viscoelastic material with be able to both store potential 

energy and experience dissipation of energy during a loading cycle.  Because this 

material is viscous it adds a time-dependent factor to the strain rate.  During a loading 

and unloading cycle a viscoelastic material will dissipate energy through heat and this 

is seen on a hysteresis loop as seen in Figure 2-10. The amount of energy dissipated 

is calculated as the difference between the area under each of the curves, i.e. the 

interior section of a loop in Figure 2-10.  There are multiple models of viscoelasticity 

that have been to represent different materials.  Some examples are as follows:  

• Maxwell model: Consists of a single elastic spring and viscous damper 

in series.   It is designed to simulate stress decaying exponentially over 

time and is used often for polymers. 

• Kelvin-Voight: An elastic spring and a Newtonian damper in series to 

mimic gradual relaxation after a steady-state strain is released. It is often 

used for organic polymers, rubber, and wood. 

• Burgers: A combinations of maxwell and Kelvin-Voight in parallel and in 

different configurations. It incorporates viscous flow into the model 

design. 

• Generalised Maxell model: It is designed to consider the fact that 

relaxation does not occur at a single moment but across a distribution of 

time with varying length.  It is comprised of many spring-dashpot maxwell 

units.  A schematic demonstrating this is in Figure 2-11.   



19 
 

 

2.3.2. Material Characterisation 

Dynamic testing of tissue has been used to characterise material properties [29], [56], 

[57] with a number of different applications [58], [59]. There are multiple ways of 

performing dynamic testing which involve techniques such as indentation testing [22] 

and dynamic mechanical analysis (DMA) amongst others [60].  

Hyperelastic materials 

Hyperelastic characterisation can use uniaxial compression test data to solve the 

strain energy density function of the chosen model.  The three models mentioned 

earlier (section 2.3.1) Neo-Hookean, Mooney-Rivlin, and Ogden provide material 

response parameters through their respective equations (Eq. 2.4, Eq. 2.5, Eq. 2.6). 

Neo-Hookean 

𝑾 =  𝐶1(𝜆1
2 +  𝜆2

2 + 𝜆3
2 − 3) 

 
(2.4) 

Where 𝐶1 is a material constant and λi are principal stretch terms. 

Figure 2-11: Generalised Maxwell model schematic showing 
the springs (k) and dashpots (𝜏) in series. 
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Mooney-Rivlin: 

𝑾 =  𝐶1(𝐼1̅ − 3) +  𝐶2(𝐼2̅ − 3) 

 
(2.5) 

Where 𝐶1 𝑎𝑛𝑑 𝐶2 are material constants, and 𝐼1̅ and 𝐼2̅ are the first and section of the 

left Cauchy–Green deformation tensor. 

Ogden: 

𝑾 =  ∑
2 ∙  𝜇𝑖

𝛼𝑖
2  (𝜆1

𝛼𝑖 +  𝜆2
𝛼𝑖 +  𝜆3

𝛼𝑖 − 3)

𝑁

𝑖=1

 

 

(2.6) 

Where N is the order of the model, µi is a sheer term, αi is a dimensionless constant 

and λi are principal stretch terms. 

Viscoelastic materials 

Viscoelasticity can be studied using a technique called dynamic mechanical analysis 

(DMA) which is where an oscillating load (stress (σ)) is applied to the material in axial 

fashion and the displacement of the tissue is outputted (strain (ε)).  A dynamic complex 

modulus (E) is used to describe the relationship of the oscillating stress input to 

outputted strain (Eq. 2.7).  When characterising a viscoelastic material, through DMA, 

a storage (E’) and loss (E’’) modulus can be determined (Eq. 2.8, Eq. 2.9, 

respectively). 

E = E’ + iE’’ (2.7) 

E’  = 
σ0

ε0 cos 𝛿 
(2.8) 

E’’  = 
σ0

ε0 sin 𝛿 
(2.9) 
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Where σ0 and ε0 are the amplitudes of the stress and strain curves respectively with 

relation to time, and δ is the please shift.  Storage modulus characterises the ability of 

the material to store energy for elastic recoil. The loss modulus characterises the ability 

of the material to dissipate energy during the cycle of loading-unloading. 

In an experimental context the load-displacement data of a materials’ dynamic 

modulus is calculated following normalisation for shape. Briefly, the stress (σ) induced 

and strain (ε) experienced are determined and their data-set set length is used to 

calculate the (dynamics) complex modulus (E) (Eq. 2.7); the data-set length is 

evaluated from a fast Fourier Transform along with a phase lag between σ and ε waves 

at each frequency of loading. 

 

AC material characterisation 

AC has been shown to exhibit both viscous [61] and elastic [62] mechanical behaviour 

characteristics and is therefore classed as a viscoelastic structure [19], [24], [31].  The 

viscoelastic properties of AC have been well documented [63]–[65], with Fulcher et 

al.[66] showing that is has frequency dependant loading characteristics when tested 

in the physiological range (1 - 92 Hz [19]) through DMA testing.  Cartilage has been 

subject to both DMA and indentation test procedures with impact testing being used 

to test failure and instantaneous loading effects on the tissue [67], [68].   

Cartilage has been categorised as a singular material [69] as well as a bi-phasic and 

tri-phasic material.  For each of these classifications a specific material parameter 

model is required, which can be as simple as a linear elastic representation [32] or 

models with more complexity such as hyperelastic [20], [33], visco elastic [18], [70] or 

poroelastic [71]. Because cartilage has been shown to have a collagen fibre 
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component to its material make up (section 2.2) fibre-reinforced approaches has also 

been researched [72] with the aim of replicating this interior functional structure.    

The biphasic model of AC is based on cartilage having a combination of fluid and the 

interaction between these phases and defines cartilage as a fluid-saturated, fibre-

reinforced, porous, permeable composite matrix [15].  It suggests that when cartilage 

is loaded, the collagen fibres and water component provide elastic and viscous 

component, respectively. The interactions between these two components are said to 

be what provides cartilage with its material response to differing loads.  

Triphasic theory is another model of AC that postulates that there is a tertiary phase 

in the tissue. It states that there are two fluid-solid phases that are similar to biphasic 

theory and then a third ion phase [73]. It combines the physio-chemical theory that 

focuses on ionic transfer with the biphasic theory that establishes physical 

components.  Another method of characterisation is to use DMA which provides a 

frequency domain option which enables dynamics within the materials to be accounted 

for.  

Material parameter models such as Neo-hookean and Yeoh hyperelastic 

approximations were investigated by Robinson et al. but both solutions were 

highlighted to have limitations with their predictions on contact area [74].  Other hyper 

elastic models such as Ogden and Mooney-Rivlin were also suggested to be suitible 

for isotrophic assumed incompressible materials such as AC by Wex et al. [54]. 

 

2.3.3. Numerical modelling of materials 

Computational models have already seen use in medical applications to aid in 

understanding of areas such as bone tissue engineering [75], computational fluid 
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dynamics in blood flow [76], cartilage loading [28] and other similar fields.  

Regulatory agencies such as the U.S. Food & Drug Administration have supported 

the use of mechanically accurate computation models of biologically systems to back 

clinical data to enhance device and drug trials and approvals [77].  

A numerical technique to generate the storage and loss modulus values was used to 

convert the values from a DMA output to the frequency domain using a fast Fourier 

transform (FFT) [31].  This produces the magnitudes of displacement (d*), the 

magnitude of load (F*), the phase lag (δ) and the actual frequency (f).  From these 

values the complex stiffness (k*), storage stiffness (k’) and loss stiffness (k’’) values 

can be calculated (Eq. 2.10, Eq. 2.11, Eq. 2.12). 

𝑘∗ =  
𝐹∗

𝑑∗
 

(2.10) 

k’ = k ∗ cosδ (2.11) 

k′′ = k ∗ sinδ (2.12) 

To calculate the modulus, a shape factor (S) for the test sample is used. This shape 

factor is calculated from the dimensions of the sample being tested and this unique 

to its geometry. As an example, for a sample which is geometrically a cylinder  the 

shape factor (S) would be calculated (Eq. 2.13). 

𝑆 =  
𝜋𝐷2

4ℎ
 

(2.13) 

Using this shape factor (S) the storage modulus (E’) and loss modulus (E’’) are both 

calculated (Eq. 2.14, Eq. 2.15) and allow the removal of the effect the sample 

dimensions may have been having on the established material properties. 

𝐸′ =  
𝑘′

𝑆
 

(2.14) 
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𝐸′′ =  
𝑘′′

𝑆
 

(2.15) 

 

A alternative numerical model for viscoelastiicity is the Prony series [78].  This has 

been used for cartilage in a number of comparative studies of material response due 

to its abiity to capture the observed hyper-viscoelastic response [21], [79].  It is a form 

of the generalised Maxwell model.  It is defined as a relaxation test that assumes a 

sample had an immediate strain applied to it that is kept constant, and then the stress 

of the sample is measured over the time of the test.  It makes the assumption that the 

initial stress is caused by the materials elastic response and the resulting reduction in 

stress over time is as a result of the viscous element of the material.  The general form 

of the Prony approximation is:  

𝜇(𝑡) =  𝐺∞ + ∑ 𝑔𝑖 exp (−
𝑡

𝑡𝑖
′)

𝑁

𝑖=1
(2.16) 

Where 𝜇(𝑡) is the time-dependent relaxation modulus, 𝐺∞is the equilibrium modulus, 

and 𝑔𝑖 and 𝑡𝑖
′ are the spring relaxation modulus and relaxation time of the Prony series 

for N spring-dashpot pairs or frequency delays.  The Prony series viscoelastic 

approximation is utilised within chapter 3 and will be gone into more detail in section 

3.2.4 due to direct connection to the code that is written within that section of the thesis.  
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2.4. Computational modelling and numerical methods 

Numerical methods are widely used across engineering to break down larger 

problems which are difficult (or impossible) to solve analytically, so as to approximate 

a solution. This has led to the widespread use of computational modelling across 

engineering disciplines, including engineering applications to medicine into order to 

utilise computational solvers. This is partly due to modelling resulting in a reduced 

use of physical resources, reduced costs for prototyping and reduced time spent in 

developing experimental set-ups and thus cost.  When quantifying mechanical or 

physical phenomena in such models, these characteristics are normally defined 

using partial differential equations (PDE) and are often solved using FEA [80], [81].  

 

Finite element analysis 

FEA has been used to facilitate the evaluation of experimental conditions, where 

analysis of the mechanics cannot be obtained either reliably or in a cost-effective 

manner.  For example, a toolbox that generates models for FEA of the mitral heart 

valve enabling the effect of geometric variables on valve mechanics to be evaluated 

[82]. To construct effective models, a strong connection between simulations and 

experimental data needs to be present and reliable for effective results to be 

obtained [83].  

FEA models allow the direct input of materials parameters through various material 

models depending on the software solution used. FEA is a numerical method that is 

used to solve partial differential equations in two or three dimensionally bounded 

problems.  The main concept behind it being to reduce the complex original problem 
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is simpler parts normally done through the creation of a mesh over the model, an 

example of FEA discretisation of a problem is seen in Figure 2-12.   

 

 

When approaching an FEA problem there are a few key points need to be 

addressed.  A few key parameters of an FEA problem are the model geometry, 

mesh, boundary conditions, material properties, and loading conditions.  After these 

are defined, the models are solved depending on the loading condition defined and 

then the output should be validated in some way, where it be against known data 

separate from any used within the model construction or some other form of 

simulation.   These concepts are briefly explained below: 

• Geometry: The dimensional qualities of a model are designed to mimic the 

real world problem that is trying to be replicated.  This can be done through 

importing a computer-aided design (CAD) model or other techniques.   

Figure 2-12: Iterations of different meshes for an FEA problem defined within 
COMSOL.  Image courtesy of COMSOL (COMSOL, Stockholm, Sweden) CC 

BY-NC-SA 4.0. 
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• Mesh: The meshing of a CAD model is done through the discretisation of the 

overall system.  This is done through splitting up the continuous system into 

finite elements and nodes that connect these elements.  The user can control 

the level as to which the geometry is discretised as seen in Figure 2-12 

through the multiple meshes present.  Mesh nodes are used to approximate a 

solution for a larger continuum. 

• Boundary conditions: These are constraints placed on the freedom of 

movement of a model. Generally,  it defines the domain over which the 

problem is to be solved. 

• Material properties: The parameters that define how your model responds to 

the load that is applied to it.  These are taken from material characterisation, 

some of which are described in section 2.3.2. 

• Loading conditions: The main types of loading are force, pressure, and 

temperature.  A load generally contains four components: magnitude, 

orientation, distribution, and time dependency. 

The type of analysis in FEA is normally linked to the load situation that has been 

defined i.e. stress, thermal or impact as examples.  The outputs of a FEA problem 

with be the displacement or deformation of the dimensions of the original geometrical 

model.  These can be converted to stress, strain, and strain energy density values. 

Validation of FEA results are incredibly important to ensure that all the simulation 

parameters are correct and that the output is representative of the real life situation 

[84], [85].  Independence in data sets is very import in validation otherwise 

confirmation bias can result is incorrect assessments of simulations where validation 

and simulation data are the same.  Validation is also very important when it to the 

use of numerical methods for approximating material characterisations. 



28 
 

Optimisation is act of minimising or maximising a mathematical problem to produce 

the best fitting parameters.  A generic representation of an optimisation problem is 

shown in equation 2.17. 

Given: function 𝑓 ∶ 𝐴 → ℝ from some set 𝐴 
 

There exists: 𝑥0 ∈ 𝐴 such that 𝑓(𝑥0) ≤ 𝑓(𝑥) for all 𝑥 ∈ 𝐴 (minimisation) 
 

or such that 𝑓(𝑥0) ≥ 𝑓(𝑥) for all 𝑥 ∈ 𝐴 (maximisation) 

(2.17) 

Many of the numerical models and material characterisation explained in 2.3.2 and 

2.3.3 are able to have the parameters fitted through the use of optimisation 

techniques.  Hyperelastic material parameters have been obtained through 

optimisation in a number of industries such as aerospace and the medical 

industry[86], [87].   

The main two types of optimisation algorithms are localised and global techniques.  

The difference being localised optimised algorithms will find a minimal solution within 

a specific region of the search space whereas global with the absolute minimum for 

all possible solutions, a visual representation of which is shown in Figure 2-13.   

 

Local minima Global minima 

Figure 2-13: hypothetical values on a graph of a function of the form y = 
Mx with M being a constant.  Demonstrating the difference between local 
and global of finding a solution for M. 

x 

y 
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The term ‘Optimisation’ is often misrepresented, being used when parameters are 

purely varied without the evaluation of a true optimal solution [88], [89].  For 

example, varying a Young’s modulus over 10 values to find a ‘best’ value is not an 

optimised solution, but the best of 10 proposed solutions: a common misconception. 

Further, where a variable range is constrained by a user in this manner, solutions 

can be stationed within the local minimum rather than the global minima.  A related 

pitfall is overfitting [90], where the solution chosen is specific to a particular dataset 

and thus might be unsuitable when used to predict future observations.  

There are many algorithms for both local and global optimisation that can be utilised 

for material characterisation and Venter G. produced a review that provides a good 

overview of the subject matter [91].  The two optimisation techniques that are used 

within this these are interior point optimisation and a genetic algorithm approach.  

These two numerical methods are utilised within the work in chapter 3 and due to the 

fact that they are implemented within the code base of the work presented it will be 

further explained in section 3.2.6.  
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2.5. Additive Manufacturing and its use in medical applications 

Additive manufacturing (AM) is a fabrication process of taking a model created using 

CAD and producing physical components that are built layer-by-layer using multiple 

printing technologies, the most widely used of which is fused deposition modeling 

(FDM).  It is a hugely customisable technology that provides the ability to make 

bespoke designs in CAD which otherwise would require more complicated 

manufacturing process or post processing.  

There are 7 different types of AM that all vary in complexity, and technique used.  

These are classified as follows: vat photopolymerisation, material jetting, binder jetting, 

material extrusion, powder bed fusion, sheet lamination, and directed energy 

deposition.  Many of the above techniques were not considered due to requirement of 

specialised technology or not utilising the correct material based on the properties 

required from the produced designs.  The technique focused on for this thesis was 

material extrusion due to the inexpensive nature of the printing device as its ability to 

produce high quality finishes on prints.  

One of the effective aspects of AM is the ability to perform rapid prototyping [92], [93] 

of components to fine tune the design, removing constraints of other production 

techniques (cost, manpower, machining). It does, however, come with its own 

limitations as well such as size limitations and quality assurance or replicability [94], 

[95].  This can allow the comparison of many different designs without an addition of 

huge cost.  Certain factors such as build time, structural supports, print resolution and 

material cost do still need to be accounted for in the overall design cost.  This can 

differ between styles of printing, for example, powder bed titanium prints versus FDM 

with PLA will have vastly different operating costs.  Example just in material cost are 
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for instance, a spool of polylactic acid (PLA) is priced at £27 per kilo [96] compared to 

between £280 and £480 per kilo for a titanium print.   

Due to the nature of how the components are formed, with a flowing filaments, powder 

sintering, or other techniques, AM has stochastic element to it.  This can cause issues 

in reliability of the reproduction designs and therefore also in quality assurance.  This 

can be limited in its effect with higher resolution printer quality, but this therefore 

generally then increases cost and can not necessarily material resolution limitations. 

AM is a research field that has been growing in interested in the medical industry.  This 

research is due to its potential to provide customisable medical parts as mentioned 

previous. This is of particular interest due to the evolution of patient specific medical 

devices which as seen a surge in interest in all fields of medicine [97]–[99].  AM also 

provides the ability to customise the geometry and mechanical aptitude of designed 

components through the variation of the CAD parameters.  AM has already been used 

as a tool for this type of treatment in such areas as orthopaedics [97] and cancer 

treatments [98].  The most common use of it is for medical implants where it has seen 

success in dental treatments [99] and has also been explored for use in tissues and 

biomaterials [100]. AM is a technique that is still evolving, with new methods being 

developed fast allowing for expansion into more fields of medicine.  

The form of AM of particular interest to this thesis is material extrusion, which consists 

of a hard exterior shell, and an interior lattice structure. The process starts by breaking 

down a CAD model into a series of triangulated coordinated that are read by the 

printers and allow it to calculate the positions at which to extrude the material in each 

layer of the design. A computer controlled nozzle then extrudes the material based on 
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this defined pattern to create the final unit.  An example of a print with the initial layer 

then the same design mid print is seen in Figure 2-14. 

 

Design software and controllable parameters 

There are many computational tools available that streamline the design process and 

have been laid out effectively by Wiberg et al [92]. The two main components to cover 

within the design process are the CAD model being created and then exported as a 

Standard Tessellation Language (STL) file format and then the slicing of said file into 

the G-code required by the 3D printers. The process of creating a CAD model is the 

stage at which the geometry of the printed component is defined and organised into a 

3D computerised object. An example project based on work completed in section 4.2.2 

is seen in Figure 2-15. CAD model creation can be done undertaken using software 

such as Autodesk inventor (Autodesk Inventor. Version 22.0. , CA: Autodesk, San 

Rafael) or Blender (Blender, Blender Foundation) as examples.  Slicing is the other 

Figure 2-14: A) base layer print application of an extrusion based AM print on a Prusa I3 
MK3s (Prusa Research a.s., Czech Republic). B) the same print after layers have been 

applied demonstrating the replicated CAD model. 

 

A C 
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section of the process for which some printer manufacturers provide their own 

commercial software such as Prusa Slicer (Prusa Research a.s., Czech Republic) with 

others opting to allow use of free software such as Slic3r.  

 

The design of the internal structure of an AM component is called a unit cell and 

provide a very large portion of the variability seen in printed components after a 

material is chosen, examples seen in Figure 2-2-16.  They are able to provide porous 

networks, adjustable surface contours and anisotropic or isotropic mechanical 

response properties.  These properties are all very key to the inclusion of AM into the 

medical field, with each providing different research fields an opportunity for utilisation 

of the technology.  Pores within the unit cells are defined through both the geometry 

of the shapes used as well as infill percentage.  In a medical environment this is of 

Figure 2-15:CAD model of components designed for work completed 
within chapter 4, section 4.2.2. 
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interest due to this feather seeing use as holding cells for drug delivery[101]–[103], 

with expansion into promoting bio-integration of printed components utilising growth 

factor as a catalyst [104].  Surface contour variation provides a large surface area that 

can be functionalised to improve the bio-integration of any components or for fixation 

means.  

 

The other main parameters that can alter a print are the infill percentage, shell 

thickness and finally one of the main factors, the material used.  The infill percentage 

controls how densely the unit cell is repeated within a given space. This can be 

limited by the resolution of the printer that is being used as when the infill is 

increased the size of each unit cell is decreased thus more accuracy in the print lines 

is required to gain the same defined structure. The shell thickness is the parameter 

Figure 2-2-16: ‘CAD models for unit cells for (a) Diamond (c) Gyroid (e) IWP (g) Primitive; 
and 3D Printed TPMS lattices for (b) Diamond (d) Gyroid (f) IWP and (h) Primitive.’ Caption 

text and image courtesy of Qureshi et al [215]. 
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that defines the number of layers in the outer wall of the design, this can be varied 

depending on the structural integrity required but can also change with material and 

printing technique.   

With regards to materials there are many options available. However, the printer 

technology available to a user will refine the scope of suitable materials. Materials 

broadly come in three categories, polymers, metals, and others more niche 

substances. Polymers can be split into soft and hard plastics; soft plastics are those 

such as polymeric hydrogels [105]–[107] but are not utilised within this study. Hard 

plastics such as PLA or Polyethylene terephthalate glycol (PETG) both of which are 

biodegradable, low melting point plastics that are mostly used for at-home and 

prototype printing [108]–[110]. Metals have been used in the aerospace and medical 

industries amongst others, however, the earlier mentioned higher cost of material as 

well as a higher cost of the printer itself, mean that it may not always be suitable for 

early stages of prototyping.   
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2.6. Open questions in the literature 

When performing material characterisation of AC there are some limitations with 

current definitions.  Some limitations with the biphasic definition of cartilage have been 

pointed out in more recent studies [24], [111], particularly where the deformation of AC 

is considered under gait-relevant loads. While some current models have shown it to 

perform effectively under a state of equilibrium, It has been proposed that the complete 

separation of the tissue into fluid and solid was one of the deficits of the model[112] as 

the two components in vivo are mixed at a molecular level[113].  

The evolution of biphasic theory, triphasic theory, was also shown to be infeasible due 

to the fact that it does not fulfil the second law of thermodynamics [17].  Huyghe et al. 

[17] calculated that as a result of the chemical-expansion term, non-physical free 

energy was induced during each loading cycle and the value of this energy was 

estimated to be 20% of the elastic energy stored within the tissue. Therefore, while 

this model is appealing in terms of including a term for ionic transfer, it would appear 

to be thermodynamically unreliable. 

DMA provides a non-static equilibrium based testing technique to evaluate cartilage 

and provide dynamic material characteristics of the tissue.  The combination of DMA 

with FEA may be able to provide the ability to model cartilage more accurately.  Aim 1 

of this thesis investigates this possibility by producing a framework for frequency to 

time modelling of this hyper-visco material under non-equilibrium conditions.   

Testing cartilage at a physiological range of loads [24], [30], [66] has produced results 

that show that as frequency of load increases the ability of cartilage to store energy 

also increases. This also highlighted the possibility that cartilage has a higher 

likelihood of failure with an increased loading frequency. This was suggested to be 
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different to damage caused to AC through an increased load when applied during 

static tests [114], [115].  To aid the understanding of cartilage’s material response 

variations, experimenting with how macro and micro scale parameters effect these 

values could highlight qualities of the tissue that warrant further evaluation.  

It has been shown that both the mechanical properties [116], [117] and thickness [30], 

[118] of knee cartilage vary with its location within the joint space and load dependent 

[118]. However, the mechanical analysis conducted in these studies perpendicularly 

applied loads to the tissue samples on top of a flat testing platen, which does not 

replicate the native joint curvature. There has been a study performed on full rabbit 

tibial joints, however, this load application is not particularly controlled to specific 

regional analysis [58].  From this, a hypothesis was formed to test for macro scale 

variations, can AM be used to develop more customisable test beds (larger scale)  & 

can these results be informative RE: AC mechanics?   

The micro scale parameters of cartilage are of interest in the medical field due to 

them seeing use as holding cells for drug delivery [101]–[103], with expansion into 

promoting bio-integration of printed components utilising growth factor as a catalyst 

[104]. Specifically relevant to the aim of chapter 5 is the potential for promoting 

ossification in osteochondral implants [14], [119].  Current implant options using AM 

do not necessarily try to mimic the mechanical properties of the tissue around them, 

this is important to consider because bone degrades when not loaded correctly 

[120], [121] as might occur during stress shielding.  Therefore a hypothesis was set 

forward as: Can unit cells be exploited to 'design hierarchical' osteochondral units 

which functionally 'match' healthy AC-on-bone? 
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2.7. Chapter summary 

Articular cartilage is a complicated tissue structure that provides covering of any 

synovial joint epiphysis.  AC mechanical properties have been linked to the tissue 

below it, the subchondral bone, and the interaction of the constituent parts of the 

osteochondral core.  Dynamic loading and analysis have been used more recently  

within literature to gather the material properties of AC using frequencies up to 92 

Hz.  There are multiple mechanical response models of cartilage each with their own 

limitations reported in literature whether it be in the simplification of the tissue 

characteristics or accuracy at physiological loading ranges.  This condition of testing 

at a representative physiological load is what allows the models to be relevant for 

translational use to AM research for the medical industry.  The use of additive 

manufacturing in medical implants has seen success in other medical fields but has 

not yet been utilised to replicate osteochondral cores.   

The work in thesis will focus on advancing the accuracy and complexity of the 

material models produced to represent osteochondral tissue to those discussed in 

literature.  Literature reviews of currently available studies will be evaluated in each 

chapter individually.  Human and bovine data will be used to perform optimisation of 

a Prony series at biologically representative loads.  To provide additional 

understanding that is currently missing or incomplete in literature of how cartilage 

and bone are loaded in vitro and how this should be translated into the geometric 

models that are produced, new experimental loading situations will be designed and 

evaluated. Novelty to literature will be provided through new experimental testing 

procedures and mechanical simulations of biologically representative loading 

situations associated with cartilage in-vitro mechanics. 
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Chapter 3. AUTOMATED NUMERICAL MODELLING SYSTEM FOR 

THE OPTIMISATION OF HYPER-VISCOELASTIC MATERIAL 

PARAMETERS 

3.1. Introduction 

Numerical methods have been used in various areas of study, for example modelling 

the musculoskeletal system (MSK) [122], [123] as well as in fluid-structure interaction 

scenarios [124] amongst others [125].  Due to the complexity of biological systems, 

many need to be represented at multiple scales, with some studies able to 

demonstrate the accuracy of the simulations [126]–[128]. These advanced models 

must not only represent the geometric structure but also its mechanical properties 

[129] leading to the inclusion of mathematical approximations. This requirement, 

however, leads to issues with the validation of the output from these types of models; 

they are used as surrogates for experimental work, but their accuracy must be 

assured [84].  

Sample variability, model robustness, validation-bias and a physiologically 

representative situation are all factors that need to be accounted for in determining 

the accuracy of a biological tissue material approximation. A common issue seen in 

biomechanical research is the low number of unique and independent samples 

utilised, resulting in a limited representation of the possible biological states when 

modelling tissues. There is a requirement for a large amount of experimental data in 

modelling systems [83] with many of them utilising optimisation techniques to 

develop their material parameters [130]. Less common, but equally necessary, is the 

need for separate training, testing and validation datasets to ensure robust validation 
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of any optimisation techniques used; other techniques such as cross validation [131] 

can be used but this has an even higher data requirement to be effective.  

Optimisation is not limited to biomechanical models, with previous applications in 

fields as diverse as civil engineering structure design [59]. Commercial software that 

allows optimisation is available, such as the Abaqus topology optimisation module 

(ATOM) [132] that focuses on structural optimisation; however, these packages often 

lack the ability to provide complete user-controlled interaction. Other systems 

provide inbuilt material solving tools that utilise user inputted experimental data 

(SOLIDWORKS, 2018); however, these are finite solutions and do not allow for 

model iterations.  FEA needs data in a time domain for the range of tests typically 

conducted (e.g. Abaqus can use E' and E'' but only for things such as modal analysis 

in a frequency domain data). There are few good methods to 'translate' between the 

two and this is needed to enable valuable DMA data to be available for FEA 

modelling more widely. 

Optimisation has been utilised to support FEA research before with its application 

being most effective in the field of material engineering.   Kang et al. [133] used 

mechanical testing data obtained through indentation testing alongside simulation 

data to optimise the elastic-plastic mechanical properties using a least-squares 

algorithm.  The output FEA load-displacement curves were used as the input data for 

the optimisation process.  A similar approach was taken by Soe et al [134] but with 

virtual prototyping being to aid the material property definition and a simpler curve 

fitting process used to optimise their material characterisation.  Other examples of 

optimisation of material properties are seen which utilise FEA either in data collection 

[135] or in a combinatory approach [136]  A review done by Mulenga et al. [137] 

highlighted how the combination of these fields have been used in natural fibre 
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analysis.  A limitation of some of the mentioned studies is the separation of the FEA 

and optimisation procedures.  Gentils et al. [136] produced an integrated system for 

a design optimisation of multicriteria solution however this type of procedure has not 

been implemented for a non-specialised system, and not yet in the field of 

biomechanics.  The ability of FEA to allow the analysis and checking of material 

parameters over complex geometries [136], [138] can provide a valuable tool to use 

a feasibility check on potential material solutions.  

The aim of this work presented in this chapter, was to develop an automated process 

for the generation and analysis of the material properties to fit a given experimental 

condition, in our case mimicking human AC tissue under physiological loading. It 

would involve two main components: the automation of the modelling process 

including creation of the FEA simulation, solving and evaluation; and the 

development of an algorithm to produce potential material property parameters 

utilising mathematical optimisation. Experimental data is gathered through 

compression testing to be used to provide an input for our algorithms and a way to 

validate the models produced upon each iteration of the automation. It was important 

that the first component had a low coding knowledge requirement to provide the 

most accessible system. This would allow it to be transferred for use in other 

applicable simulations with only minor adjustments to the code base [139]. This 

enforced the use of abstraction throughout the design of the system, however, the 

problem specific nature of the second component grounds the development in a real 

application to a biomaterial. One of the intricacies of the work will be to allow the 

analysis of the models themselves to define how the parameters are altered on each 

sequential generation that is created.  Similarly, being able to do this autonomously 

not only reduces the amount of human interaction and/or bias in the establishment of 
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the fitness of a solution but also will keep it consistent across all models and 

generations.  

The case study of this chapter, and thesis, focuses on Articular Cartilage (AC).  It is a 

particularly pertinent example of a soft connective tissue as the range in the 

measured material properties varies across 4, if not 5 orders of magnitude according 

to the experimental method of testing used [140].  Studies such as those by Lawless 

et al. [29] and Sadeghi et al. [24] exemplify the extent to which the material 

properties of AC are dependent on loading conditions, particularly physiological 

stress, and within a frequency domain. There is clear scope for robust optimisation 

via the use of automated systems for evaluating the mechanical properties of such 

an unusual material, in the case of human AC this refers to physiological relevance 

and comparison to appropriate experimental data.   
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3.2. Methods 

3.2.1. Experimental Testing 

The initial data set was generated through experimental in a study by Mountcastle et 

al.[18] , that I co-authored , where human AC specimens were tested. In total, 5 

femoral heads were used with 16 unique test samples harvested as seen in Figure 

3-1.  The femoral heads were donated by patients who had undergone surgery 

following fracture of the femoral neck. Ethical approval for this study was provided by 

the United Kingdom National Research Ethics Service (East of Scotland Research 

Ethics Service; 11/ES/1044) and consent for the use of their tissue for research was 

given by the patients.   

Figure 3-1: Produced by Mountcastle et al 2019 / CC BY-NC-SA 4.0. “Flow diagram 
illustrating femoral head specimen preparation and coring: a Preparation of specimen using 
a surgical saw, b Example of cartilage-bone block prior to μ-CT analysis demonstrating 
where core was taken, c Coring of specimen, and d Example of cartilage-bone core prior to 
DMA” [37]. 
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Femoral heads were stored at -80oC until 24 hours before testing at which point, they 

were defrosted in Ringer’s solution that has been shown to not affect the viscoelastic 

properties of the samples [141]. Each sample consisted of an 8 mm cartilage on 

bone core extracted using a diamond drill bit with the cartilage then being separated 

using a medical scalpel [29], [142]. This procedure was presented in full by 

Mountcastle et al [18]. 

Experimental tests were performed by a Bose ElectroForce 3200 testing machine, 

controlled using WinTest 4.1 Dynamic Mechanical Analysis (DMA) software (Bose 

Corporation, Minnesota, USA; now, TA Instruments, New Castle, DE, USA).  Two 

separate loading sequences were performed, a quasi-static ramp compression and 

Dynamic Mechanical Analysis (DMA). For the first test, a preload of 0.02 N followed 

by a quasi-static ramp test at a load rate of 3 N/s, to a maximum load of 61.6 N was 

applied. The subsequent test applied preconditioning loading cycles at 24 Hz and 49 

Hz for 1500 and 3000 cycles respectively [143] as it has been shown that AC 

requires over 1200 [68] and over 2000 [144] cycles to reach a ‘dynamic steady state’ 

of the specimens. This was followed by a frequency sweep test at 1, 8, 10, 12, 29, 

49, 71 and 88 Hz, which was representative of observed physiological loading rates 

[143]. These two mechanical tests provided the data set used in the algorithms 

discussed in 3.6.1 and 3.6.2.  

Output data from the mechanical tests was analysed through a Fourier analysis 

technique previously described by Lawless 2018 [145], seen in section 2.3. In brief, 

the viscoelastic material was characterised by its complex stiffness (𝑘∗) using the 

magnitudes of the two main control channels from the DMA (Load & Displacement) 

after it has the application of a Fast Fourier transform, for each frequency. Using the 

shape factor (𝑆𝐹) of the tested specimen’s geometry the complex modulus (𝑘∗) can 
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be computed and then split into the required storage (𝐸′) and loss moduli (𝐸′′) using 

the phase lag (𝛿) between the load and displacement sinusoidal waveforms (Eq. 3.1, 

Eq. 3.2).  

𝐸′ =  
𝑘∗ cos(𝛿)

𝑆𝐹
 (3.1) 

𝐸′′ =  
𝑘∗ sin(𝛿)

𝑆𝐹
(3.2) 

 

3.2.2. Automated modelling system structure 

This is the main portion of the developed code that controls the automation 

procedure. Two cyclic control structures were developed to work together to allow 

integration of the optimisation with the modelling software and provide a meaningful 

output. The two main system components within the main control script are a Python 

control node and an optimisation control node. All portions of the modelling 

procedure performed are controlled through the Python node apart from the output 

analysis which is performed in Matlab (The MathWorks Inc., Natick, Massachusetts, 

USA).  The optimisation of the material parameters is completed in a separate 

Matlab script. This relationship and the interaction seen is in Figure 3-2. Both nodes 

are briefly described below with more detail given in sections 3.2.5 (Python node) 

and 3.2.6 (Matlab node). Before the cycle starts an initial optimisation takes place to 

create the first parameter set. This is to avoid starting blind and to ensure that some 

of the initial model set can be solved which is a requirement for the model driven 

optimisation.  
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Figure 3-2: Flow chart representation of the control structure for the automation system, with boxes representing code/data and diamonds 
representing questions the systems will ask through its iterations. 
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The total data set used has 168 unique data tuples made up of frequency, storage 

modulus and loss modulus. The frequency values range from 1 to 90 Hz and the 

storage and loss modulus are of the order of MPa. This data set is split into a training 

and validation data set of 128 and 40 data points, respectively.  This is split randomly 

on each run of the simulation with mitigations in place to ensure an imbalance of 

frequency representation is not seen in either data set which could produce bias in 

the simulations.  

This first optimisation is performed using an interior point technique on a partial data 

set separate from the validation set used within the optimisation node.  The overall 

control system is written in a Matlab script that requires three user inputs (excluding 

predefined variables defined below): ‘N’, the degree of the approximation; 

‘NumIteration’, the maximum number of generations the optimisation will complete; 

and ‘NumInGen’, the number of models generated per generation.  The value for 

‘NumInGen’ has a limit of a minimum of 100 due the requirement of the system to 

have several models to compare for each generation.  Although there is no 

requirement on the number of generations, the outcome of the solutions is highly 

sensitive to the number chosen. A limiting factor of this system is the time complexity, 

which is controlled by the 3 variables above, thus choosing suitable values will 

impact on the time taken to generate a solution.   

The Python control node is self-contained and modular, thus, the code for it does not 

change for each iteration, only the required inputs are altered. The models are 

created from a defined set of parameters (provided by the optimisation control node) 

and then sequentially solved for each combination, providing a range of models to be 

analysed for efficacy. The lack of required deviations in the code allows for seamless 

running without the need for user input at this stage. Displacement values are 
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extracted from the solved jobs and passed through to a Matlab analyser script that 

compares them to the experimental validation set, allowing the models to control the 

progression of the material parameter development. This is performed within the 

optimisation node.  After every generation of models, they are stored in back up to 

track property progression as well as for future investigation of specific models.   

In the optimisation node, initially the model outputs are sorted and compared to an 

evaluation data set that is comprised of three separate displacement profiles 

representing the ramp test, and then the load and unloading during the sinusoidal 

sequence.  It is then checked to establish whether the ending conditions have been 

satisfied which could be a number of factors such as: maximum cycles, minimal 

error, no error change. If they have not, the optimal solutions are then taken and 

passed into the optimisation module.   

A genetic algorithm is used to progress the development of the parameters during 

optimisation. The mutator utilises cross-over, Gaussian distribution alteration and 

random mutation to create many possible parameter compositions. These are 

evaluated against a viability check and then the defined number of models 

(NumInGen) are passed back to the Python control sequence. The next generation 

of models created are a combination of the top results from the previous, outputs 

from the mutator and random possibilities. The inclusion of random values into the 

parameter data set allows for the algorithm to not be limited to a global minimum.   

All Code is proprietary and thus is available only on requested access currently on 

the GitHub repository: https://github.com/piers-ch-allen/Automated-Modelling-

System.

https://github.com/piers-ch-allen/Automated-Modelling-System
https://github.com/piers-ch-allen/Automated-Modelling-System
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3.2.3. Abaqus Modelling 

All FEA has been performed using ABAQUS 6.14 (Dassault Systèmes Simulia Corp., 

Providence, RI, USA), the inbuilt functionality of Python script macros provides the 

control level required. AC was modelled as a cross-sectional segment of the 

cylindrical test samples with dimensions matching the sample cores that were tested 

experimentally. The geometry is set to 8 mm in length (mean), and 1.5 mm in height 

taken from sample thickness data. The simplification from a cylinder to a cross-

sectional segment was deemed appropriate due to the displacement of the sample 

tissue being negligible in the axis perpendicular to loading (x, and z for this set up).  

Three options of mesh were defined at 100 μm, 150 μm and 200 μm, providing mesh 

sizes between 200 – 800 elements to test variation in error amongst mesh 

conditions.  To mimic physical testing two boundary conditions are applied to the 

model.  The base was completely restricted in displacement and rotation, and the top 

was restricted to only move along the y axis, which has been defined as being 

perpendicular to the surface of AC test samples and aligned with the direction of load 

(-y axis). A single FEA rendering of one model output is seen in Figure 3-3. These 

models are used as input files for the purpose of the automation. 

 

Figure 3-3: FEA model of the 2D cross-sectional geometry of the cylindrical sample under 
the final load applied.  The load is applied to the top surface up to a maximal value of 
1.7MPa.  The induced von Mises stress defined in the legend. 
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The models that are being used as seen in Figure 3-3 are currently used to provide a 

simplistic demonstration of the process of the larger system working.  Even though 

FEA is not necessarily required for a 2D construct as described it checks that the 

material properties are valid numerically for our situation.  When the geometric 

figures are altered to match the biological topography of the tissues that are being 

evaluated FEA will play a much larger role in the production of the output parameters 

as the maths behind will be too complicated to evaluate by hand. 

For every possible combination of material properties proposed, an individual model 

was created and solved with the above definitions, however, staying constant to 

focus the variability analysis on the parameters of the material definition.  For each 

iteration during the optimisation 1000 viscoelastic potential parameter solutions were 

created alongside a fixed singular Ogden solution so the total number of models on 

each iteration was 1000.  However, if Ogden optimisation was also included in the 

parameter variation this would be increased by a factor of how many Ogden 

solutions were created on each iteration. 

 For each simulation a uniform load was applied across the top surface of the 

geometry of 0-1.7 MPa to mimic the experimental testing performed. This was 

applied in two sequential stages lasting for 1 s. The first section performed a 

simulated ramp compression step loading from 0 to 1.225 MPa, mimicking the mean 

induced stress, as a load is initially applied during the ramp test performed ex vivo in 

section 3.2.1. The second portion of the sequence performed a sinusoidal loading 

step calculated via a time dependent loading conditional (a), frequency of loading 

(𝜔), initial step time (t0) and current step time (t) (Eq.3.3): 
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𝑎 = 1.225 + 0.493 · cos(2 ·  𝜋 · 𝜔 · (𝑡 − 𝑡0)) (3.3) 

This amplitude produced a representative 1 Hz sinusoidal stress of 0.7 to 1.7 MPa 

which is representative of values observed physiologically [146].  Loading was 

applied uniaxially to the top face of the beam with the displacement of the beam 

measured in the same axis being recorded. 

 

3.2.4. Material approximations 

To simulate AC computationally, a visco-hyper-elastic approximation was used in 

Abaqus, multiple material definitions were required. A visco-hyper-elastic 

representation was deemed appropriate due to a Poisson’s ratio, hyperelastic and 

viscoelastic approximation all being utilised to represent the overall material 

behaviour.  The Poisson’s ratio was taken to be 0.45 for all produced models, as 

reported by Bell et al. [32].  The Ogden model [55] was chosen for the hyperelastic 

approximation as it was demonstrated by Mellors et al. to be a suitable predictor of 

AC under physiological loading conditions in comparison with other hyperelastic 

approximations. The strain-energy potential function is defined in equation 3.4, 

where N is the order of the model, µi is a sheer term, αi is a dimensionless material 

constant and λi are principal stretch values evaluated automatically by Abaqus from 

the experimental data inputted. The second term of equation 3.4 is omitted as it set 

to 0 in our calculations, which is a good approximation for natural tissues.  

𝑼 =  ∑
2 ∙  𝜇𝑖

𝛼𝑖
2  (𝜆1

𝛼𝑖 +  𝜆2
𝛼𝑖 +  𝜆3

𝛼𝑖 − 3)

𝑁

𝑖=1

 (3.4) 

The values used for the Ogden approximation in our model were taken from a 

separate study (Mellors B. et al. (under review and co-author of study). They were 

one of the sets of values introduced in the data start file described in section 3.2.5 
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and although not varied in this study, the ability to do so is built into the system.  The 

ability to implement other hyperelastic approximations would require minor 

alterations to the Python data import file. 

   

3.2.4.1. Viscoelastic Material Approximation 

The generalised Maxwell model was used here which combines a singular main 

elastic branch with N spring-dashpot branches. The time-domain viscoelastic 

response of a tissue can be expressed therefore by the Prony series as explained in 

section 2.3.3.  using this generalised equation the relaxation modulus 𝜇(𝑡) can be 

expressed as a discrete set of exponential decays [147] and then, using this, the 

complex modulus 𝑢∗ is defined in equation 3.6: 

𝑢∗(𝑗𝜔) =  𝐺∞ +  ∑ 𝑔𝑖

𝑁

𝑖=1

𝑡𝑖
′𝑗𝜔

1 +  𝑡𝑖
′𝑗𝜔

 (3.6) 

where 𝜔 is the angular frequency, and 𝑗 =  √−1.  This expression is derived as the 

Laplace form of the equation 3.5.  Thus, the Prony series representations of storage 

and loss modulus in terms of frequency can be defined as equation 3.7 and 3.8 

respectively: 

𝑢′(𝜔) =  𝑮∞ +  ∑ 𝑔𝑘  ∙  
(𝜔𝜏𝑘)2

1 +  (𝜔𝜏𝑘)2

𝑁

𝑘=1

 (3.7) 

𝑢′′(𝜔) =  ∑ 𝑔𝑘  ∙  
(𝜔𝜏)

1 +  (𝜔𝜏𝑘)2

𝑁

𝑘=1

 (3.8) 

Utilising equations 3.7 & 3.8 and parameters for the measured dynamic modulus, 

𝑢𝑖
′, 𝑢𝑖

′′ at a given frequency 𝜔𝑖 with 𝑢′(𝜔𝑖) & 𝑢′′(𝜔𝑖) being the respective predicted 
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values a minimisation equation utilising the original generalised Maxwell model can 

be produced shown in equation 3.9: 

min
𝒈,𝒕∈𝑅𝑁

𝐹(𝒈, 𝝉) =  ∑ ((
𝑢′(𝜔𝑖)

𝑢𝑖
′ − 1)

2

+  (
𝐺′′(𝜔𝑖)

𝐺𝑖
′′ − 1)

2

)

𝑁

𝑖=1

  (3.9) 

This optimisation problem solves for so-called Prony parameters (𝒈,  𝑮∞, N, 𝜏𝑘) so 

that they simultaneously satisfy experimentally generated storage and loss modulus 

calculation from DMA tests where g = (𝑔1, … , 𝑔𝑁) and 𝛕 = (𝜏1, … , 𝜏𝑁) for the defined 

N.  These are the parameters that will be manipulated within the multiple models 

runs in the optimisation.    

Prony series have widely been used for viscoelastic material characterisation to 

analyse the stress and strain within tissue structures [147]. It also has the advantage 

that it can be defined through experimental data entry or, coefficient representation 

within Abaqus, our chosen modelling software. The later was chosen to provide 

additional control and avoid the use of ‘black box’ systems. The parameters were 

determined using a two-stage optimisation process within the overall system 

explained in section 2.6. The following principles were required to be considered 

during parameter evaluation to ensure they would allow the model to solve 

effectively. They enforce that sequential time values 𝜏𝑖 are always increasing in value 

and that the summation of all the equilibrium shear modulus values summate to less 

than 1, a restriction imposed by Abaqus as defined in equations 3.10, 3.11 and 3.12. 

𝜏𝑖  ≤  𝜏𝑖+1  ∀ 𝑖 (3.10) 

  ∀ 𝑘 ∑ 𝑔𝑘 ≤
𝑁

𝑘=1
 1, 𝑎𝑛𝑑  0 <  𝑔𝑘 < 1 (3.11, 3.12) 
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3.2.5. Python Control Structure 

All sections of the Python scripts were hierarchically designed for the possibility of 

future integration of more modelling components as well as providing an ease of 

understanding the pathway through the system.  As there was an expectation to be 

running FEA models thousands of times (through Abaqus) during a single system 

run, it was necessary to ensure that the computational load of the design and solving 

procedure was minimal.  To do this effectively, all the design values were 

predetermined and organised before Abaqus was initialised.  Then for each iteration 

of the automation, one instance of Abaqus was run that sequentially creates and 

then solves all defined models.   

Inputs into the control sequence were defined through two Excel documents 

controlling the model parameters that are common to all models and then a 

secondary document that contains the material parameter definition. For the first 

spreadsheet, an example input for common values is seen in Table 3.1. This defines 

all the parameters that control the model construction and are unique to the 

individual overall model being simulated. Only constant variables that are not being 

altered are inputted into this spreadsheet. However, it can be expanded to include 

multiple mesh and loading situations so that every iteration is tested for each defined 

value, but these cannot be applied selectively; thus, all models must be able to be 

tested under all defined conditions. Also included in this file are the values for the 

hyperelastic material coefficients as seen in Table 3.2. In this example only one 

selection of coefficients is supplied, however, akin to loads/meshes, multiple sets of 

coefficients may be provided, and all combinations of simulations will be produced, 

with one caveat, that all approximations must be of the same degree of complexity. 

This means that there must be the same number of material parameter values for 
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each coefficient set, in this case six points, as a third order model is utilised with 𝛼𝑖 

and 𝜇𝑖 referring to values in equation 3.4. 

Table 3.1: Example required used defined parameters that are global variables to all the 
models produced.  The dimension values all determine the geometric structure of the object 

undergoing compression. 

Dimension Values  

Grid 
SpaceX1 

Grid 
SpaceX2 

XOrigin Max 
Width 

Grid 
SpaceY1 

Grid 
SpaceY2 

YOrigin Max 
Height 

0 0.008 0.004 80 0 1e-03 5e-04 80 

Loading/Material/Meshing Values  

Elastic Modulus Poisson Ratio Load Magnitude 
(Pa) 

Mesh Density 

1e+09 0.45 1255000 1.5e-04 

 

Table 3.2: Ogden material approximation parameter set used. 

𝜇1(Pa) 𝛼1 𝜇2(Pa) 𝛼2 𝜇3(Pa) 𝛼3 

-26133000 2.7190 12922000 3.9960 13227000 1.504 

 

The secondary file stores the current iteration of the Prony coefficients that are being 

tested. These are updated on each iteration and can contain anywhere from 10 to 

500 possible combinations depending on the limitations placed by the user on the 

algorithm.  This is an auto-generated file that holds the current sets of coefficients 

defining the Prony-series being evaluated in the given generation. However, each 

variation of the file is backed up so that backtracking and analysis of previous 

solutions is possible.  Implementing this was important during the development 

process of the generation mutators because it allowed analysis of how much or little 

variation was being produced in the possible solution set. This was also useful in 

checking how the variables varied across generations and whether specific values 

held the most or least variation amongst the top solutions and is seen occurring in 

Figure 3-4. 
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The spreadsheets are converted to Python variables upon every iteration of new 

values and then passed into the main class of the Python script.  The Excel 

spreadsheets are converted using a Matlab functionality called ‘fprintf’ which allows 

direct text to be written in a notepad format.  Once converted to notepad the file can 

be read in by the Python script as a variable file if formatted correctly.   It was 

designed this way to remove the need for the Python workflow to convert file types 

during the running of Abaqus scripts.  This process could be implemented with other 

FEA software that has scripted access to input files, however, the interfacing scripts 

would need some reworking.  The process for the evaluation and creation of models 

is defined in Table 3.3 alongside a class diagram depicting its relational schema in 

Figure 3-4. 

Table 3.3: Model creation and retrieval of results as performed in Python's interaction with 
Abaqus. 

Creation of the generation’s models 

1. Reading in of required variables (2 Excel spreadsheets) 

2. Set limitations on number of models to be created based on number of 
variations in the variables. 

3. Create new blank model and job for each combination of variables. 

4. Loop through combinations defining model values (loads/material 
coefficients/meshes etc) based on variations. 

Solving and Results collating 

1. Model database saved for tracking progress 

2. Individual jobs looped through and solved. 
a. Nodal results for displacement and load magnitude saved. 
b. Results collated into correct folders alongside other tracking 

information: model database for current generation, variables file, all 
combinations of variables. 

3. Abaqus module closed as analysis occurs within Matlab and to reduce 
computational usage. 
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Figure 3-4: Python control node class diagram.  The bottom set of boxes represent the 
different portions of the model creation system that are currently implemented.  This can be 

increased with any other requirements. 

 

3.2.6. Matlab Optimisation Control Sequence 

There is a distinct cycle that happens on every iteration of the algorithm which is 

depicted in the flow diagram (Figure 3-2). The main components of which are: model 

evaluation and optimal solution identification, data set permutation, genetic mutation, 

evaluations for model creation, send to modelling node, and restart.  Each step is 

defined in more detail below.   

3.2.6.1. Initial Optimisation (Interior Point) 

To generate an initial starting point for the genetic algorithm, an interior point 

optimisation technique is used. Its approach to the optimisation problem is to solve 

sequential, approximate minimisation problems. Mathematically, if the original 

minimisation problem is defined in equation 3.13, the approximate solutions are 

defined as equation 3.14 which has the introduction of as many slack variables 𝑠𝑖 as 

there are inequality constraints 𝑔(𝑥).  The aim being that as µ trends to 0 so does 
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the result of f(x).  This also includes the addition of a logarithmic term called a barrier 

function, which provides constraint on the steps taken on the central path of the 

solution in each approximation.  

min
𝑥

𝑓(𝑥) 𝑠𝑡: ℎ(𝑥) =  0 𝑎𝑛𝑑 𝑔(𝑥) ≤ 0 (3.13) 

∀ 𝜇 > 0, min
𝑥,𝑠

𝑓𝜇(𝑥, 𝑠) = min
𝑥,𝑠

𝑓(𝑥) –  𝜇 ∑ ln(𝑠𝑖) ,𝑖  𝑠𝑡: 𝑠 ≥ 0,

ℎ(𝑥) =  0 𝑎𝑛𝑑 𝑔(𝑥) + 𝑠 =  0 (3.14)
 

More detail on how interior point optimisation calculates the solution can be found 

here [148]. To utilise this in practice the ‘fmincon’ tool provided in the optimisation 

toolbox of Matlab was used in this application, a tool for solving constrained 

nonlinear multivariable functions. The limits, h, and g were set to the Prony limits 

previously discussed in equations 3.11 and 3.12. A random seed, defined by the 

computer time, is used to define the initialisation point of the algorithm with 100 

iterations performed to get a range of solutions from unique starting points. The 

solution set from this first step is what provides the automatic loop with its initial 

parameter starting point. 

 

3.2.6.2. Main Optimisation Sequence Overview (Genetic Algorithm)  

Genetic algorithms are part of a set of algorithms branded as nature-inspired 

optimisation techniques. This means that they aim to mimic processes that occur in 

biological lifeforms and in this case are based on the idea of natural selection.  The 

main components of any genetic algorithm are the genetic operators and the fitness 

check.   What is slightly different about this algorithm is that there are two fitness 

checks that occur to develop the parameter solution.  One is based on calculating 

the error produced by the Prony series equation and the other utilises the model 
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output and compares that directly to the experimental data set, these are explained 

further in section 3.2.6.4 and 3.2.6.5.   This allows a larger population to be created 

without hindering the overall efficiency of the system.  The cycle of an individual  

iteration is seen in Figure 3-5.   

 

Figure 3-5: Optimisation sequence control structure flow diagram representation. 

 

3.2.6.3. Genetic operators 

Upon each generation the new population is created using several genetic operators 

which are crossover, Gaussian mutation, and random generation, with each of them 

producing a third of the new generation. The population amount is defined in the 

code as ‘numinpopulation’ but is not controllable by the user defined variables. Due 

to the limits required by the solution (equation 3.11 and 3.12) all children created are 

checked for validity, this ensures the time values are all sequential and the g values 

all sum to 1. 
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Crossover 

Both single and K-point crossovers are performed with a 50:50 split of population 

production.  Single point crossover is performed by producing a uniformly distributed 

random number between one and the length of the solution (2 x N) + 1 where N is 

the number of series expansions.  The parent solutions are split at this point and 

then recombined to form two new unique solutions.  K-point crossover has the same 

theory, but instead of generating 1 crossover point, a user defined number of 

crossovers take place. In this case to provide an optimal mutation, for every new 

child a new k value is randomly generated between 1 and N and used only for that 

crossover. 

 

Gaussian Mutation 

For each element within the parameter solution set a Gaussian distribution is defined 

representing the variance of each said element across the entire solution set.  This is 

then used to create the new population by altering individual elements of a randomly 

chosen parent.  When a child is defined every parameter has the probability of being 

altered by 1 / N, where N is the length of the vector solution.  This means an 

alteration is likely to happen as least once.  If a parameter is set to be changed the 

alteration is defined by a randomly generated value from the distribution that is kept 

within the bounds of the distribution. 
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3.2.6.4. Fitness Check (Equation Based) 

The evaluation based on the equation is performed as soon as the data set for any 

given generation is created, ranging from 1000 to 100000 permutations of the 

parameter set.  A data set of 128 unique experimental data points is used to 

compare against the parameter possibilities.   The validation data set of 40 points is 

stored as storage and loss moduli so utilising equation 3.9 and the parameter values 

for 𝑔𝑖  & 𝜏𝑖, these data points can be substituted in and thus a difference computed.  

This is then averaged across all the data points and an ‘error’ value is produced for 

each possible solution.   Due to the volume of checks that are being computed 

growing exponentially and being defined by N (Degree of approximation) multiplied 

by dataSize (Number of comparison points) and GeneticMutations (number of 

permutations in each generation), ensuring this calculation was computationally 

efficient was necessary.  This was done by reducing the amount of memory 

allocations and retrievals of data during each calculation and changing how and 

when the values were retrieved from the computer memory.   This fitness check was 

used solely to thin down solutions already computed from the modelling results 

reducing the number of models needing to be computed to the value defined by the 

user as ‘NumInGen’. 

3.2.6.5. Fitness Check (Model Based) 

The values that are used to evaluate which model outputs to continue with are load, 

time, and displacement. Because of the different loading profiles during the model 

simulations, this data is split into three portions: ramp test and upper/lower loading 

profile of sinusoidal load. The ramp data does not require any alterations; however, 

for the sinusoidal load to be evaluated effectively, the time/displacement data is 

converted into a hysteresis loop representing the entire time-period. The hysteresis 
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for every simulation is then split into its upper and lower curve structure. This allows 

the parameter solutions to be evaluated for how they represent the different loading 

and unloading material reactions seen in the experimental data. The error values 

reported are averaged percentage differences across every displacement/force data 

point produced by the model. 

The data set used for validation of the ramp tests was gathered by performing six 

separate ramp loading sequences without the additional DMA. The six tests were 

then averaged to provide an overall approximation of the experimental ramp data. To 

ensure both data sets (experimental and model) are comparable the validation data 

is approximated by a logarithmic representation with load and displacement as the x 

and y values respectively. This approximation curve alongside periodic standard 

deviations of the ramp tests is shown in Figure 3-6A. This allows displacement 

values for an exact given load in the model data to be compared effectively and a 

more accurate overall error produced even with the introduced error of the 

approximated curve. This error introduced by the validation data can be discounted 

as it is introduced in every solution.    

The evaluation of the sinusoidal load used much of the same techniques. Starting 

with the model output this must firstly be normalised to the lowest displacement 

value of 0 then split into its upper and lower loop loading profiles. The experimental 

data was taken from the validation set of DMA experiments referenced earlier. As the 

experimental data points could not guarantee coverage of the model data points, for 

comparison a similar approximation function approach was used for each half of the 

loop.  

𝑦 =  𝑎 ∙ log( 𝑏 ∙ 𝑥 )  (3.15) 
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𝑦 = 𝑎 ∙ 𝑒( 𝑏 ∙ 𝑥 ) (3.16) 

 The upper half was approximated using a function of the form displayed in equation 

3.15 and the lower half with equation 3.16, with ‘a’ and ‘b’ being the optimised 

variable. For any given load in the simulation data an expected displacement could 

then be calculated using these functions and compared against. An example 

hysteresis validation set is shown in Figure 3-6B. 
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Figure 3-6: A) Averaged experimental ramp test data fit to a logarithmic function to be 
used as part of the validation of the models produced in each generation.  B) Example 
hysteresis data set produced from the experimental data and fitted to a logarithmic and 

exponential function for the upper and lower lines respectively. 

A 

B 
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3.3. Results 

The results shown here are based on 30 unique simulations were completed of the 

automation system. They are composed of three N (order of approximation) values 

of 1, 3 and 5, and two Iteration lengths of 50 and 20 split into the N values at six 50 

runs and four 20 runs. The variation in the value of N allows us to evaluate the need 

for additional terms in the Prony series approximation. These specific values of N 

were used so that the order of approximations effect on the progression of the output 

error across all iterations could be investigated. An additional analysis of whether the 

extra level of the computational complexity required for a higher order N was a 

necessity to achieve a suitable error level. The different number of iterations 

investigation was also used to see how many generations were needed to establish 

an accurate approximation of the optimisation problem. All initial solutions were 

derived using the native java rand function utilising the current (at the time of 

simulation initialisation) computer clock as the seed to ensure no initial bias gave 

one simulation benefit over the others. 

N Average SD Average SD Average SD

1 16.95 0.68 24.60 0.28 20.98 0.81

3 15.79 0.02 19.89 1.80 21.69 1.51

5 15.79 0.02 15.74 0.75 30.69 0.03

50 Iterations of the genetic algorithm / % error

Ramp Lower (Unloading) Upper (loading)

N Average SD Average SD Average SD

1 17.75 1.94 24.59 0.19 21.62 1.30

3 15.79 0.03 19.82 1.95 24.02 4.14

5 15.84 0.04 16.09 0.60 30.73 0.09

20 Iterations of the genetic algorithm / % error

Ramp Lower (Unloading) Upper (loading)

 Table 3.4: Final error values of each simulation averaged across the repeats with 
SD included.  The error values correspond to the difference between the resultant 
approximations and the experimental data set averaged across multiple 
simulations. Done for A) 50 Iterations and B) 20 Iterations. 

A 

B 
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From each simulations error values for each ramp, upper hysteresis and lower 

hysteresis load values were taken on every iteration using the optimal parameter set 

at that point in progression. These error values are obtained using the method 

described in section 3.2.6.5. They were then averaged using a mean across their 

repeats and are displayed in Figure 3-6A and Figure 3-6B. The final error values for 

all situations are displayed in Table 3.4.   

Figure 3-7A and Figure 3-7B displays the results of the ramp load error calculation.  

For all following statements N refers to the order of Prony approximation used in the 

genetic algorithm. It was observed that for N = 1 the final parameters produced on 

average more error after both 20 and 50 iterations compared to N = 3 & 5.  In this 

result set, produced error when N was defined at 3 and 5 was 2% smaller at N = 1 

after 20 iterations and still 1% smaller after 50 iterations.  An additional feature of 

both N = 3 and 5 was that the deviation amongst the repeats was negligible in both 

tests with a much larger deviation seen in N = 1 results.  There is also negligible 

difference between the data sets produced for N = 3 and 5.  However there were 

very small improvements all the way up until 50 iterations as seen in the differences 

between the final error values of both experiments.   

Figure 3-7C and Figure 3-7D presents the lower or unloading portion of the 

hysteresis loop at 50 and 20 iterations, respectively. The simulations for N = 1 

perform consistently worse across both sets of simulations with it results in around 

5% more error than N = 3 and 10% more than N = 5. Comparing N = 3 and 5, both 

version plateau after around 20 iterations with N = 5 performing around 5% better. N 

= 3 does continue to reduce the error until 50 iterations but at a much more gradual 

pace demonstrated by the final error value having a large standard deviation. 
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Figure 3-7E and Figure 3-7F display the loading portion of the hysteresis loop at 50 

and 20 iterations, respectively.  When N = 5, the error was unable to be improved 

from the initial iteration in both the 20 and 50 iteration runs and produced and overall 

error value ~10% larger than N values of 1 and 3. Given that the standard deviation 

was very small in both 20 and 50 iterations it shows that this occurred for every N = 5 

simulation. It is seen that the error is continued to be reduced up until the point of 50 

iterations for both N = 1 and N = 3 giving an improvement of 1% for both N = 1 and 

3% for N = 3. The convergence across the simulation repetitions also improved as 

the iteration progressed as shown by the deviation bar values reducing as the later 

iterations are reached.  

  



 
68 

 

 

0 10 20 30 40 50

Genetic Iteration

0

50

100

150

200
E

rr
o

r 
/ 
%

20 iteration N = 1

20 iteration N = 3

20 iteration N = 5

0 5 10 15 20

Genetic Iteration

0

200

400

600

E
rr

o
r 

/ 
%

50 iteration N = 1

50 iteration N = 3

50 iteration N = 5

0 10 20 30 40 50

Genetic Iteration

0

50

100

150

200

E
rr

o
r 

/ 
%

20 iteration N = 1

20 iteration N = 3

20 iteration N = 5

0 5 10 15 20

Genetic Iteration

0

50

100

150

E
rr

o
r 

/ 
%

50 iteration N = 1

50 iteration N = 3

50 iteration N = 5

0 10 20 30 40 50

Genetic Iteration

20

25

30

35

40

E
rr

o
r 

/ 
%

20 iteration N = 1

20 iteration N = 3

20 iteration N = 5

0 5 10 15 20

Genetic Iteration

20

25

30

35

40

E
rr

o
r 

/ 
%

50 iteration N = 1

50 iteration N = 3

50 iteration N = 5

A 

C 

E 

B 

D 

F 

Figure 3-7:A) 50 iteration ramp error output, B) 20 iteration ramp error output, C) 50 
iteration lower hysteresis error, D) 20 iteration lower hysteresis error, E) 50 iteration upper 

hysteresis error, F) 20 iteration upper hysteresis error. 
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3.4. Discussion 

The system developed in this chapter has shown that it is possible to utilise an 

automatic optimisation approach to characterise the material parameters for a 

natural biomaterial; the viscoelastic properties for human articular cartilage modelled 

also as hyper-elastic in this instance. Utilising the model outputs as the driving force 

for each generations progression allows not only the material approximation to be a 

factor for the parameters, but the direct comparison of an experimental result to a 

model’s response.  In total 30 simulations of the automation system with varying 

initialisation parameters were run to test the effectiveness of this technique with the 

aim of showing consistency and effectiveness of said system. 

Specific to human AC, the algorithm provided time-domain parameters for a hyper-

viscoelastic model, optimised using experimental data gathered in the frequency 

domain which allows the cartilage to be better represented under dynamic loads.  It 

was seen in all situations that there was a reduction in the error of the models as the 

iterations of genetic algorithm progressed with varying degrees of success across 

our different set-ups. Convergence was seen in both ramp and unloading/lower 

hysteresis error analysis with 20 and 50 iterations respectively, however, there was 

still significant reduction in the error of the model up to 50 iterations in the 

loading/upper hysteresis error calculations. Experiments were not continued after 50 

iterations, however, doing this would confirm whether the seen trend continues.   

Focussing on the ramp section of the error analysis It was seen to be the easiest for 

the algorithm to converge doing so in just over five iterations across all simulations 

and producing results within a negligible margin of each other by both 50 and 20 

iterations, a difference of 0.01% after 50 iterations for N = 3 and 5 and 2% for N = 1. 
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N = 1 was seen to be highly ineffective initially, skewing the error dramatically but it 

did trend to a similar value of error after many more iterations, approximately 50. The 

hysteresis error variation was more demonstrated the difference between the order 

of approximation more clearly. The errors seen in both sections show that there is a 

benefit to progressing the algorithm to 50 iterations, with the error having not 

converged by this point for both N = 3 and N = 1.  A comparison between the upper 

and lower approximations shows that there is a flip in what is the optimal degree of 

approximation.   N = 1 performs the best for the upper portion and the worst for the 

lower whereas N = 5 is the opposite. Both report in at a about 10% difference from 

best to worst.  N = 3 may be the optimal solution for these situations as it results in 

only a cumulative 5% when compared to both optimal solutions. This added to the 

reduction in the time complexity of using a 3rd order approximation is also a benefit. It 

is unclear why N = 1 performed so effectively in the upper loop section. However, it 

could be because this section is the most challenging to approximate; thus, adding 

more variation with additional parameters results in the additional error seen. The 

standard deviation of N = 3 (Figure 3-7E and Figure 3-7F) shows that for some of the 

simulations a better solution was indeed found that the best solution in all the N = 1 

repeats so the limitation mentioned previously can be overcome by allowing the 

more repeat/iterations of the genetic algorithm.   

The use of numerical methods and modelling has seen an uptake in biomedical 

research over the last 20 years, however, it is still very much in development in its 

utilisation across the field as demonstrated by Bhattacharya et al [149]. Within this 

field, an important component is the validation of said numerical methods, to ensure 

correctness of any given outcomes, as discussed by Henninger et al [150]. A 

technique was developed to integrate the validation of produced models into the 



 
71 

 

automatic progression of the generational approximations. Cyclic optimisation of 

material parameters has been done before [151], however, to the best of our 

knowledge our work is unique in its application of allowing the simulated mechanical 

testing results to be a part of the fitness evaluation of the numerical optimisation in 

self-contained automation. The application of genetic algorithms to optimisation has 

been demonstrated  [152], [153] but has not seen much within the biomedical field. 

The customisability demonstrated within our system will allow for this to occur, with 

the additional control over a black box system such as Abaqus or COMSOL. 

The system is transferable in it use due to the modular design of its components 

however the intricacies of the parameters alteration during the optimisation 

procedures require problem specific definition and thus would require both coding 

and simulation specific knowledge for an implementation to be utilised effectively for 

a different material analysis.  This would mainly involve changing the fitness 

characterisation and optimisation equations within the optimisation control node as 

displayed in the system structure in Figure 3-2. 

The technique for in section 3.2.6.5 for model error calculation is seen to effectively 

provide a basis for the genetic algorithm to rank all the previous solutions as all 

simulations were able to progress and reduce the error a meaningful amount after 

the initially optimisation process (3.2.6.1).  Part of what could have been hindering 

the algorithm in some instances is the variation that was seen in the initial data set 

that was used to create the testing set.  This was as a result of the variation seen in 

the human tissue obtained and its varying level of damage and its donors age, which 

could have resulted in a less clear view of what the ‘ideal’ model should be.  

Narrowing this down in the future should produce even better results for a similar set 

of simulations, however it does have its limitations due to the difficulty in obtaining 
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human tissue of the same standard.  Building a validation set of health/un-healthy 

tissue in the future would be very beneficial to the development of models 

representing health/damaged cartilage tissue.    

 

3.5. Conclusion 

In conclusion, this chapter presents a system that allows the automations of a 

process to find the optimal material approximation for a given tissue structure using 

multiple material approximations. A key novelty to the work lies in the use of FEA 

models during the fitness evaluation procedure of the optimisation rather than a 

purely equation based approach.  When the order of approximation was set to 1, the 

system underperformed in 2 of the 3 error analyses and only slightly better in the 3rd.  

When the order was set to 3 and 5 there was minor differences except in the loading 

hysteresis error value where N = 3 performed significantly better.  The number of 

generations being increased to 50 was also shown to be effective in reducing the 

error in N = 3.  The model used as the base for the testing of the automation script 

was a simplistic model comprised of only three material approximation, adding to this 

by including fibre reinforcement or three-dimensional geometry would increase the 

time complexity of the system but only require small modifications to the code due to 

the use of abstraction in its initial design. This would be beneficial due to the models 

becoming more physiologically representative not only in loading but geometrics as 

well.  The system used here can be useful in furthering the development of 

physiologically relevant models of not only cartilage, but with small adaptations to the 

genetic algorithm mutators and input model parameters that are problem specific, 

any other mechanically modelled systems undergoing dynamic loading.   
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This chapter has presented an automated method by which to characterise human 

AC for hyper-viscoelastic modelling. This computational framework is now available 

here: https://github.com/piers-ch-allen/Automated-Modelling-System. The next stage 

of the work focuses on AM for experimental testing using some of the testing 

principles of DMA as applied to AC as presented in this chapter. Chapter 4 looks at a 

macro-scale testing approach, while chapter 5 focuses on the osteochondral cores 

micro scale geometry.  The macro and micro scale analysis of the biological tissue 

will provide additional information and parameters that can be imported into the work 

done in the Chapter 3 to better inform them.    

https://github.com/piers-ch-allen/Automated-Modelling-System
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Chapter 4. Development and evaluation of a joint contour testing 

system for AC 

4.1. Introduction 

Density, joint shape and mechanobiology have all been postulated as affecting the 

mechanical behaviour of AC. For instance, Humaira et al. [154] demonstrated that 

with reduced density of a bone substrate in an osteochondral core, there was a 

significant increase in surface damage of the attached AC when tested at 

physiologically relevant frequencies. Crolla et al. [155] showing, in addition, that a 

frequency-dependent viscoelastic response of AC also varied with density of the 

substrate on which samples were tested (as well as the AC hydration percentage). 

Separate to this, anatomical regional analysis of knee AC has been conducted by Li 

et al. [156] and topological quantification performed by Cohen et al. [118] both show 

that an understanding of the variation in the different areas of the tibiofemoral joint is 

important to its load response profile.  This variation of joint contour is currently yet to 

be used to influence mechanical testing procedures when analysing joint tissue in 

literature. 

Fell et al. [14] found that a linear relationship between thickness of cartilage and the 

subchondral bone density exists between bovine AC from the tibial plateau adding to 

the variation that is seen in the joint’s complexity. Adaptations may take place across 

a joint, whereby loading history may condition the underlying AC and bone [67]; 

further, there is some evidence that microfractures of the subchondral bone may 

occur so as to protect its overlying cartilage [67]. Thus, the AC’s material properties 

are altered based on loading history and subchondral density. Further, Espino et al. 

[30] and Seedhom et al. [2] both demonstrated that the dynamic viscoelasticity of AC 
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varied with differing regions of the knee joint. While the above studies evidence the 

role that bone density, tissue thickness, loading history have on a given joint and 

joint contour, they do not evaluate shape as an independent variable. Hence, it is not 

clear whether the contour of the joint itself impacts upon the dynamic viscoelasticity 

measured for AC on a joint, or whether this is purely consequential to loading history 

and adaptation of the subchondral bone.  

To establish a better understand of cartilage in situ in the body and its mechanical 

properties the tibial joint is a location of particular interest due to its joint contour. This 

is because it contains the tibial plateau, which is approximately flat which is continuous 

in terms of its articular cartilage and subchondral bone with the tibial spine where the 

joint orientation changes from approximately ‘horizontal’ to mostly ‘vertical’ Figure 

4.1[142]. In terms of pathology, damage to the articular cartilage is typically found at 

specific regions in the AC rather than homogenously distributed across its joint surface 

[158]. Such examples of this observation across the knee joint include uncovered 

verses covered meniscus loading [159] and the irregular loading of the patellofemoral 

joint [160].  When in situ the AC on the tibial plateau experiences loads applied at a 

range of angle due to the changing geometry across its surface [117], [161].   

Mechanical testing of cartilage has focused on three configurations: confined, 

unconfined, and in situ compression [162]–[164]. Several studies focus on indentation 

[162], [165], [166] whilst AC is part of a wider continuum or remove a segment and test 

without tension removing the replication of pre-stress tissue may experience when on 

a joint. Many studies have used a flatbed platen and compression plate arrangement 

to test cartilage (Figure 4-6A); while useful, such studies cannot evaluate whether the 

angle of the substrate on which the cartilage is loaded affects its mechanical response, 

as an independent factor.  This limitation of current work, if fixed, could affect both how 
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future mechanical evaluation of tissue is performed in data gathering scenarios, as 

well as whether computational models should be geometrically formed to more closely 

represent the goal biological situation. 

 

AM was utilised in this chapter due to its ability to enable the evaluation of joint shape 

as an independent factor. It has been used previously in mimicking body construct 

[167], an assessment of the suitable options for material was required. With the 

limitations surrounding the available printer units, the options were polylactic acid 

(PLA) and Polyethylene terephthalate glycol (PETG). Both of these materials are 

known to be biocompatible [108]–[110] but have different advantages. PLA was 

chosen as it enables the production of a higher quality surface finish; a flat contour 

plane was a major requirement of the printed components [60]. Its operational cost 

was lower than PETG and was expected to be stiffer, albeit weaker [168].   

Figure 4-1: Anatomical image of a tibial joint epiphysis with main geometric 
regions identified.  The two tibial plateau sections (medial and lateral 
condyles) and the tibial spine (medial and later tubercle). Image courtesy of 
White et al [216]. 
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The aim of this chapter is to evaluate whether the dynamic viscoelastic behaviour of 

AC is sensitive to the shape of joint contour as an independent variable. Bovine 

cartilage will be used as it is an accepted model for human cartilage, with similar 

mechanical properties to human AC [169]. Furthermore, the bovine humeral head 

enables the harvesting of samples with larger dimensions [24], advantageous to test 

a wider interconnected cartilage matrix.    

The material response data gathered, and joint contour analysis gained through this 

study will inform the work performed in Chapter 3.  The analysis of the joint geometry 

will be used when the automated system is expanded to a 3D geometry and the 

additional data will validate or demonstrate changes that need to be made to the data 

set that is being used to train the genetic algorithm. 

Additive manufacturing will be leveraged to produce bespoke geometries compatible 

with DMA testing to mimic two key contours of the tibial articulating surface of the tibial-

femoral joint. DMA will be used to evaluate the dynamic viscoelastic response in terms 

of storage and loss stiffness as a joint structure. The design will include the ability to 

test the cartilage continuum under tension to approximate the in situ pre-stress which 

is experienced by AC within its wider continuum.  To achieve this study’s aim, there 

are a number of objectives that will be laid out to complete. Firstly it will be required to 

dissect/harvest a continuum of articular cartilage which can be tested under tension.  

An CAD model will then be AM that represents the substrate which enables testing of 

a steep and a shallow contour from the tibial articulating surface.  DMA will then we 

utilised to evaluate the dynamic viscoelastic properties of cartilage upon the different 

contoured testing platens.  Finally, it will be evaluated whether joint contour, as a lone 

macro-scale factor alters the mechanics of AC within a joint.   
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The two main novelties of this chapters aim are as follows: 

• Mechanically evaluating cartilage tissue over a contoured surface that has 

anatomically relevant geometry. 

• Comparing the tissue mechanical response seen in this study to previous 

publications that utilised flat platens. 

 

4.2. Methods 

4.2.1. Cartilage Specimen Preparation:  

Bovine humeral heads (N = 4) were obtained from a supplier (Dissect Supplies, UK) 

taken from 18 month old livestock. Humeral heads were used because of their large 

relatively flat area of cartilage that is available on their surface. Humeral heads were 

visually inspected on receipt to ensure that the surfaces were not damaged and were 

suitable for testing.  After inspection the samples were stored at -40 °C, in heat sealed 

bags, which has previously been shown to not affect the dynamic viscoelastic 

properties of the tissue [141]. Rectangular strips of cartilage with a minimum length of 

Figure 4-2: A) Stencil for sample on Bovine Humeral Head, B) Tissue 
samples taken from said joint. 

A B 
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5 cm and width of 1 cm were required in order for the sample to span the contoured 

surface of the base platens in the testing experiment (section 4.1.2).   The minimum 

of 5 cm was required due to variable length of the platen that the tissue had to cover, 

as the angle increased, the surface area that was required also increased.  Samples 

were removed from the freezer 24 hours before testing to allow samples to defrost 

before they were dissected.  Once thawed, test geometries were stencilled onto the 

joint surface and then dissected using a surgical scalpel and singular planing motion 

(Figure 4-2A). This ensures a smooth surface on the sample underside reducing the 

likelihood of instability and errors in the mechanical testing.  Fifteen samples of the 

approximate stencil size (5 x 1 cm; Figure 4-2B) were obtained and stored in Ringer’s 

solution (RINGER tablets, MilliporeSigma, Massachusetts) matching  at 4 °C prior to 

DMA testing, consistent with a previous study [19].  They were allowed to warm up to 

room temperature prior to the DMA tests occurring to ensure no rigidity as a result of 

thawing remained.   
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Figure 4-3: A: Tibial plateau from Nie et al [20], CC BY-NC-SA 4.0 used for calculation of the 
steep angle platen design. Additional labels of G and Hand triangles for measurements are 
included for the calculations of the slope angles  B: Print design of 3D components showing 

infill structure and shell thickness. C: 3D compression and platen parts from left to right: 
Steep 30° angle, shallow 7° angle, base flat 0° angle. 
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4.2.2. Design and additive manufacture of experimental apparatus 

The compression base and platen varied depending on the angular test that was being 

performed. It was decided that there would be three variations of the base platen; flat, 

to represent the current testing protocols, a shallow angle of 7° and a 30° steep angle.  

The value of 7° was used to mimic shallow angles across the tibial plateau, taken from 

the average of medial and lateral tibial slope measurements in a study performed by 

Hashemi et al. [117].  This value is representative of the potion of the joint between 

points E and G or H and F in Figure 4-3A where the flatter portion of the plateau is 

present.  The value of a 30° was used to mimic the steeper portions of the tibial spine 

towards the centre of the tibia and was estimated by analysing  X-ray images and 

measurements reported by Nie et al. [161] (Figure 4-3A). The angles A-G-B and C-H- 

D were calculated using approximations from where the steepest portion ended 

(labelled G and H in Figure 4-3A) and known measurements of characteristics of the 

joint, along with the lateral and medial spine height values. This produced an angle of 

incline for each spine, which were subsequently averaged to calculate a mean tibial 

spine steep slope angle at 30°.  The three angles represent the two extremes’ angles 

seen biologically in the human tibial plateau that the study is aiming to reproduce ex 

vivo and a flat control platen.   

The components were manufactured using a PRUSA i3 Mk3 3D printer (PRUSA i3 

Mk3, Prusa Research a.s., Czech Republic) with a 0.15 mm nozzle head and pure 

PLA prusament filament (Prusa Research a.s., Czech Republic). The CAD models for 

each of the parts were designed in Autodesk Inventor (Autodesk Inventor. Version 

22.0., CA: Autodesk, San Rafael) and then G-code was created in PrusaSlicer 2.5.0 

[96] to be fed back into the printer used for additive manufacture. All parts were then 
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tapped with a 10-32 UNF machining tap to allow attachment to the experimental 

machine (visible holes that are present in Figure 4-3B). These sets of plates were 3D 

printed to represent the aforementioned angles of the tibial spine (30°), tibial plateau 

(7°) and a flat plate (0°), see Figure 4-3C.  

A print specification of 0.9 mm shell thickness and an infill lattice set at 15% of a gyroid 

design was used to ensure structural rigidity of the parts.  Each pair of parts were 

designed so that the base was the convex approximation of the curve, and the platen 

was its concave inverse ensuring that there is unform load when the two components 

are compressed together, this is highlighted in Figure 4-3B. This compression design 

was set to be similar to the  tibial joint articulating against the femoral condyles. They 

were fixed onto the machine using the same threaded connection that the original 

parts used and were tested for levelness to ensure correct and uniform compression 

occurred using a spirit level against the side of the components. All components were 

printed with an orientation of 90% to the load direction, this was to produce the 

smoothest finish on the testing surfaces that the cartilage would be in contact with. 

Printing in this orientation allowed the curved surfaces to be split into more segments, 

thus reducing the difference between each layer, reducing the ‘step’ effect. 

3D print validation 

To ensure the printed parts were produced to the defined specifications, Skyscan 1172 

scanner (Bruker Micro-CT, Belgium) was performed on a randomly chosen sample to 

test its interior structure and how close it matched to the defined CAD model (Figure 

4-8).  Using CTan data analyser (V1.16.4.1+, Bruker Micro-CT, Belgium) a 3D region 

of interest was defined on the interior of the sample (red square in Figure 4-4B). 
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Porosity measurements were taken with an open pore percentage value of 85.04% 

obtained which matched the 15% defined infill.    

 

A 3D reconstruction of the complete structure was prepared and visually analysed to 

check for inconsistencies in the print quality, by scanning through the slices.  A 3D 

section is shown in Figure 4-4C demonstrating the interior gyroidal design.  The print 

quality was found to be what we expected with CAD design matching the Micro-CT 

reconstruction correctly.   

As a result of the design conditions, additions porosity was introduced to the platens 

as the angle increased which had the possibility of creating a more compliant 

Figure 4-4: A: Micro-CT slice of steep slope compression plate (red line is 
slipe depicted in B). B: Singular horizonal slice with ROI (red square) 

defined for analysis of interior porosity of the printed sample.  C: Cross-
section of reconstructed micro-CT scan of one of the 3D printed 

component platens demonstrating interior design. 
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structure and thus affecting the output results when undergoing testing.  In order to 

ensure this was mitigated as much as possible, preliminary testing was conducted 

on these components at this point using bovine tissue samples.  These tests were 

performed with same experimental loading setup but without the addition of tension 

to the system.  Five cartilage samples were taken that were of same defined size as 

in Section 4.2.1 at a minimum length of 5 cm and width of 1 cm and tested across 

every platen.  The preliminary results are displayed in Figure 4-5. 

Both the 7° shallow angle platen and 30° steep angle platen reported average 

storage modulus values that were approximately 10% stiffer than the control surface.  

Although this is not definitive proof that the interior structure of the 3D printed platens 

is affecting the material outputs of the tested samples is does provide support in 

favour of assuming that is does not within our results section.  In a repeat of this 

study, a potential solution to remove all doubt would be to ensure that the interior fill 

of the components is set at 100% infill to create solid blocks. 
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4.2.3. Dynamic mechanical analysis of cartilage on curved substrates 

Dynamic Mechanical Analysis (DMA) was performed on specimens by subjecting 

these to a sinusoidal load whilst its out-of-phase displacement response was 

measured. All tests were performed on a Bose ElectroForce 3200 testing machine, 

running WinTest 4.1 DMA software (Bose Corporation, Minnesota, USA; now, TA 

Instruments, New Castle, DE, USA). This technique has previously been used to 

measure the dynamic viscoelastic properties of bovine AC [3] - [5] (section 2.3).  

A sinusoidally compressive load ranging between 37.7-85.5 N was applied to all 

specimens with a preload of 4 N.  The loading range equated to an induced stress of 

0.75 to 1.7 MPa, matching the peak nominally induced stress in cartilage during 

ambulatory activities such as walking [27]. The sinusoidal force was applied using a 

frequency sweep previously established by Fulcher et al. [66] of: 1, 8, 10, 12, 30, 50, 

70 and 90 Hz with two frequency pre-loading cycles of 25 and 50 Hz for 1500 and 

3000 cycles, respectively.   

Each of the 15 test samples were tested once on each of the 0°, 7° and 30° platens, 

providing three separate mechanical response data sets resulting in a total of 45 

unique data sets (15 samples on 3 different platens). The order in which the samples 

were tested on each platen was random to ensure that there was no bias in which 

contour of surface was loaded upon first. To avoid dehydration throughout the 

experiment, between each test the tissue was sandwiched between cloth sheets 

soaked in Ringers’ solutions.  A visual inspection of the samples was also performed 

to ensure no deterioration of the tissue between experiments had occurred. This was 

immediately obvious if it had occurred due to the cartilage samples excessively curling 

up, a small amount of curling is a natural response due to the surface tension being 
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greater on the articulating side of cartilage. However, failure was not expected as all 

tests were performed within a physiological range and below a failure point normally 

seen at ~3 MPa [24], [154].  WinTest DMA software was used to perform a fast Fourier 

transform (FFT) of the load and displacement waves produced at each test frequency, 

details on this are in section 2.3. All results are displayed against the defined 

frequencies in the DMA frequency sweep.  

 

 

Load 

Current flatbed 

platen 

Cartilage Cartilage strip 

sample 

30° angled 

testing platen 

Tension clamps 

securing tissue. 

A B

C

Figure 4-6: : A: Current testing practice for DMA on cartilage samples in previous published 
studies. B: Steep platen in-situ on the Bose testing machine with a strip of AC held in place 

with tension clamps across the contoured surface. C: AC sample under dynamic 
compression in the same experimental set up as B 
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The contoured platens were fixed to the Bose ElectroForce 3200 running WinTest 4.1 

software (Bose ElectroForce Group, New Castle, Delaware, USA, now TA 

Instruments) having been tapped to the 10 UNF specification in the pre-printed hole 

(Visible in Figure 4-3B but the space left at the base of the components). This was to 

ensure no addition lateral movement occurred during the cyclical application of load. 

Due to the 360° symmetrical design of all of the parts, lining the compression plate 

and base platen up to ensure unform coverage was not an issue as they were 

designed to be direct inverses of each other, the only concession to this was ensuring 

the tapping was done in the same location otherwise they would not have lined up.  

The test set-up included a method to approximate the tension experienced in situ by 

cartilage. This also helped to ensure that the tissue was in direct contact across the 

width of the curved compression platens, avoiding slippage. Two aluminium braces 

with adjustable compression heads were designed so that they could be fixed to the 

test platform of the Bose with G-clamps and then control the position of, and the 

amount of tension applied to, the tissue on the platen (Figure 4-6B&C). This placed a 

further requirement on the dimensions of the tissue samples, as they not only needed 

to cover the platen length but to also have enough tissue either side to allow for 

adequate fixation. To provide some consistent control over the amount of pre-tension 

the samples were placed under in the testing rig, they were stretched back to their 

original length. This original length was measured on the joint sample from the point 

where the sample slice was removed, by using the stencil visible in Figure 4-2  as a 

guide tool.  This would be better controlled mechanically by a machine to provide 

aboslute consistency, but our solution should adequately provide an approximation of 

the in-situ tension the tissue was placed under. 
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4.2.4. Statistical Data Analysis 

Statistical analyses were performed using Minitab 21.3 (Minitab, Penn State 

University, Pennsylvania, USA). 95% confidence intervals were calculated (N = 4, n = 

15); Four individual bovine joint samples were obtained, and from those four, 15 total 

specimen strips were collected. These were 15 independent observations rather than 

repeat to ensure all data can be compared and no false CIs obtained [170]. 

Logarithmic and exponential regressions curves (Equations 4.1 and 4.2) were 

empirically fitted to the relationship of frequency (f) to storage (k’) and loss stiffness 

(k’’)[18].  Parameter A of equation 4.1 and equation 4.2 both represent the logarithmic 

and exponential gradient curve on their respective scales, and parameter B is an offset 

for k’.    A parameter test (Anderson-Darling) was used to assess that the normality of 

parameter regression curves to ensure p > 0.05 for the obtained results.  Following 

this, an ANOVA analysis was performed  to compare across frequencies and substrate 

angulation.  A One-way analysis of variance (ANOVA) test was used to test the 

variances between the fitting parameters of the different testing platforms (0°, 7° 

shallow, and 30° steep angle) and evaluate whether they were significantly different (p 

< 0.05). 

𝑘′(𝐴, 𝐵) =  𝐴 log𝑒(𝑓) + 𝐵 𝑓𝑜𝑟 1 ≤ 𝑓 ≤ 90 𝐻𝑧 (4.1) 

𝑘′′(𝐶, 𝐷) =  𝐶 ∙  𝑒𝐷 ∙𝑓  𝑓𝑜𝑟 1 ≤ 𝑓 ≤ 90 𝐻𝑧 (4.2) 

All parameters (A,B,C,D) of the above equations are unitless as they are comparing 

the direct value of frequency and stiffness rather than their values with respect to their 

unit.   
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4.2.5. Hysteresis Data Analysis 

The hysteresis was calculated to directly measure energy dissipation during testing of 

AC, across the different contoured testing plantens. This was calculated using Matlab 

R2022a (Matlab R2022a, MathWorks, Inc., Natick, Massachusetts, USA). By plotting 

force against displacement for a given frequency and specimen a hysteresis loop is 

produced with an example shown in Figure 4-7A.  To work out the energy dissipation, 

the area between the arcs of each complete loop is calculated using the trapezoid rule 

(Figure 4-7B). This was done using the same code base which I wrote for a published 

study which I co-authored but does not otherwise form part of this thesis beyond use 

of data in chapter 3 [18] where more information can be found on its methodology.  

  

A B 

Figure 4-7: Cartilage hysteresis loops produced by Mountcastle et al [18], CC BY-NC-SA 4.0.  
A) Example of a hysteresis loop for a single specimen tested at 30 Hz.  B) Representation of 
how the energy dissipation calculation is performed within the Matlab script when utilising the 
trapezoid rule.  Y axis label has been altered from original due to incorrect label being used. 
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4.3. Results 

4.3.1. DMA of Contoured Platen Tests 

Storage Stiffness (𝑘′): 

For all testing conditions the storage stiffness of the tissue increased with respect to 

the frequency of load.  The storage stiffness increased between 11% and 21% across 

the three platens with the stiffest material response being observed when the shallow 

platen was used. 

For each of the three tests the mean (± Confidence Intervals; CI) values for k’ across 

all frequencies with a 95% CI were recorded as follow: 0° platen at 1118.5 ± 36.1 

N/mm, 7° shallow angle platen at 1307.9 ± 57.8 N/mm and 30° steep angle platen at 

935.7 ± 56.2 N/mm.  The complete set of values for each contour are shown 

numerically in Table 4.1 as well as graphically in Figure 4-8. A logarithmic relationship 

for k’ was observed with respect to frequency, with storage stiffness increasing with 

relation to frequency up until ~30 Hz and then approximating a plateau with increasing 

frequency (Figure 4-8).    

 

Table 4.1: Mean Storage stiffness (k’) ± 95% CI for the three tested contoured platens at 0°, 
7° and 30° for all frequencies in the frequency sweep of 1 – 90 Hz 

 

 

  Frequency / Hz 

  1 8 10 12 30 50 70 90 

0° Flat Platen 
/  N/mm 

1031.31 
± 91.2 

1104.95 
± 90.4 

1115.12 
± 89.3 

1124.72 
± 89.6 

1148.31 
± 87.4 

1150.86 
± 86.1 

1132.3 
± 83.2 

1140.11 
± 85.8 

7° Shallow 
Platen /  
N/mm 

1170.58 
± 116.5 

1284.52 
± 121.2 

1297.73 
± 120.3 

1311.63 
± 120.1 

1348.88 
± 119.5 

1357.95 
± 118.1 

1343.40 
± 115.8 

1348.53 
± 116.1 

30° Steep 
Platen /  
N/mm 

806.79 
± 95.8 

909.22 
± 103.8 

919.84 
± 104.7 

933.04 
± 105.3 

969.79 
± 107.4 

987.27 
± 107.4 

979.28 
± 105.6 

980.21 
± 105.0 
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When evaluating parameter A (Equation 4.1), the gradient curve of the logarithmic fit, 

it was seen that the tissue tested on the 0° platen produced a flatter, significantly 

different mechanical response (p < 0.001) to both the 30° steep and 7° shallow platen.  

This is also visibly seen in Figure 4-8 where the gradient of the 0° platen is flatter than 

the other 2 results.  However, when 30° steep and 7° shallow are compared separately, 

no significant difference was recorded (p > 0.5).  When looking at the second 

parameter of the approximation (parameter B, eq. 4.1), which represents the offset, it 

was seen that tissue tested on the 30° steep platen produced a significantly different 

material response (p < 0.001) to both the 0° and 7° shallow platen.  The 0° and 7° 

shallow platen were found to no have a significant difference (p > 0.5) in the offset. 
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Figure 4-8: Storage Stiffness results of the bovine humeral tissue of the three different 
contours of testing platen plotted against frequency ranging from 1 to 90 Hz.  Values 
shown are the mean ± 95% confidence intervals (N = 4, n = 15).    
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Loss Stiffness (k’’) 

For all testing conditions the loss stiffness of the tissue increased with respect to the 

frequency of load however the increase was much more consistent compared to the 

storage stiffness.  The stiffness increased between 11% and 21% across the three 

platens with the stiffest material response being observed when the shallow platen 

was used.  For all of the different contours, the loss stiffness experiences a very 

shallow increase between 1 to 12 Hz with percentages changes of:  0°; 13.5%, 7°; 

7.2% and 30°; 8.3%.  This then gradually increases until 90 Hz  with distinct values for 

A for all results.   

An exponential relationship for k’’ was seen with respect to frequency for all AC 

samples tested on each platen.  The mean values for the exponential fit of parameters 

C and D  (Equation 4.2) for k’’ are as follows: For the 0° (D = 105.1 ± 15.8, C = 0.017 

± 0.0019), 7° shallow platen (B = 135.7 ± 18.26, A = 0.016 ± 0.0009) and 30° steep 

platen (B = 131.6 ± 23.17, A = 0.014 ± 0.0008). The complete set of values for each 

contour are shown numerically in Table 4.2 as well as graphically in Figure 4-9. 

 

Table 4.2:  Mean Loss stiffness results (k’’) ± 95% CI for the three tested contoured platens 
at 0°, 7° and 30° for all frequencies in the frequency sweep of 1 – 90 Hz. 

  Frequency / Hz 

  1 8 10 12 30 50 70 90 

0° Flat Platen / 
N/mm 

118.56 
± 9.8 

121.15 
± 8.2 

128.28 
± 7.7 

134.65 
± 7.7 

195.96 
± 9.2 

272.44 
± 13.1 

350.71 
± 18.0 

428.72 
± 24.0 

7° Shallow 
Platen / N/mm 

147.32 
± 12.4 

142.48 
± 8.8 

150.27 
± 8.8 

157.86 
± 9.0 

235.00 
± 14.1 

329.81 
± 21.1 

426.90 
± 28.8 

528.29 
± 36.4 

30° Steep Platen 
/ N/mm 

139.16 
± 13.3 

139.61 
± 11.8 

145.34 
± 12.1 

150.66 
± 12.3 

207.93 
± 16.6 

279.31 
± 22.6 

351.03 
± 29.4 

428.48 
± 36.2 
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Similar to storage stiffness, the 0° platen produced a significantly different response 

(p < 0.001) to both the 30° steep and 7° shallow platen when focussing on parameter 

C (equation 4.2) with no significant difference seen between the 30° steep and 7° 

shallow platens (p > 0.5). The second parameter (D, Equation 4.2) also showed that 

the 30° steep platen (D = 0.014) produced a significantly different response (p < 0.001) 

to both 0° and 7° shallow platens (D = 0.017 and D = 0.016, respectively), however, 

0° and 7° shallow platens did not produce a significant difference (p > 0.05).   
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Figure 4-9: Loss Stiffness results of the bovine humeral tissue of the three different contours 
of testing platen plotted against frequency ranging from 1 to 90 Hz.  Values shown are the 
mean ± 95% confidence intervals (N = 4, n = 1515).    
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4.3.2. Hysteresis Analysis of Biological Data 

Figure 4-10 displays the hysteresis loops for a specimen loaded at a frequency of 1 

Hz and 90 Hz on the 3 base platens, 0° (A & B), 7° shallow (C & D) and 30° steep (E 

& F).  The peak displacement was observed in the 0° at approximately 0.021 mm (1 

Hz) and 0.027 mm (90 Hz); platens with 30° providing values of 0.018 mm (1 Hz) and 

0.023 mm (90 Hz).  Going just by the visual indicators of Figure 4-10C & D it would 

seem that the least amount of energy is dissipated when the contour is at 7° as shown 

by the smallest difference between the loops of the hysteresis, this is confirmed by the 

values in Table 4.3. 

 

Energy Dissipation was found to be frequency dependent at loads of 10 Hz and higher.  

This characterisation was mimicked across all three of the contoured platforms as 

seen in Figure 4-10 and Table 4.3. A significant difference between the 30° and both 

the 0° and 7° platens was identified (ANOVA, p < 0.001). The 30° steep platen 

consistently dissipated the greatest mean amount of energy at 0.077 mJ, 175% times 

the values of the 0° flat (0.042 mJ) and 7° shallow platens (0.041 mJ). No significant 

difference was found between the values of 0° flat and 7° shallow platens (p > 0.05). 
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Figure 4-10: Example hysteresis loops from a random sample for the three 
contours from top to bottom:  0°, 7° and 30° platens and from left to right for 

when the cyclic loading is applied at 1 Hz and 90 Hz respectively.  Colours of 
the graphs represent individual cycles of the load. 

A B 

C D 

E F 
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Table 4.3: Energy dissipation results for all samples (N = 4, n = 15) when tested over all 
contoured platens.  Results shown are mean output ± 95% CI for each frequency and 
contour. 

 

Figure 4-11 displays the how the displacement varies with regards to the time 

progression of the test for a specific sample at the three contoured platens for both A) 

1 Hz and B) 90 Hz. The peak displacement is also shown for all 3 contours decreases 

when the frequency of load is increased, for the given example at 30° it goes from 

~0.0180 mm to ~0.0125 mm at 7° from ~0.0155 mm to ~0.0125 mm and for 0° from 

~0.0100 mm to ~0.0900 mm. 

 

  
Energy Dissipation Results Averages / mJ 

  Frequency 

Contour 1 8 10 12 30 50 70 90 Mean 

0 0.056 ± 
0.011 

0.059 ± 
0.012 

0.023 ± 
0.004 

0.029 ± 
0.007 

0.033 ± 
0.007 

0.040 ± 
0.007 

0.046 ± 
0.007 

0.052 ± 
0.007 

0.042 ± 
0.012 

7 0.058 ± 
0.008 

0.061 ± 
0.008 

0.028 ± 
0.006 

0.028 ± 
0.005 

0.030 ± 
0.006 

0.036 ± 
0.006 

0.040 ± 
0.007 

0.046 ± 
0.007 

0.041 ± 
0.012 

30 0.111 ± 
0.016 

0.122 ± 
0.019 

0.056 ± 
0.015 

0.056 ± 
0.014 

0.058 ± 
0.015 

0.065 ± 
0.014 

0.071 ± 
0.015 

0.077 ± 
0.018 

0.077 ± 
0.024 



 
98 

 

 

Figure 4-11: Sinusoidally varying displacement A) at 1 Hz (equivalent 
rise time 500) B) at 90 Hz (equivalent rise time 5.4 ms). 

A 

B 
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4.4. Discussion 

In this chapter, it has been established that the mechanical response of bovine 

articular cartilage will differ as a structure when compressed using different angles of 

platen. This is the first study to evaluate how shape alone, under DMA, alters the 

mechanical response of AC having investigated two inclination angles relevant to a 

joint contour. Previous studies have focussed on the mechanical response of the  

tissue samples under a range of conditions, but had not evaluated the effect of the in 

situ joint contour on the mechanical response to loading of the AC.  The work has been 

inspired by the tibiofemoral joint, and specifically the tibial spine and tibial plateau. 

DMA performed on AC strips at angles representing the tibial spine (30°), tibial plateau 

(7°) and a control ‘flat’ plate (0°) have shown that there is a difference in the mechanical 

response of the tissue under these conditions. It was seen that there was not a direct 

correlation between an increase in testing angle to mechanical stiffness, rather that 

the two angled platen resulted in a change of approximately ±20% from the 0° platen 

for storage stiffness in opposing directions and resulted in a change in curve formation 

for loss stiffness, as represented in the parameters approximations (Eq. 4.1 & Eq. 4.2).    

Prior studies of bovine cartilage have shown that both storage and loss stiffness are 

frequency dependent[31] and these findings have been shown to hold true when the 

angle of the testing platen is altered. Due to the material of the base platen being 

altered direct comparison to other studies is not possible without an appropriate 

adjustment being made. Fell et al. [23] performed similar DMA tests and used the 

same logarithmic fit as defined in Eq. 4.1 but used a metallic base platen instead (when 

testing AC off bone).  Storage stiffness values were on average approximately 1.5 

times greater on a metallic platform than our printed material platens when comparing 
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purely the 0° platen, 1716.19 ± 109.74 N/mm versus our recorded results of 1118.5 ± 

36.1 N/mm.   

The loss stiffness trends were different to those reported by Fell et al. and Espino et 

al. [23], [30]. Instead of the logarithmic relationship between loss stiffness and 

frequency an exponential one is seen instead.  This would most likely be down to the 

base platen having an effect on the dissipation of the energy. When compared to the 

average values in [23] the loss modulus results obtained in this study are 1.5 times 

greater (~210 N/mm vs ~320 N/mm).  Although there was ample variation between the 

studies the results were still of the same order. This demonstrated that the PLA that 

was used to print the designed angular platforms provided a similar testing bed to its 

metallic counterpart, as backed up by the quality of the print and CT data discussed in 

section (4.1.2).  Modulus values are excluded here due to possible bias introduced 

with the definition of the shape factor over the curved platen surface thus structural 

stiffness was used as the comparison factor.    

AC in situ is under confined tension as a result of its attachment to the bone below, 

however, over two thirds of studies perform unconfined or confined compression with 

very few testing in situ [162]. It was deemed a requirement to enforce the position of 

the cartilage to be fixed during the DMA reducing the likelihood of errors due to sample 

movement, also simulated its in-vivo dynamic where they would be no lateral 

movement possible.  By extension of the work by Fell et al. [23] who identified the 

need to consider the whole osteochondral and the known restrictions that bone 

provides to the AC [171] the addition of a constraining technique was deemed 

appropriate. To attempt to replicate the in situ tension as perpendicular to the applied 

load, the compromise was to restore the cartilage to its original in situ length across 
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the base platen.  A future improvement to the work would be to measure the tension 

on each of the tissue samples to allow for consistency during sample preparation. 

AC morphology 

It should be noted that this study used bovine cartilage as a model for human cartilage. 

Human cartilage is known to be around 0.3-0.5 mm thicker that bovine cartilage [31], 

[169] but has been used as a recognised dynamic model for human cartilage with 

adjustment of around half the respective bovine values [31]. Another allowance that 

was made was the use of humeral tissue over tibial, however, the thickness differential 

between the joints has been shown to be minimal with Seedhom et al. [172] classifying 

tibial cartilage thickness where it is under direct load at ~2.6 mm and Carlson et al. 

[173] demonstrated humeral AC thickness to be ~1.8 mm. 

There is a lot of previous evidence on the subchondral bones effect on AC properties 

[23], [66], [155] and how these AC properties effect joint congruency[172]. Thus having 

additional control over the platen that cartilage is tested upon allows further mimicry 

of physiological condition. If the material properties of the base platen allow, being able 

to test just cartilage samples on a bone representative AM platen would reduce the 

need for complete tissue sample. This would make it easier to obtain this type of 

experimental data due to late of tissue availability in the field. Adjusting the print 

specifications of the compression components could allow the cartilage to be tested 

upon a material that is similar to subchondral bone in its material response. Allowing, 

cartilage to be tested independently, but still with physiological relevance. This could 

also be extended to the field of customised medical implants where 3D printing has 

already seen use [174], [175] by matching the substrates mechanical properties to 

those known in literature, an idea that will be touched on in chapter 5. 
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Mechanical response of bovine AC 

The difference reported in storage stiffness of the AC for the 30° steep to the 0° platen 

can be explained through the change in the orientation of the collagen fibres that are 

being compressed.  As reported by Northeast et al [56] the off-axis stiffness 𝑘𝑎
′  can be 

modelled by Eq. 4.3: 

𝑘𝑎
′ =  𝑘′ ∙ 𝑐𝑜𝑠2 𝜃 

 

(4.3) 

Where 𝜃 is the orientation change and 𝑘′ is the stiffness of the tissue under original 

conditions. With our orientation of a 30° angle the expected alteration would be 0.75 

and when applied to our experimental results of 1118.5 N/mm an expected value of 𝑘𝑎
′  

would be 838.5 N/mm which is close to the reported value of 935.7 N/mm seen in our 

results, a 17% difference. This supports not only the case that the angle upon which 

the load is applied affects the ability of the tissue’s response to the load. This is 

supported by the increase of thickness of AC on the tibial spine reported by Cohen et 

al. [118], which in turn has been shown to increase the storage stiffness of the tissue.   

The change of a 17% increase seen from 0° to 7° shallow platen in storage stiffness 

is harder to explain. This again, may be a result of collagen fibre orientation within the 

tissue.  It is well reported in the literature that cartilage orientation is perpendicular to 

the load at the surface layer and as you progress deeper there is a transitional layer 

[49], [176] where the orientation changed relative to depth to eventually become 

parallel to the load. As such, it could be the case that the slight angle orientation is 

allowing some of this transitional layer to change into a perpendicular orientation, 

allowing for an increase in the stiffness of the tissue.   

The loss stiffness of our tissue is seen to follow a different trend to previously reported 

studies, fitting to an exponential curve rather than logarithmic. Using the bovine-human 
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adjustment previously calculated the loss stiffness values that were obtained were 

~108 N/mm. When this is compared with the previous results obtained in other human 

tissue studies, 218 N/mm [18] and 106 N/mm [30]  our values are seen to be within a 

reasonable range of results in literature. It was seen that the loss stiffness increased 

with frequency for all contoured testing platens (0°: 118.56 - 428.72, 7°: 147.32 - 

528.29, 30°: 139.16 - 428.48 as frequency changed from 1- 90 Hz) but differed in its 

ability to dissipate energy based upon the angle of testing. The difference seen 

between the 0° or 7° shallow angle (A = 0.017 and A = 0.016 respectively) and 30° 

steep platen (A = 0.014) reported in the ANOVA (p < 0.001) highlighted a difference in 

behaviour of AC when on steeper contoured surface. This demonstrates that the 30° 

contour that is representative of the tibial spine alters the dissipation of energy, which 

helps to explain the characteristic increase in the thickness of AC on more angled 

surfaces [23], [67].   

When analysis the hysteresis loops energy dissipation was also shown to vary as the 

contour increased with the 30° contour dissipating 0.077 J, 175% compared to 0° flat 

(0.042 mJ) and 7° shallow platens (0.041 mJ).  This suggested that when AC is under 

angled load, such as in the tibial spine, its ability to dissipate energy is greater than at 

a shallower contour. Both 0° and shallow experiments recorded a larger increase in 

loss stiffness from the baseline at 1 Hz than the 30° steep angle, as seen by parameter 

B of equation 5.  It could be argued that this is due to the misalignment of the deeper 

collagen fibres within the tissue and their reduced ability to dissipate energy [56].  
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Limitations and future work 

In this study the location where the cartilage strips were harvested from was not the 

area that was being intended to be mimicked, i.e.  the tibial spine.  This was due to the 

inability to get a large enough strip from the specified locations and the availability of 

donor tissue.  As the thickness of AC is in a consistent range of 1.66 to 2.91 mm 

consistent across the human tibial plateaus [118] an assumption that the strips taken 

from the bovine humeral heads would be an accurate substitute was made [177] with 

aforementioned appropriate adjustments made.   

The printed components that were used for this study introduced a new material 

construct that has to be accounted for.  PLA as a full thickness sample, has a storage 

modulus of approximately 10,000 MPa at room temperature [57] compared to AC 

reported modulus of 34.4 MPa [18].  However, PLA can be printed as a customisable 

lattice structure which has been shown to provide varying mechanical properties [178], 

[179] that could be utilised to mimic the tissue transition from to cartilage to bone in 

our base platens.  The porosity of the platens that are seen in Figure 4-3 and the 

additional compliance that it could introduce was identified as a possible limitation.  

However, the preliminary work and results in Section 4.2.2 demonstrated that this 

should not be of concern.  This provides us confidence in the analysis of the results 

and that the deformation being measured is that of the AC.  However, as previously 

stated, to provide 100% clarity in a repetition of this study the components could be 

altered to be printed at 100% infill.   

The experimental work performed in this chapter identifies the possibility that the 

simulations in Chapter 3 should also be performed on a similar range of 

representative angles in future iterations of the study.   
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4.5. Conclusions 

This study has demonstrated that there is a significant difference in the dynamic 

response of bovine AC when loaded on differently contoured base platens with the 

angle of contour as an independent variable.   A small angle of 7° resulted in an 

increase of 16% in storage stiffness and for loss stiffness; 29.2% increase of variable 

A and 15.6% increase of parameter B of the regression equation 5.  Whilst an angle 

of 30° caused a decrease in storage stiffness of 19.5% and a shallower gradient of the 

incline trend in loss stiffness versus frequency.  The frequency dependent nature of 

AC was conserved under the different testing conditions with the only trend changes 

being in the 0° flat platen in storage stiffness and in 30° steep angle loss stiffness 

result.  It was also shown that the AC’s ability to dissipate energy changes with regards 

to contour and that tissue structures such as the tibial spine where  the contour is 

larger may have a greater ability to dissipate energy. From these results the 

importance of replicating physiological testing conditions highlighted not only in the 

loading frequencies but in the testing platen angle.    

Being able to create a physiologically relevant testing platen could see use in future 

experiments mimicking the in situ loading conditions of AC. Overall, this work has 

demonstrated the need to evaluate the current methodologies of mechanically testing 

AC and in particular when mimicking the in situ joint contours that have been shown 

to alter the mechanical properties of AC. Having now developed a joint scale test using 

AM, the next chapter will focus on developing test samples which exploit AM to 

develop structured osteochondral cores, can the hierarchical AC on bone structure 

and mechanics be mimicked? 
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Chapter 5. Feasibility Assessment of an AM osteochondral core 

replacement unit – Bovine tissue comparison. 

5.1. Introduction 

Additive manufacture (AM) can be a useful tool to mimic biological conditions and 

has potential to be further integrated into the mechanical evaluation of tissues. This 

has been explored on a macro scale in Chapter 3.  Within that study the focus was 

on the geometrical design of the printed components, but mimicking full scale 

anatomy is only one of the parameters that AM can allow to be investigate. AM has 

already been utilised in a number of research studies on joints, more specifically as a 

substitute for implants[174], [175], and other tissue engineering products such as 

functionalised hydrogel bioinks[106].  This current chapter, instead, focuses on the 

feasibility of utilising AM in synovial joint replacement surgeries by designing a 

construct that can mechanically mimic the response of bone and cartilage under 

physiological loads.   

The design of AM unit cells can be exploited to provide porous networks, adjustable 

surface contours and anisotropic or isotropic mechanical response properties [179], 

[180]. These physical properties are key to the inclusion of AM into the medical field, 

with each providing different research fields an opportunity for utilisation of the 

technology.  Pores within the unit cells are defined through both the geometry of the 

shapes used as well as the infill percentage that controls how densely the unit cell is 

repeated within a given space.  

Two techniques useful to evaluate any AM constructs are Micro-CT and DMA.  

Micro-CT has been previously used on AM components [181], [182] and tissues 

samples [183], [184] to provide non-destructive numerical and visual analysis of 
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specimens. The high resolution that Micro-CT provides of 5–150 μm [185] enables 

the interior of the sample to be imaged. Given the printed resolution between 10 - 

250 μm [186], it will provide the ability to evaluate the quality of the structures within 

a relative range of dimensions. The output of the micro-CT analysis will provide not 

only three-dimensional visualisation of the samples, but also values that quantify the 

porosity and trabeculae dimensions of the bone internal structure and unit cells of 

the AM parts. DMA will provide values of storage and loss stiffness to evaluation the 

energy storage and dissipation respectively of all AM and tissue samples.  This will 

be the same as performed in chapter 4 (section 4.2.3) and will provide a similar data 

set to the one that is utilised with chapter 3 (section 3.1.2).   

The first section of this chapter will be focused on evaluating how the internal 

structures of the osteochondral core change having been loaded by a physiologically 

relevant load.  This will provide valuable insight into how the internal components 

react to load and whether any lasting effects are present within the structure.  It has 

previously been demonstrated that cartilage has the ability to adapt its properties to 

its loading situation [30], [117], [187] but less work has been done looking at how the 

bone in the epiphysis changes and whether permanent changes can occur.  Bone 

has been shown to adapt and remodel [188], [189] in long bone evaluations, 

however, extending this work to the epiphysis will provide valuable insight into future 

structural components and material property requirements of implant designs.  The 

effect of DMA with physiologically relevant loads on tissue microscale geometry is a 

subject that is yet to be explored.  

The second section of this study aimed to assess the feasibility of producing an AM 

component that is mechanically and geometrically similar to bovine osteochondral 

core tissue samples. This is approached via a progressive analysis of different AM 
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unit cell designs through rapid prototyping. The focus of the parameters to control in 

this feasibly study is the orientation of print, the resolution of the print, the infill 

percentage, and the outer shell diameter. These would all also alter the mechanical 

properties of the design and have been shown to be effectively optimised before 

using mechanical response as a decision making tool [190].  The shell is a required 

component of the design but is not comparable in structure to the tissue samples, 

thus the focus is on matching the internal structures.  Due to the shell providing a lot 

of the mechanical stiffness we will test to see if there are differences seen in the 

storage and loss moduli by altering the internal structures of the units.  DMA and 

Micro-CT imaging are to be used for analysis of the storage/loss stiffness and 

porosity/trabeculae data, respectively.  Finally, the feasibility of producing a construct 

mimicking the tissue cores’ hierarchy will be evaluated.  Osteochondral cores will be 

initially tested to gain DMA and Micro-CT for initial validation of proof-of-concept. 
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5.2. DMA and Micro-CT Analysis of the Osteochondral Unit 

5.2.1. Experimental overview 

This section presents two experimentation techniques, DMA (Section 5.2.3) and 

Micro-CT (5.2.4) to investigate the interior geometrical structure of AC and whether 

loading of the tissue affects this microstructure.  This will provide valuable insight into 

the design parameters that need to be taken forward into the AM work in section 5.3. 

The experiment will be laid out as follows to gather the expected data output: 

1. Specimen preparation and dissection (Section 5.2.2) 

2. Micro-CT imaging of all samples to obtain a set of images and numerical data 

points based on the geometry of the samples. This will include statistics on: 

Porosity (Open and Closed), trabecular thickness and trabecular separation. 

3. DMA will be performed using physiologically representative loads upon each 

sample once to gain mechanical response data.  This will be used to compare 

AM constructs in section 5.3. All samples will be checked for damage post 

testing to confirm viability is intact and no visual changes have occurred. 

4. Micro-CT imaging of all the samples a second time to gain the same set of 

data points but this time post DMA loading.  

5. Comparative analysis of pre and post DMA loading Micro-CT image data sets 

as well as statistical analysis.   
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5.2.2. Dissection and Specimen Preparation  

Bovine humeral heads (Figure 5-1A) taken from 18 month-old livestock, that was 

otherwise destined for the food chain, were selected as the joint utilised in this study 

to gain cartilage on bone tissues.  The tissue was obtained through a local supplier 

(R Brown Butchers, Harborne, UK) and on delivery to the lab was frozen at -40° until 

it was to be used.  This joint choice provided a large flat surface from which samples 

could be harvested and has been to be comparable to human tissue in its 

mechanical response to physiological load [169].  

Figure 5-1: Articular Cartilage samples. A) Bovine humeral head as 
retrieved by suppliers, B) Cap of ball joint removed using hacksaw, C) 
Sectioning of unit of osteochondral core clamped and being prepared 

for drilling via use of a vertically positioned pillar drill with a borer 
attachment, D) post coring with circular unit removed from the tissue. 

A B

DC
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The cap of the joint samples was removed using a hacksaw (Figure 5-1B), with the 

joint clamped in a table-top vice but with the surfaces cushioned using disposable 

cloth. A total of 6 osteochondral units were taken from the joint cap and placed within 

airtight vials to ensure there was minimal moisture loss.  They were then placed in a 

refrigerator at 4° and removed 3 hours prior to either DMA or micro-CT scanning and 

returned back to the same storage post experimentation.  

Cubic units of dimensions approximately 15 mm × 15 mm × 10 mm were cut from 

the joint caps using a hand-held hacksaw. These were held in a vice and mounted 

under a vertical pillar drill that had a diamond-coated drill bit attachment (Figure 

5-1C).  A cylindrical sample was then drilled using this ‘coring’ method. The sample 

consisted of articular cartilage and subchondral bone (Figure 5-1D). These samples 

were 8 mm in diameter and approximately 10 mm in height.  This ensured the same 

sample size for each tested unit and the removal of exterior tissue damaged as a 

result of the hand sawing.  Each sample was contained within an airtight vial to 

ensure no movement could occur during future imaging (Section 5.2.5.2).   Sample 5 

became damaged due to slippage during the boring process and thus was excluded 

from the rest of the study. 

 

5.2.3. Dynamic Mechanical Analysis (DMA) of Osteochondral Cores 

DMA was performed with the same conditions as previously defined in section 4.2.3 

and used in the study by Mountcastle et al. [18] when analysing human 

osteochondral cores. Full details, including calculations of storage and loss moduli, 

are provided in section 2.3. In brief, DMA was conducted using a Bose ElectroForce 
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3200 material’s testing machine controlled using WinTest 4.1 software (Bose 

ElectroForce Group, New Castle, Delaware, USA, now TA Instruments).   

The test involved applying a sinusoidal compressive load between 37.7 - 85.5 N, 

following a preload of 4 N. This load range induced a stress of between 0.75 -1.7 

MPa. This stress range has been estimated as mimicking the stress induced on the 

tibial-femoral joint during walking [146]. A frequency sweep was used to apply the 

sinusoidal loading, which was 1, 8, 10, 12, 30, 50, 70, and 90 Hz, this is the same 

test set up as in section 4.2.3.  A single test was performed on each sample, over 

this short time dehydration is not expected to occur [29],  subsequently, they were 

returned to the same airtight vial ready for micro-CT analysis. 

   

5.2.4. Micro-CT Scanning and Reconstruction of the Osteochondral Unit 

Micro-CT was performed on samples using a Skyscan 1172 scanner (Bruker Micro-

CT, Belgium). Each sample was scanned individually using a low X-ray attenuation 

tube after being fixed in place to ensure no movements occurred during the scan. 

The same settings were kept as constants for all samples and were set as follows. A 

180° scan was performed with 67 Kv maximum X-ray energy and 8 W beam power, 

using no filter and a pixel size of 9.01 μm. Reconstruction of the CT data was 

performed with NRecon (V1.6.10.2,Bruker Micro-CT, Belgium) using a beam 

hardening correction of 71%, a ring artefact correction of 3.0, and a smoothing value 

of 2.0. Three-dimensional reconstruction of one of the samples is shown in Figure 

5-2A with an individual slice of said sample displayed in Figure 5-2B.    
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Three-dimensional analysis of the reconstructed images was performed using CTan 

(V1.16.4.1+, Bruker Micro-CT, Belgium). To limit the effect of ‘swarf’ on the results, a 

circular region of interest was used for all samples that was 165 × 165 pixels or 4.46 

mm × 4.46 mm with the number of image slices being 125, 150 or 175. A comparison 

of an original image slice to a Region of Interest (ROI) restricted image slice is seen 

in Figure 5-2B and in Figure 5-2D, respectively. A 3D reconstruction of the limited 

ROI and slices is shown in Figure 5-2C. The settings to perform the imaging were 

A B 

D C 

Figure 5-2: Sample micro-CT reconstruction. A) 3D reconstruction of a complete 
osteochondral core.  B) Cross-section of a slice of the core demonstrating the swarf 

that is present in the sample after coring.  C) 3D visualisation of the chosen ROI 
within the core sample.  D) Cross section after ROI has been applied to only analyse 

true tissue parameters. 
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determined using a trial and error approach, with the goal of maximising the clarity of 

the internal structures of the sample. 

Images were analysed using morphological tools, applied to each sample in a 

specific order. Firstly, the image stack was reduced to a binary representation using 

a threshold, this was set at a lower grey threshold of 72 and higher grey threshold of 

255. The despeckle operation was then applied on groups of black pixels of size 50 

or below to reduce the noise in the image. A 3D analysis was then performed to 

gather the open and closed porosity values, trabecular thickness, thickness 

distribution, separation, and separation distribution. An example set of images was 

saved at each stage of the process and are displayed in Figure 5-3. This process 

was then extended to the complete data set for visual analysis. Trabecular thickness 

related to the mean thickness of the trabeculae or the solid components of the 

tissue, and trabecular separation measuring the mean gap of the pores in the joint, 

could be visualised with regards to an image of the data set (Figure 5-4). The same 

set of analytics was performed pre- and post-DMA testing to allow for comparison of 

how the load affected the tissue.   

A D C B 

Figure 5-3: Image slice as it progresses through the analysis as follows: A) Greyscale CT 
image, B) Threshold applied image slice, C) Despeckled image in the 3D domain slice, D) 

Open porosity image slice. 
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The methodology demonstrated in Figure 5-4 represents the automated process that 

CTan (V1.16.4.1+, Bruker Micro-CT, Belgium) goes through to provide the 

measurements of trabecular thickness and separation.  There is no user interaction 

with how it calculates these values bar the original definition of the ROI, further 

information can be found in Mys et al [191]. 

5.2.5. Data analysis - statistical tests 

Two types of statistical tests were performed on the results data in section 5.2.5.  For 

values of open and closed porosity and mean trabeculae thickness and separation, 

paired t-tests were used to evaluate the variation between pre and post tissue 

characteristics.  In order to compare the trabeculae thickness and separation 

distributions, Q-Q plots were used to compare the values present in each of the 

quantiles for the two distributions. 

 

Trabecular thickness 

Trabecular separation 

Figure 5-4: Visual representation of trabecular thickness and 
separation with regards to the image data set that is used 

within this study. 
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5.2.6. Results 

5.2.6.1. DMA Outputs of Osteochondral Cores: 

Of the 6 samples obtained, five were suitable for testing (see section 5.2.3). All 

samples were tested utilising the same metal platens for full compression, with 

results for storage and loss moduli shown in Figure 5-5.    

Storage Modulus 

The mean value for storage modulus, E’ was 252 ± 9.32 MPa.  An empirical, 

logarithmic relationship was observed for E’ with respect to frequency. There was an 

increase of storage modulus with respect to a frequency increase of 11.6% between 

1 Hz and 90 Hz (Figure 5-5A).   

 

Loss Modulus  

Loss modulus was also identified to be frequency dependent with respect to E’’, 

Figure 5-5B.  As E’’ increased, the observed loss modulus also increased with an 

exponential trend. It was also observed that there was more variation between 
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Figure 5-5: Storage (A) and Loss (B) moduli for osteochondral cores plotted against 
frequency from 1 to 90 Hz (mean ± 95% confidence interval, (N = 5) with natural logarithmic 
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samples as the frequency was increased to 90 Hz. The mean value for loss modulus 

was 52.6 ± 27.8 MPa, a large deviation being the results of the trend noted above.  

 

5.2.6.2. Micro CT analysis of pre and post DMA 

Segments of 125, 150 and 175 image slices were all tested. This enabled the 

avoidance of vertical bias within core by performing analysis on whether there was 

variability in the tissue based on different height segments of the overall core that 

was extracted from the tissue. The segmented sections were separately run through 

the analytical script in CTan which produced values for open and closed porosity as 

well as trabecular thickness and separation for every image slice selection.  

Figure 5-6: 3D reconstruction of the osteochondral unit, pictured is sample 1.  In both 
pictures the blue portions are the trabeculae and red is the pores than run through the tissue. 

A B 
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The reconstructed images were visualised in CTVol to demonstrate the porosity 

throughout the layers in the tissue samples (Figure 5-6). The Blue segments of 

Figure 5-6 highlight the trabecular bone that is present in the samples and show the 

distribution of thickness throughout the height of the sample.  We can see from this 

image that the bone  becomes thicker and less porous towards the upper edge of the 

core where it was in contact with the cartilage.  The red portions of Figure 5-6A and 

highlights in Figure 5-6B demonstrate the 3D aspect of the porosity of the bone 

tissue, displaying a network of vestibules in both the 2D and 3D visualisation.   

Figure 5-7 enables the differences between sample 2 and sample 3 for pre and post 

DMA testing to be visualised. The thresholding of the images shows what information 

is lost due to the requirement of performing the same reconstruction on every 

sample.  For instance, in sample 2 post DMA in the grayscale image (Figure 5-7 1st 

row 3rd column) there are clear sections of bone that are of different colour to the 

porous portions.  However, they are then excluded in the binarised image of the 

same sample (Figure 5-7 2nd row 3rd column).   
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Sample 2 Sample 3 Sample 2 Sample 3 

Grayscale Bone CT 

Binarised Bone  

Image 

Binarised Open  

Porosity 

Total Porosity / % 53.79 41.21 51.04 40.32 

Open Porosity / % 53.78 40.49 51.02 40.28 

Closed Porosity / % 0.01 0.72 0.02 0.04 

Before DMA After DMA 

Figure 5-7: Micro CT grey scale, binarised and open porosity slice images of sample 2 and 3 pre and post DMA 
testing.  Values of open and closed porosity for each sample pre and post DMA also included. 

 



 
120 

 

Pre-DMA Results 

Table 5.1: Micro-CT measurements taken before DMA with mean of 125, 150 and 175 image 
slices analysis results for each of the osteochondral cores.  Included is the mean across all 

the samples for the baseline comparison. 
 

Sample 1 Sample 2 Sample 3 Sample 4 Sample 6 Mean / 
95% CI 
across 

samples 

Mean 95% 
CI 

Mean 95% 
CI 

Mean 95% 
CI 

Mean 95% 
CI 

Mean 95% 
CI 

Open 
Porosity % 

57.98 
0.0
4 

53.78 
0.3
8 

40.49 
0.6
7 

58.3 
0.2
0 

49.2 0.41 
51.9

6 
6.6
2 

Closed 
Porosity % 

0.00 
0.0
0 

0.01 
0.0
0 

0.72 
0.1
0 

0.00 
0.0
0 

0.02 0.00 0.15 
0.2
8 

Trabecular 
Thickness / 

µm 

239.6
6 

0.2
7 

246.9
7 

2.9
8 

332.1
7 

9.7
4 

205.0
4 

2.1
6 

267.25 0.81 258.
22 

42.
07 

Trabecular 
Separation / 

µm 

446.8
7 

1.3
5 

421.7
1 

1.8
9 

396.2
8 

4.6
0 

389.5
2 

3.5
2 

389.52 3.25 408.
78 

22.
43 

 

All values for pre-DMA testing are displayed in Table 5.1. Individually comparing the 

samples’ mean values across the slice choices, there was minimal variation across 

both porosity variants (Open at 6.62%, Closed 0.28%). The maximum variation when 

dependent on number of images analysed was in sample 3’s open porosity at a 

standard deviation of 0.67%. Trabecular thickness and separation also showed very 

little variation with the maximal 95% confidence interval being 0.36 µm for thickness, 

a 2.9% variation and 0.17 µm for separation, a 1.1% variation.   

Pre-DMA there was negligible closed porosity (median of 0.01% ± 0.01 and mean of 

0.15% ± 0.28) with one outlier in sample 3 skewing the results. Open porosity, 

however, produced a mean value of 51.96% ± 6.62.  This is visualised in Figure 5-7 

column 1 and 2.  Trabecular thickness was measured at 9.55 ± 1.55 µm and 

separation measured at 15.13 ± 0.81 µm. 
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Post-DMA Results 

Table 5.2: Micro-CT measurements taken post DMA with mean of 125, 150 and 175 image 
slices analysis results for each of the osteochondral cores.  Included is the mean across all 
the samples for the baseline comparison. 

 
Sample 1 Sample 2 Sample 3 Sample 4 Sample 6 Mean / 

STD across 
samples 

Mean 95% 
CI 

Mean 95% 
CI 

Mean 95% 
CI 

Mean 95% 
CI 

Mean 95% 
CI 

Open 
Porosity % 

50.15 
0.1
1 

51.02 
0.3
4 

40.28 0.21 51.65 0.10 51.23 0.50 
48.8

7 
4.3
2 

Closed 
Porosity % 

0.01 
0.0
0 

0.02 
0.0
0 

0.04 0.00 0.01 0.00 0.04 0.01 0.02 
0.0
1 

Trabecular 
Thickness / 

µm 

261.5
7 

1.6
2 

262.3
9 

5.6
8 

331.3
6 

0.54 238.3
1 

2.71 245.8
8 

2.16 267.
90 

33.
04 

Trabecular 
Separation 

/ µm 

383.0
3 

1.6
2 

413.8
7 

3.2
5 

373.5
6 

0.27 370.0
4 

4.06 357.8
7 

1.08 379.
67 

18.
90 

 

All Micro-CT data for post-DMA testing are displayed in Table 5.2.  The mean open 

porosity of the tissue measured at 48.87 ± 4.32%, a 4.6% decrease compared to 

pre-DMA output. The values for closed porosity were low across all samples 

(maximum values of 0.04 ± 0.01%). Open porosity also had a maximal 95% 

confidence interval of 0.50, 1% of the mean value. These results along with those 

taken before the DMA study show there is negligible variation in the extracted 

parameters depending on the image slice choices during the micro-CT 

reconstruction process. 

Post DMA open porosity was reported at 48.87 ± 4.32% a 3% decrease to that 

recorded pre-DMA. However, no significant difference was found (p > 0.05) when a 

paired t-test was performed. Closed porosity was measured as negligible and thus 

changed between pre and post DMA. No significant difference (p > 0.05) was 

measured in the trabecular thickness with a mean value of 258.22 ± 42.07 µm for 

pre-DMA data, as compared to 279.90 ± 33.04 µm for post-DMA data.  For 

trabecular separation no significant difference (p > 0.05) was measured also 
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reported with a mean value of 408.78 ± 22.43 µm for pre-DMA data, as compared to 

379.67 ± 18.90 µm for post-DMA data. 

 

Trabecular thickness and separation distributions 

Due to the 95% CI of each of the individual sample measurements being less than 

1% of the total value when comparing between analysis of 120, 150 and 175 slices, 

we can say with confidence that testing over any range of the total image is suitable. 

Therefore the distribution measurements were analysed only over the largest data 

set of 175 images.  Trabecular thickness distribution tracks the variability of the 

trabeculae width throughout the three-dimensional sample reconstruction (Figure 

5-8A). Pre DMA the distribution peaked at a value of 243.4 µm and post DMA 

peaked at 270.5 µm. A statistically non-significant change (p > 0.05) but visually 

present was that post DMA the distribution had shifted to higher values as confirmed 

by the associated mean value; however, the shape of the normal distribution was 

consistent between the two data sets.     

Trabecular separation distribution tracks the variability of the width of the pores that 

run through the layers of the 3D sample reconstruction (Figure 5-8B). Trabecular 

separation did not have the same idealised normal distribution that was seen in the 

thickness. Pre DMA the distribution peaked at 432.8 µm and post DMA at 378.7 µm. 

This mirrors the trabeculae thickness changes and suggests that part of the 

compression of the pores in conserved after DMA resulting in a smaller separation 

distribution, however it was also deemed statistically non-significant (p > 0.05).  It is 
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worth noting that the 95% CI are large for both data sets at the peak portions of the 

distributions.    

A 

B 

Figure 5-8 Distribution of A) trabecular thickness and B) Trabecular separation across all 
samples on reconstructed 3D image stack of 175 slices.  Both pre and post DMA results 

included with mean values ± standard deviation . 
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5.2.7. Key findings 

A brief overview of the key points at the current stage of the chapter are provided 

here, with a more in-depth discussion being available in section 5.4. From the work 

done here it has been established that the osteochondral core is approximately a 

50% porous structure (51.96% pre-DMA / 48.87% post-DMA) with a high focus on 

open porosity, this matches with previous studies results [192]. There was no 

significant difference (p > 0.05) in the comparison of pre and post DMA Micro-CT 

data for any of the parameters that were measured. However, when the trabecular 

thickness / separation distributions were plotted in Figure 5-8, indications of changes 

in the trabecular properties were seen with the distributions shifting right and left, 

respectively.  This could indicate that there is some lasting effect on the tissue as 

results of the loading that was causing the pore size to shrink.   Two key limitations 

were identified as a results of the tissue testing procedures.  Firstly, cartilage itself is 

a curved surface, thus getting a complete contact coverage with the compression 

plated was tricky to accomplish, this could mean as a results the load was not 

applied completely even across the tissue samples although this is currently 

unmeasurable with the set-up as it is designed.  Secondly, due to the requirement to 

remount the tissue samples post DMA it was impossible to obtain the equivalent slice 

for direct comparison, however, characteristics can still be observed and compared.  

The first limitation was mitigated during the dissection process by making the base of 

the sample parallel to the top surface. The second limitation had little effect as seen 

in Figure 5-7 there are no visual changes in the samples with the porous network 

into the trabecular bone being preserved.  No obvious tissue cracks or damage were 

identified through when analysing the 3D reconstructions of the samples.   
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5.3. Feasibility study into the AM of osteochondral cores 

5.3.1. Introduction 

This section focuses on evaluating how varying AM parameters alter the mechanical 

and interior structure of CAD components with the final goal of this section being to 

create a hybrid osteochondral plug construct. The parameters that were focused on 

are: Unit cell design, interior infill percentage and exterior shell thickness as these 

were established to be variables that are important to print characteristics in section 

2.5.  These variables were tested through three stages of prototyping with the 

following guidelines: 

• Firstly, to limit the number of unit cells that would be printed and tested 

mechanically an initial evaluation was done of the available options provided 

within the PrusaSlicer software (Prusa Research a.s., Czech Republic).  

• Secondly the chosen unit cells will be evaluated against three variations of 

infill percentage (10%, 25% and 50%).  This will show variations in the ability 

of the unit cells to handle load with small or large representation within the 

shell. 

• Thirdly, the shell thickness will be introduced as a third parameter and will be 

evaluated against both the chosen unit cells and infill percentages. 

Performing the prototyping in stages allows individual parameters to be analysed for 

their efficacy to the overall main design problem.  The printer that was used for this 

study was the original Prusa I3 Mk3 (Prusa Research a.s., Czech Republic) with a 

0.15 mm nozzle head and standard Prusa PLA prusament filament Mk3 (Prusa 

Research a.s., Czech Republic), with an example print shown in Figure 5-9. One 
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target of this was to establish whether the printer was able to print a part of sufficient 

quality when combining the different infills. 

To provide a geometrically comparable set of data points to the tissue data that had 

been obtained, it was decided to create all of our CAD models to mimic the bored 

osteochondral core dimensions from section 5.2.2, with a diameter and height of 15 

mm.  To allow for fixation to the load cell of the DMA machine, a bore hole would also 

be included in the center of one of the ends of the cylinder.      

  

Figure 5-9: Example print process of the Prusa printers producing the 
second iteration of prototypes described later in section 4.2.2. 
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5.3.2. Methods 

The AM constructs have been evaluated in two main forms.  Firstly through DMA 

matching the experimental setup as described in section 5.2.3 for the tissue cores.  

This approach allows the direct comparison between the results obtained.  The key 

values are an induced stress of 0.75 to 1.7 MPa applied using a sinusoidal frequency 

sweep of: 1, 8, 10, 12, 30, 50, 70, and 90 Hz [146] with an additional two preload 

conditions of 25 Hz for 1500 cycles and 50 Hz for 3000 cycles (for further details see 

section 2.3, 4.2.3 and 5.2.3). 

The second method of evaluation will be through Micro-CT similar to that performed 

on the tissue cores (section 5.2.5.2) but with altered specifications. This is due to 

difference in in the required imaging parameters to get clear visuals of the polymer 

material. Due to a different material being scanned the setting has to be adjusted 

appropriately to get the desired coverage and quality of image. A 180° scan was 

performed with 67 Kv maximum X-ray energy and 8 W beam power, using no filter, 

pixel size of 27.05 μm and 700 ms exposure.  Reconstruction of the micro-CT data 

was performed with NRecon V1.6.10.2 (Bruker Micro-CT, Belgium) using a beam 

hardening correction of 94%, a ring artefact correction of 80, and smoothing value of 

2.0. Two-dimensional slices of sample 10, 11 and 12 are shown as both CAD images 

and as a reconstructed image segment in Figure 5-10. 

The reconstructed 3D images of the printed prototypes were analysed using CTan 

V1.16.4.1+ (Bruker Micro-CT, Belgium) and singular slices are shown in Figure 5-10 

row 1.  As there was no concern about swarf due to no exterior damage occurring 

compared to the tissue samples, the entirety of each unit was able to be contained 

within the ROI.  The region of interest was defined to start above the base layer and 
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below the top layer to avoid any artefacts due to the fixation to the testing platform.  

The ROI that was used for all samples was 597 × 597 pixels or 16.19 mm × 16.19 

mm, with the number of image slices observed 420 slices.   The difference of 15 mm 

diameter of the prototypes to the 16.19 mm ROI is to allow for vertical variation in the 

samples, as it could not be guaranteed that each sample was placed exactly 

perpendicular to the base platen. 

Figure 5-10:  Singular slice of a gyroidal unit cell at infill 
percentages of 50, 25 and 10 from top to bottom and in Prusa slicer 

CAD (Left) and reconstructed image (Right). 
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Morphological evaluation 

Consistent with the tissue analysis carried out in section 5.2.4 a number of 

morphological tools were applied to each sample in a specific order to enhance and 

obtain data points from the samples.  The following steps were applied to each data 

set individually but with the same values: 

• Thresholding was performed with a lower grey threshold of 54 and 

higher grey threshold of 255.  This reduced every slice to a binary 

representation (Figure 5-10 row 2).   

• Despeckle completed on black speckles within the 2D space removing 

any of a size 20 pixels or smaller. 

• Despeckle completed on white speckles within the 2D space removing 

any of a size 80 pixels or smaller. 

• 3D model computed using double-time cubes algorithm applying only 

to defined ROI. Alongside this a 3D analysis was computed.   

• Despeckle function to remove broken pores in the 3D space. 

• Invert the image in the ROI to highlight the closed porous structure in 

the images (Figure 5-10 row 4). 

• Bitwise operation where the ROI in the image is defined and the whole 

image minus the ROI.  The image is then reloaded with the new ROI. 

• It is then thresholded again with the original values of lower at 54 and 

upper at 255, and then inverted again. 

• The same two despeckle methods are run again as above on black 

objects at a 20-pixel size and on white at an 80-pixel size and the 

image is saved as open porosity (Figure 5-10 row 3). 
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The 3D analysis mentioned above was performed to gather the open and closed 

porosity percentages as well as: trabecular thickness, thickness distribution, 

separation, and separation distribution. An example set of images was saved at each 

stage of the process, a number of which are shown in Figure 5-10, allowing for visual 

analysis if it was required. For the printed components, trabecular thickness was in 

relation to the thickness of the interior infill pattern designs, and trabecular 

separation measured the mean spacing between the print lines when laying down 

the material.  To visually analyse the 3D components of the constructs the 

reconstructions can be reproduced in CTVox (Bruker Micro-CT, Belgium) as a 3D 

object.   

 

5.3.3. AM prototyping of tissue substitutes. 

The first parameter that needed to be established for the prototyping stage was the 

unit cells that would be evaluated. Initially, a set of key factors was established from 

section 5.2 that would be used as measures of unit cell suitability for the first set of 

prototypes. These Key characteristics of the AM prints are as follows: 

Material dynamic response: 

• Storage modulus E’ matching close to 252 ± 9.32 MPa.   

• loss modulus E’’ matching close to 52.6 ± 27.8 MPa. 

Geometric profiles: 

• Porosity and trabecular values similar to those reported in table 5.1 and 5.2. 

• Vertical and horizontal traversing pores 

• Anisotropic orientation of trabecular pillars with vertical load 
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• Internal geometric shape will provide most of the structural load so will be 

required to be of a strong design. 

• As it is common practicing to include a shell within 3D printing research one 

will be added here but it is not defined to mimic the biological tissue. 

 

5.3.3.1. Initial unit cell evaluation 

PrusaSlicer software (Prusa Research a.s., Czech Republic) was used to create 10 

options using the provided unit cell designs that is provided with the printer.  Custom 

unit cells designs are an option but are not being evaluated at this stage due to the 

preliminary point this study is at.  The chosen design will be printed and then tested 

with DMA to gauge their material response to certain loads. 

Table 5.3 describes the 4 infill design that were identified as possible contenders for 

the next stage of analysis and the characteristics that led to the choice. The unit cells 

that were chosen to progress were: gyroidal, triangular, honeycomb, and 3D 

honeycomb.   
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Table 5.3:  The 4 unit cells to be evaluated against required key characteristics. 

 

Triangles  
• Strong geometric shape being a triangle but bad 

interaction with edge of cylinder but only in the lateral 
domain. 

• Provides vertical anisotropic strength through 
consistent print orientation and repetition of the same 
design triangular shape. 

• Vertical but no horizontal pores present. 

 

Honeycomb 

• Hexagons provide a geometrically strong in horizontal 
and vertical orientation. 

• Vertical but no horizontal pores present 

• Vertical pillars are present as a result of the 
hexagonal design. 

• Double width shell thickness on interior design 
providing more structural support. 

 

3D Honeycomb 

• Same arguments as above image however with 
additional comments 

• Some horizontal pores are present when traversing 
the design. 

• Increased horizontal strength through the 3D aspect 
of the hexagonal design. 

• Pillar constructs are less obvious in the design. 

 

Gyroidal 
• Provides a flowing porous network that adaps well to 

the shape it is placed in. 

• Documented multi-directional loading capacities 

• Verticality is not linear however continuous segments 
are present from base to top providing the pillar 
structures. 
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5.3.3.2. Design and AM of first round prototype cylindrical cores 

The target of the initial run of printed concepts was to check for suitability of the 

chosen unit cells previously mentioned before any further testing progressed.  As this 

was meant as quick evaluation Micro-CT was not performed on this initial set of AM 

components.  An additional mentioned parameter was altered during this set of 

evaluations, being the infill percentage, and was set to be at 50%, 25% and 10% for 

all variations of unit cell.   

Table 5.4: Shorthand definitions of testing specimens for future results. 

    Unit cell design 

   Gyroidal Triangular Honeycomb 3D Honeycomb 

In
fi

ll 
%

 10 Gyroid10 Triang10 Honey10 3DHoney10 

25 Gyroid25 Triang25 Honey25 3DHoney25 

50 Gyroid50 Triang50 Honey50 3DHoney50 

 

To aid in ease of understanding, the following shorthand definitions of the unit cells 

have been used for the rest of the evaluation of this chapter: gyroidal infill as gyroid, 

triangular infill as triangle, honeycomb as honey, and 3D honeycomb as 3Dhoney.  

Percentages have also been attached to these as 50, 25 and 10 respectively, for 

clarity and reference these are displayer in Table 5.4. All unit cells and infill 

percentages were created as CAD models and sliced using PrusaSlicer and are 

shown in Figure 5-11. The spacings that are visible in the centre of the cylinders 

were included to allow attachment to the set-up for DMA testing (section 4.2.3).  
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5.3.3.3. DMA of first round prototypes 

To test each printed part’s feasibility in its ability to mimic the tissue core, DMA was 

performed on each unit as described in section 4.3.2.    

 

Storage Modulus  

The storage modulus results can be initially analysed through their mean value 

which is reported in Table 5.5 and the complete data being shown in Figure 5-12.  

The range of value obtained was from 38.31 MPa up to 60.80 MPa.  Under only one 

condition did the highest percentage of infill (50%) result in the highest storage 

modulus. This was in the case of the honeycomb unit cell.  

Figure 5-11: PrusaSlicer sliced cad models of the four chosen unit cells for initial iteration 
of prints.  From left to right represents the unit cell designs of: Gyroidal, Triangle, 

Honeycomb,3D Honeycomb.  From top to Bottom represents the infix percentages of 
50%, 25% and 10% for each of the unit cells above. 
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Table 5.5:  Mean ± STD for storage modulus values obtained from the initial prototypes.  
These are the same values displayed graphically in Figure 5.12. 

  Mean Storage Modulus across frequency / MPa 

Infill Gyroidal Triangular Honeycomb 3D 
Honeycomb 

50% 38.29 ± 
0.80 

38.05 ± 0.95 60.80 ± 
0.84 

48.94 ± 0.57 

25% 39.30 ± 
0.43 

47.47 ± 0.57 51.39 ± 
0.59 

57.59 ± 0.68 

10% 46.21 + 
0.40 

42.95 ± 0.48 55.16 ± 
0.50 

41.08 ± 0.53 
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Figure 5-12: Storage modulus outputs for the AM printed cylindrical unit with the four graphs 
representing: A) Gyroidal unit cell, B) Triangular unit cell, C) Honeycomb unit cell, and D) 3D 

Honeycomb unit cell.  Each graph contains the three results for 50%, 25% and 10% infill 
percentage as well. 
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The highest storage modulus values were for the honeycomb and 3D honeycomb 

unit cells at 60.80 and 57.59 MPa respectively, with the lowest being the 50 % infill of 

gyroidal and triangular with 38.29 and 38.05 respectively (Figure 5-13, Figure 5-14).  

Unexpected trends of storage modulus were seen in gyroidal and triangular where 

the 50% infill was the least stiff percentage tested which is an illogical outcome.   
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Figure 5-14: Mean storage modulus for each percentage infill 
comparing the produced prototype unit cells. 
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Figure 5-13: All storage modulus values from Figure 5-12 compared against 
each other.    All samples are shown to follow a logarithmic trend with 

regards to frequency over the range of 1 to 90 Hz. 
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Loss Modulus 

Table 5.6: Mean values for loss moduli of the AM samples with sample 4 excluded (SD: 
Standard Deviation). 

 

All the loss modulus values are reported in Figure 5-15 with all samples following a 

similar trend. E’’ is confirmed to be frequency dependent and increases at frequency 

does up to the tested value of 90 Hz. For all variations the initial loss moduli was 

consistent at 1 Hz at 0.76 ± 0.13 MPa and by 90 Hz once there was a visible spread 

the mean was still within a reasonable margin of error at 15.25 ± 2.54 MPa.  All 

values for the mean loss moduli are shown in Table 5.8.  Due to the similarity of the 

loss moduli across all samples this will not be part of the consideration for the next 

iteration of the study.  

 Frequency / Hz 

 1 8 10 12 30 50 70 90 

Loss 
Modulus 
Mean ± SD / 
MPa 

0.76 
± 
0.13 

1.84 ± 
0.27 

2.16 ± 
0.32 

2.51 + 
0.38 

5.47 ± 
0.86 

8.84 ± 
1.33 

12.03 ± 
1.92 

15.25 ± 
2.54 

Figure 5-15: Loss modulus outputs for the AM printed cylindrical units for all of the 
different designs: Gyroidal, Triangular, Honeycomb and 3D Honeycomb.  Sample are 

labelled numerically as defined in Table 4. 
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Table 5.7: Score allocation for print viability of initial prototyping 

    Gyroidal Triangular Honeycomb 3D Honeycomb 

In
fi

ll 
/ 

%
 

10 3 2 4 1 

25 1 2 3 4 

50 2 1 4 3 

Total Score 6 5 11 8 

 

Taking this into account and grading the unit cell design on their maximal values a 

simplistic score grading system was used to identify the weakest option at the 

current stage.  Each gained 3 scores, 1 for each infill percentage and then a total 

score calculated, these scores are displayed in Table 5.7.   

 

5.3.3.4. First round print viability analysis 

Analysis of unit cell designs demonstrated that the Honeycomb and 3D Honeycomb 

design were more effective at storing greater quantities of energy than the other 

options for unit cell design.  When inspecting the geometry, and how the unit cells 

‘performed’ during slicing (Figure 5-11), it was seen that some were more suitable 

than others. The honeycomb design had difficulty in matching the geometry of the 

cylinders resulting in many broken hexagons in both 3D and normal unit cells Figure 

5-16.  To a lesser extent triangles also had this issue, but this is arguably more 

A B 
Figure 5-16: A) Honey25 print with incomplete hexagons shown 
as part of the interior slice. B) Traing10 print where there are no 

complete triangles present. 
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important due to the strength of the triangular format coming from its completion.  

Noticeable different to the rest of the unit cells, the downwards trend of the triangular 

design is steeper and has a larger range of peak to trough in the obtained results 

(Figure 5-13).  It also reported either the second lowest or lowest output in all three 

of the infill percentages tested.   

The triangular unit cell was found to lead to internal triangles of the interior 

constructs which were interrupted by the cylindrical exterior shell and attachment 

point Figure 5-16.  This is especially visible in the 10% infill where there are no 

complete triangular components to provide the expected stiffness present as seen in 

Figure 5-11. For these reasons the triangular unit cell design was excluded from the 

second iteration of prototyping.  Although gyroidal performed poorly compared to the 

other two options as well, the most effective design performed within the same 

boundaries as the optimal honeycomb and 3D honeycomb results, thus gyroidal will 

still be included. The three progressing will be: Gyroidal, Honeycomb and 3D 

Honeycomb. 

Due to some of the unexpected trends that were highlighted within the results 

section, a hypothesis was made that the parts may not be printing with the expected 

and defined geometry.  For the second round, internal geometries of the printed 

components will be analysed through micro-CT scans.  Samples will be excluded 

from analysis if their print quality does not fall within expected boundaries.  This will 

hopefully produce more expected trends within the samples.   The resolution of the 

print was defined by the nozzle we had currently available being the 0.15 mm. It was 

decided that if print quality became a limiting factor of the build, then the nozzle 

resolution would be re-visited at a later date.  The infill percentage and outer shell 

diameter will be two of the main parameters that are varied during this study.   
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5.3.3.5. Design and AM of second round prototype cylindrical cores 

The unit cells that were progressed to the second round were gyroidal, honeycomb, 

and 3D honeycomb. In this iteration the following parameters will be varied alongside 

these unit cells in the prints: Infill, and outer shell thickness.  The variations in infill 

will stay the same at 10, 25 and 50% respectively and the exterior shell will be 

altered from 0.8 mm to either a value of 2.6 mm (6 layers for the circumference) or 

1.7 mm (4 layers) providing data on 2 equally spaced shell thicknesses (Figure 

5-17).  In this iteration, the attachment point was omitted from the AM component as 

we were aware it could be producing artefacts in our results data.  Due to the interest 

in the interior components and how this affected the biocompatibility of printed AM in 

other studies [174], [175], [193], an additional analytical component of this section 

will be to micro-CT the components.  This will also provide the ability to confirm the 

internal geometry is as expected within the samples.  The same print specifications 

were used as outlined in (section 5.3.3.2).  
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Gyroid2.6 Gyroid1.7 3DHoney2.6 Honey2.6 Honey1.7 3DHoney1.7 

Figure 5-17: PrusaSlicer sliced CAD models of the second iteration of chosen unit cells.  From 
left to right represents the unit cell designs of: Gyroidal, Honeycomb,3D Honeycomb at 2.6 mm 

shell thickness and then the same again at 1.70 mm shell thickness.  From top to Bottom 
represents the infix percentages of 50%, 25% and 10% for each of the conditions above. 
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5.3.3.6. DMA of second iteration of AM Prototypes 

The same parameters were used for the DMA tests as used in section 5.3.3.3.   A 

total of 18 samples were tested combining all variations of the three infill 

percentages, three unit cells and 2 shell thickness.   

Removal of incorrect samples: 

Of the values that are presented in Figure 5-21 some are now going to be 

discounted from further analysis based on geometric anomalies found within the 

structures.  Examples and reasons for each expulsion will be given per case.  The 

first sample to be excluded is the Honeycomb pattern and 50% infill with a shell 

thickness of 2.6 mm.   When examining the micro-CT analysis of the sample, many 

print inconsistencies were identified through the layers.  Multiple cracks were present 

throughout the interior design across multiple slices as seen by the black spaces 

between the infill segments in  Figure 5-18A.  When comparing output Figure 5-18A.   

A 

Figure 5-18: Example slice of irregularities found in A) 
Honey_50_2.6 B) Gyroid_50_1.7.  Expected outcome in 
print specification for A) Honey_50_2.6 B) Gyroid_50_1.7  

B A 

D C 
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to expected Figure 5-18C these breakages in the interior design are not present 

demonstrating the failure to match geometry.  There are also many thin tram line 

disparities present within the exterior shell which could also contribute to the lesser 

stiffness value.  These errors demonstrate that the design was not printed as 

expected and this these results are excluded from future analysis. 

Looking at the Gyroid 1.7 mm Shell 50% infill sample similar issues are present in 

the internal geometry.  The main component of the structural design, the wavy 

pattern, is broken in half at multiple points and in multiple layers.  When comparing 

this damage to the expected output in Figure 5-18D it is clear this is unintended. 

Also, present in many of the CT scan slices is the damage to the exterior shell 

structure in its tram lines, as seen in Figure 5-18B.   

 

Figure 5-19: Two example slice of irregularities found in 
3DHoney_10_2.6 (A, B) and expected outcome in print 

specification for 3DHoney_10_2.6 (C, D) 

B A 

D C 
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Two other samples that are going to be excluded from the results analysis are 

3DHoney_10_2.6 and 3DHoney_10_1.7.  Multiple slices of expected and actual 

outcome of 3DHoney_10_2.6 is displayed in Figure 5-19 and of 3DHoney_10_1.7 in 

Figure 5-20.  Both these samples have clear issues of cohesion between the internal 

infill design and surrounding shell resulting in the black open spaces and unclear 

shell structure seen in Figure 5-20A-D.  The internal pattern was also unable to be 

accurately replicated by the printer resulting in spacing between lines of polymer as 

seen by the breaks between the expected and achieved designs. 

 

Figure 5-20: Two example slice of irregularities found 
in 3DHoney_10_1.7 (A, B) and expected outcome in 

print specification for 3DHoney_10_1.7 (C, D) 

 

B A 

D C 



 
144 

 

 

Storage modulus:  

All values obtained for storage modulus are displayed on the graphs in Figure 5-21, 

and in Figure 5-22 the outputs are sorted by unit cell and shell thickness. The design 

that produced the stiffest storage modulus when the shell thickness was 2.6 mm was 

3Dhoney_50 (80.09 ± 2.13 MPa), and when the shell was at 1.7 mm, Honey_50 
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Figure 5-21: Storage modulus outputs for the AM printed cylindrical unit sorted 
according to their shell thickness: A) 2.6 mm shell and B) 1.7 mm shell. 
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(87.22 ± 2.17 MPa) with a difference in their means of 7.1 MPa. 3Dhoney_10 

produced the lowest value for the 2.6 mm shell and Gyroid_10 for the 1.7 mm shell. 

The range of average stiffness seen across the tests was not that dissimilar between 

the different shell thicknesses as, for 2.6 mm the range was 63.5 – 80.09 MPa and 

for 1.7 mm it was 54.4 – 87.2 MPa. There was also an increase in E’ across the 

board in comparison to the prototypes from section 5.3.3.4, with the maximum value 

being increased by 27 MPa and the minimum by 12 MPa (cf. 87.22 – 60.08 MPa and 

50.28 – 38.05 MPa, respectively). 

The gyroidal infill design (Figure 5-22A and B) had a coefficient of variation of 0.081 

when the shell was thicker at 2.6 mm than at 1.70 mm where it was 0.163.  This 

implies that the change in infill percentage had a larger impact on the mechanical 

output than the change in shell thickness due to potentially there being less available 

space for the unit cell to fill and thus provide support.  Increasing the shell thickness 

also resulted in a more flattened logarithmic relationship between frequency and 

modulus.  The results that produced the lowest storage modulus (E’), were in both 

cases, the prints that were at 10% infill.  This shows that at a low coverage the 

pattern is significantly less effective especially as the difference between 10% and 

25% infill is much greater in the thinner shell sample.  The top result for the 2.6 mm 

shell was 50 % infill (77.44 ± 0.54 MPa), however, for the 1.70 mm shell, 25% infill 

produced the largest mean storage modulus (75.55 ± 2.08).  
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Figure 5-22: Storage modulus outputs for the AM printed cylindrical unit with the six graphs 
representing: Gyroidal unit cell with A) 2.6mm or B) 1.70 mm shell, Honeycomb unit cell with 
either C) 2.6 mm or D) 1.70 mm shell, and 3D Honeycomb unit cell with either E) 2.6 mm or 

F) 1.70 mm shell.   Each graph contains the three results for 50%, 25% and 10% infill 
percentage as well. 
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Table 5.8: Mean ± SD for storage modulus values obtained from the second round of 
prototypes.  These are the same values displayed graphically in Figure 5-23. 

  Mean Storage Modulus across frequency / MPa 

Infill Gyroid_2.6 Gyroid_1.7 Honey_2.6 Honey_1.7 3DHoney_2.
6 

3DHoney_1.
7 

10% 63.93 ± 
0.55 

54.41 ± 
1.53 

75.44 ± 
1.88 

73.69 ± 
2.27 

Na Na 

25% 68.15 ± 
0.65 

75.55 ± 
2.08 

66.99 ± 
1.41 

75.15 ± 
1.81 

63.50 ± 1.63 65.27 ± 1.57 

50% 77.44 ± 
0.54 

Na Na 87.22 ± 
2.17 

80.09 ± 2.13 75.68 ± 1.94 

 

When evaluating the honeycomb unit cells, the 2.6 mm shell samples produce 

illogical results, where the higher percentage infill produced a less stiff output.  This 

doesn’t make sense due to the expectance that more material would results in a 

stiffer sample when using the same design.  The 2.6 mm shell samples will therefore 

be excluded from the rest of the analysis as they require further repeats and testing 

before comparative analysis can occur.  The 1.7 mm shell design did follow the 

expected logical outcome of an increasing storage modulus with respect to infill 

percentage. An increase of 18% was seen between the 10% and 50% infills with the 

maximum storage modulus being observed across all samples in the Honey_50_1.7 

sample at 77.22 ± 2.17 MPa.  

Figure 5-23: Mean storage modulus sorted by percentage infill with means for both 2.6 mm 
and 1.7 mm in each unit cell design.  Error bars represent the 95% CI over all of the 

frequencies in the frequency sweep. 
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For the 3D honeycomb (Figure 5-22E & F) the trend was as expected for both 1.7 

mm and 2.6 mm as the energy storage capability of the prototypes increased with 

respect to their infill.  When looking at the mean values obtained (Table 5.8, Figure 

5-23) there is marginal difference in E’  of the prototypes between the 2.6 mm and 

1.7 mm shells for both the 25% and 50% infills (25% - 2.8 % difference, 50% - 5.8% 

difference).    

 

Loss Modulus 

The loss modulus values are reported in Figure 5-24 and are split by their shell 

thickness.  Similar to in the first stage of prototyping, all of the samples follow the 

same trend with regards to frequency. 

Table 5.9: Mean values for loss moduli of the second round of prototype AM samples. 

 

Table 5.9 displays the mean values that were obtained across all sample prototypes. 

The loss modulus results show that the samples were dissipating larger amounts of 

energy with the new parameter specifications, up from a maximal value of ~15 MPa 

at 90 Hz to over 30 MPa in some designs.  As seen in a comparison of graphs A and 

B in Figure 5-24 there is very little difference in the range of values that are 

expressed between a shell of 1.7 mm and a shell of 2.6 mm.  There was disparity 

between which unit cells / infills produced the best combinations.  For instance, the 

Honey_50 sample was the optimal infill/unit cell combination for the 1.7 mm shell but 

the 3Dhoney_50 was the stiffest for the 2.6 mm shell.   

 Frequency / Hz 

 1 8 10 12 30 50 70 90 

Loss Modulus 
Mean ± STD / MPa 

2.66 ± 
0.90 

4.57 ± 
1.23 

5.13 ± 
1.31 

5.69 ± 
1.39 

10.18 
± 1.96 

15.19 
± 2.62 

20.09 ± 
3.26 

25.07 ± 
3.99 
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Figure 5-24: Loss modulus outputs for the second prototype of printed cylindrical unit 
for all of the accepted designs: Gyroidal, Triangular, honeycomb and 3D honeycomb, 

and infills: 10, 25 and 50.  Values are separated by shell thickness with graph A for 2.6 
mm shell and B for 1.7 mm. 

0.00

5.00

10.00

15.00

20.00

25.00

30.00

35.00

0 20 40 60 80 100

Lo
ss

 M
o

d
u

lu
s 

/ 
M

Pa

Frequency / Hz

Loss modulus for all unit cell prototypes with 2.6 mm 
shell thickness

Gyroid_50_2.6

Gyroid_25_2.6

Gyroid_10_2.6

3DHoney_50_2.6

3DHoney_25_2.6

0.00

5.00

10.00

15.00

20.00

25.00

30.00

35.00

0 20 40 60 80 100

Lo
ss

 M
o

d
u

lu
s 

/ 
M

Pa

Frequency / Hz

Loss modulus for all unit cell prototypes with 1.7 mm 
shell thickness

Gyroid_25_1.7

Gyroid_10_1.7

Honey_50_1.7

Honey_25_1.7

Honey_10_1.7

3DHoney_50_1.7

3DHoney_25_1.7

A 

B 



 
150 

 

5.3.3.7. Micro-CT Results – Second set of prototypes  

The results obtained through micro-CT analysis were assessed in two different ways: 

firstly, visually in terms of print feasibility and quality analysis, and secondly, in 

comparison with the biological data.  Images of individual slices representing the 

various data points being assessed (open & closed porosity) are shown in Figure 

5-26 alongside Figure 5-25 containing the complete reconstructions of various 

samples. Data from sample ‘Honey_10_2.6’ is excluded from this analysis due to 

corruption of the files.     

A B 

D 

E F 

Figure 5-25: 3D renders of the reconstructed prototypes for the following 
parameter combinations: A) Gyroid_10_2.6, B) Gyroid_25_1.7, C) 

Honey_50_1.7, D) Honey_10_1.7, E) 3DHoney_25_2.6 and F) 
3DHoney_50_1.7. Each image is sliced by a plane to provide an interior look 

at the samples. 

C 
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Figure 5-26: Micro CT images for a 25% infill model of each unit cell and of both thin and thick outer shell diameter.  From top to bottom of 
rows: Grey scale original reconstructed images, Thresholded slice images, binarised open pores displayed slice, binarised closed pores 

displayed slice.  Percentages for porosity of the included images are shown at the bottom as well. 

Gyroidal Honeycomb 3D Honeycomb Gyroidal Honeycomb 3D Honeycomb

Total Porosity / % 55.57 57.34 56.86 75.39 67.21 62.64

Open Porosity / % 53.73 55.87 56.06 74.87 66.71 61.61

Closed Porosity / % 1.84 1.47 0.8 0.52 0.5 1.03

Grey Scale Bone CT

Binarised Bone image

Binary Open Porosity

Binary Closed Porosity

Thick Shell 25% infil Thin Shell 25% infil
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The visual analysis was performed on the reconstructed images of each of the 

samples in conjunction with the data available from the CT analysis output. Although 

only an example image was shown, a complete analysis of the data sets was 

performed when evaluating these prototypes by evaluating all three-dimensional 

reconstructions. As expected, the majority of the open porosity was present within 

the interior portion of the constructs. However, there were a number of sections 

where open porosity was highlighted in the exterior shell sections. Examples of this 

are shown in Figure 5-26, row 3, columns 2, 4 and 6.  As all of the samples were 

solid objects on the exterior some of these can be viewed as thresholding artefacts 

while others that are closer to the interior wall could be representing larger spaces 

between the print lines of the shell.   

A more in-depth inspection shows that there are multiple breakages within the 

trabeculae of some of the unit cell structures on the interior of the samples. This is 

visible in the chosen image slices where the interior had white segments within the 

black trabeculae, for example row 2 column 5 in Figure 5-26. An observation that 

was made was also that this became more common as the unit cells became more 

complicated, or as the infill percentage was raised.  This was first identified when 

excluding original samples, however, the previously excluded had these present 

throughout the layer rather than at specific intervals. 

Images A and B of Figure 5-25 show 2 of the 6 gyroidal designs reproduced in 

CTVox, the interior structures are printed effectively, as demonstrated by the clarity 

of the unit cell design and the complexity is not lost when the infill percentage is 

increased. There are gaps that can be seen in some of the trabeculae, but they do 

not appear to be widespread and may just be due to the position of the plane cut.   
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Table 5.10: Micro-CT results of the second generation of prototypes.  With the following data values included: Open porosity percentage, 
Closed porosity percentage, Trabeculae Thickness (μm) and Trabeculae Separation (μm).  Previously excluded samples are marked as Na in 
this data.  Tissue values are included in the last column for comparison. 

 

Gyroid 
50_2.6 

Gyroid 
25_2.6 

Gyroid 
10_2.6 

Honey 
50_2.6 

Honey 
25_2.6 

Honey 
10_2.6 

3DHoney 
50_2.6 

3DHoney 
25_2.6 

3DHoney 
10_2.6 

Open porosity % 
53.73 52.89 56.63 

Na Na Na 
45.74 56.06 

Na 

Closed porosity % 1.84 0.49 0.85 Na Na Na 0.50 0.80 Na 

Trabecular 
Thickness / mm 

0.44 1.26 1.02 
Na Na Na 

0.83 0.72 
Na 

Trabecular 
Separation / mm 

1.79 1.92 2.57 
Na Na Na 

1.86 1.99 
Na 

                    

 Gyroid 
50_1.7 

Gyroid 
25_1.7 

Gyroid 
10_1.7 

Honey 
50_1.7 

Honey 
25_1.7 

Honey 
10_1.7 

3DHoney 
50_1.7 

3DHoney 
25_1.7 

3DHoney 
10_1.7 

Tissue_Mean 

Open porosity % Na 74.87 70.61 45.31 66.71 80.78 60.88 61.61 Na 
51.96 

Closed porosity % Na 0.52 1.07 0.81 0.50 0.25 0.27 1.03 Na 
0.15 

Trabecular 
Thickness / mm 

Na 0.38 0.65 0.63 0.57 0.33 0.29 0.47 Na 
0.25 

Trabecular 
Separation / mm 

Na 2.10 2.91 1.60 2.01 3.25 1.64 1.69 Na 
0.41 
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The honeycomb designs follow a more linearly geometric pattern as seen by images 

C – F in Figure 5-25 and thus was not able to adapt as well to the cylindrical 

geometry, this being particularly present in the 10% designs (Figure 5-25D). Another 

issue that was present within both unit cell designs was that the print line troughs 

between every layer were very visible even at a larger scale.   

The porosity of the prototypes varies from a minimum of 45% to a maximum of 81%.  

For the gyroidal samples, there was no direct correlation between infill and porosity 

seen in Table 5.11 , with the 25% and 10% samples being within a small margin of 

each other in both shell thicknesses (7% difference in 2.6 mm shell, 6% difference in 

1.7 mm shell). However, it is not always directly linked to the infill percentage of the 

sample (Table 5.11). Both honeycomb and 3D honeycomb in the 1.7 mm shell did 

however produce a trend that open porosity increased with a negative correlation to 

infill percentage.  Across all samples the closed porosity was very small, as it was 

mostly confined to only the shell, with a range of values from 0.29 to 1.84 reported.   

The trabeculae thickness within the prototypes is mostly defined by the nozzle 

attachment at 0.15 mm and the design of the unit cell with all values reported in 

Table 5.11 row 3. The trabeculae thickness was exaggerated due to the shell being 

within the ROI of analysis, thus there is an additional measurement of 2.7 mm or 1.7 

mm that included in the mean. For trabecular separation the mean for the 50, 25 and 

10 percent infills was 1.67 ± 0.13 mm, 1.92 ± 0.13 mm, and 2.70 ± 0.34 mm 

respectively.  All of which are significantly larger that the observed separation in the 

tissue scans at 0.41 mm.  
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5.3.3.8. Prototype print viability discussion 

DMA results compared to tissue values. 

As one of the key aims is to represent human tissue, an adjustment factor of 0.5 is 

applied to the bovine tissue results to align them with expected human tissue 

outcomes [31].  From this, the mean storage modulus value for the tissue samples 

was ~125 MPa (section 5.3.3.6) which is 45% increase over the print unit that 

produced the stiffest result, 87.22 ± 2.17 MPa.  The difference in the loss modulus 

was much larger at an average of a factor 2.12 when comparing each test frequency 

individually as seen in Table 5.12.   

Table 5.11: Loss modulus comparison of Tissue vs largest printed value with largest loss 
modulus/  With comparative factor calculated as  E’’(tissue)/E’’(Printed). 

 Frequency / Hz  

 1 8 10 12 30 50 70 90  

Tissue Loss 
Modulus / 

MPa 
12.38 14.38 15.42 16.25 24.02 33.35 42.62 52.11  

Printed Loss 
Modulus 

MPa 
3.34 5.67 6.28 7.08 12.37 18.27 24.08 29.84 

Median 
of 

factors 

Comparative 
factor 

3.71 2.54 2.45 2.29 1.94 1.83 1.77 1.75 2.12 

 

Micro-CT 

A key issue reported in the visual analysis was the print line troughs being highly 

present in the CT images. This could raise issues in that these segments show that 

layers of the design are not necessarily flush together, which would result in 

additional porosity in the prototypes and the introduction of potential weaknesses. It 

could be a sign of the printer resolution struggling with the complicated nature of the 

higher infill build specification. 
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When comparing the obtained open porosity values to the tissue values obtained in 

section 5.2.3, all of the 50% infill design are within a reasonable margin of the 

required 51.96% of porosity.  As the infill percentage is decreased the similarity to 

the tissue is diminished, however, the gyroidal unit cell stays the closest in value.  

For closed porosity a higher mean of 1% was seen in the 2.6 mm shell compared to 

a mean of 0.58% in the 1.7 mm shell.  This logically holds true as introducing two 

additional layers to the shell width adds two more possible tram lines between print 

layers where pores can take place.  However, closed porosity for all samples (0.25% 

– 1.84%) falls within an appropriate approximation of the tissue values 0.15%.   

There is no clear trend between a change in any of the following: unit cell, shell 

thickness, and infill percentage, and an increase/decrease in the thickness seen in 

our outputs.  In 4 out of the 6 combinations of unit cell and shell thickness, the 

largest trabecular thickness was seen when the infill was set to 50%.  This could be 

a results of two things, one as the design becomes more compacted the unit cells 

become denser resulting in the thicker measurement, or the printer is losing 

resolution quality as the unit cell complexities increases. For all designs the 

trabecular thickness is within a reasonable margin of the tissue’s reported mean 

value. Trabecular separations follow a direct trend of decreasing and the infill 

percentage increase. This was expected as the infill results in a denser unit cell 

design and thus the pores are smaller in nature.  

This disparity in the moduli values and the issues previously raised about the print 

quality present serious problems to overcome in the aim of developing a synthetic 

structure.  Combing the unit cell designs, or developing new ones could provide the 

additional stiffness that is required to simulate the desired tissue.   
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5.3.4. Towards the design of a bio-inspired, multi-layer AM construct 

The final stage of this work was to investigate if it was possible to create a hybrid 

construct that would mimic the different portions of tissue that are present within the 

osteochondral core. It was decided that mimicking the exact geometry of the 

components of the osteochondral core would not be completed as the current 

limitations in resolution would not allow the cartilage section to be both equivalent to 

its biological thickness and exhibit the correct internal until cell structure and the 

requirement of a shell that is not biologically accurate. It was therefore decided to 

include sections of both tissue representation and focus mimicking its mechanical 

response. Thus, two segments were additively manufactured in the form of ‘towers’, 

but not by the same ratio of bone to cartilage seen in section 5.2, this allows the 

individual section as well as the hybrid-crossover section to both be evaluated over a 

larger portion of printed material. The two sections, however, would be designed to 

match closest to the bone and cartilage mechanical responses recorded in section 

5.2 and other published work.  This design would also allow us to investigate if the 

same printing inconsistencies that rules out previous design in section 5.3.3.6 would 

be less or more present when both combining unit cell designs and increasing the 

complexity of the print samples. 

 

5.3.4.1. Tower Specifications 

The geometry of the design was decided to be kept simplistic and to combine two 

copies of the cylinders used in the previous prototypes into a single tower construct.  

This would also allow two discrete unit cells, infills and shell thicknesses to be used 

for each portion of the build. Part of the aim of this section was to establish whether 
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the printer was able to print a part of sufficient quality when combining the different 

infills, thus micro-CT was used to analyse the interior construct post print. The towers 

were 30 mm tall and 15 mm in diameter with an interface around the 15 mm mark 

where the parameters of the print can be altered. These parameters were chosen as 

it was then a direct combination of the test prints in section 5.3.3.6. 

To reduce the likelihood of failure in the combination print, it was decided that the 

same unit cell would be used for both sections.  The chosen unit cell for this 

prototype was gyroidal as not only did it provide a good range of possible 

mechanical properties as established in section 5.3.3.8, but structurally it mimicked 

the porosity of the tissue structure more accurately.  As seen in Figure 5-27, different 

shell thicknesses and infills were used for each section.  For the upper segment of 

the model, a shell thickness of 1.7 mm was used with an infill of 10% and for the 

Figure 5-27: CAD designs, sliced in PrusaSlicer, of the AM tower 
construct with two discrete infills, unit cells and shell thicknesses. 
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lower segment, a shell thickness of 2.6 mm and an infill of 25%. Three repeats were 

produced of the tower for repeatability comparison and verification of any outputs 

gained. DMA was then performed on each of the towers under the same 

specification as laid out in section 5.2.3 to obtain the material properties of storage 

and loss modulus that could be compared to our biological data. Micro-CT imaging 

was also completed to analyse the internal print quality of the prototypes. The same 

methodology was used as described in section 5.2.4. 

 

5.3.4.2. Tower testing results – Micro CT 

All three towers were imaged and then reconstructed to produce 3D models.  Figure 

5-28 visualises an example of a reconstructed image slice (A) and a 3D model of the 

same sample (B).  The internal structure is clearly visible in image A but also 

highlights that the transitional zone between the different segments, the area that is 

approximately at the 50% marker of the tower’s height, has not printed accurately.  

There are visual indications of overlapping segments and incomplete unit cells that 

will result in structural weakness and reduced overall print quality.  The second 

image (B) demonstrates that the 3D design of the unit cell was able to be printed in 

both segments, however, there are clear areas of porous black space in the shell 

and in the trabeculae of the unit cell that could indicate print quality issues as well.  

These are among the same issues that were identified in the previous prints 

demonstrating that it may be a limitation of the technology used resulting in a 

variable outcome of equivalence to print specification.  The same micro-geometric 

anomalies were present across all 3 of the towers tested at inconsistent layers and 

locations. 
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As a result of the transitional zone being highlighted as a weak point of the 

prototype, further CT analysis was performed on this section individually.  A 

transitional zone of 60 image slices was identified as a focus point and segmented 

out from the rest of the tower.  This was analysed in three portions also: the 20 

segments at the base of the zone, 20 transitional, and then the 20 after the 

transition.  A single slice from each of these three sections is shown in their original 

greyscale format in the first row of Figure 5-29.  The same steps of operations that 

are outlined in section 5.3.3.7 was then performed on each portion of the outlined 

transitional zone. 

Figure 5-28:  A) Reconstructed image of a tower post CT scan produced 
in CT Vox, B) Reconstructed image model, after morphological operations 

have been performed on it to calculate the porosity values. 

A B 
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Thick Shell, 25% Gyroidal Infil Transition segment Thin Shell, 10% Gyroidal Fill

Total Porosity / % 41.68 61.94 73.23

Open Porosity / % 41.29 61.88 73.08

Closed Porosity / % 0.39 0.06 0.15

Grey Scale Bone CT

Transition Zone 60 slice Segment

Binary Closed Porosity

Binarised Bone image

Binary Open Porosity

Figure 5-29: Micro CT images, reconstructed and then open and closed porosity image 
slices for a 60-slice segment of the tower displayed before, at and after the transition zone of 
the tower construct.  From top to bottom of rows: Grey scale original reconstructed images, 

Thresholded slice images, Binarised open pores displayed slice, Binarised closed pores 
displayed slice.  Percentages for porosity of the included images are shown at the bottom as 

well. 
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Visual inspection of Figure 5-29 aids in some initial interpretation, which re-occur 

from the analysis of the second prototypes.  The image shown is of one slice 

however, the statements made are based on visually analysing all the image slices.  

Evaluating initially just the binarised image (Row 2, Figure 5-29), the top segment 

(Column 3, Figure 5-29) that contains the 10% infill 1.7 mm shell seems to have the 

least amount of corruption gained from being combined with the other prototype.  

There are a few segments where the shell and trabeculae are not complete, but it is 

mostly as specified in the 3D model.  This is also visible on a larger scale in the 

reconstruction shown in Figure 5-29B.  Moving onto the base portion (Column 1, 

Figure 5-29), which has the parameters of 25% infill and 2.6 mm shell, the unit cell 

itself, much like the top section has been completed correctly with some minor 

defects. However, within the shell of the base section there are clear areas of open 

porosity where the layers of the shell have not been laid closely enough together. 

The transitional phase (Column 2, Figure 5-29), has many more issues than those 

previously mentioned. The unit cell attempted to take on the characteristics of both 

infill definitions thus printing an incorrect representation of either. This is seen by the 

incompleteness of the design in the central section of the prototype. Much like in the 

lower section, the transitional point suffers from a large amount of additional porosity 

within the shell structure. In this case it is accentuated by the change in the number 

of shell layers between sections. 

The porosity of these sections can be analysed further based on the outputted 

numeric values as well as the images. Firstly, it is not possible to directly equate the 

open porosity values to the expected infill percentages due to the exterior shell being 

a part of the ROI that was analysed in the CT software.  It was seen that the open 

porosity (Row 3, Figure 5-29), the white section of the image, is evident in the shell 
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section of the images.  This is especially prevalent in the transition segment, most 

likely due to the printer either being unable to differentiate between the two sections 

or due to significant interference from the alteration of two parameters (shell 

thickness and infill) at the same time.  Creating a discrete transition section in the 

future with only a singular change may produce cleaner results. 

Closed porosity for all three sections was only present within the shell, similar to that 

seen in the second generation of prototypes (Row 4, Figure 5-29).  Although the 

percentages were low at 0.39%, 0.06% and 0.15% for lower, transition and upper 

sections, respectively, this highlights that the tram lines between individual 

applications of the substrate are still present.    The issues that have been identified 

in the transitional zone here are clear indications of the limitations of the printing 

specification and hardware.  As the complexity of the design increased, the accuracy 

and effective transposition from CAD model to outputted sample is reduced.   

 

5.3.4.3. DMA of prototype towers results 

Table 5.12: Storage and Loss modulus results from the three tower prints with mean and SD 
shown for each frequency tested. 

  Frequency (Hz): 

  1 8 10 12 30 50 70 90 

Storage 
Modulus 

(MPa) 

157.82 
± 16.62 

167.91 
± 19.45 

169.43 
± 20.00 

170.58 
± 20.41 

174.72 
± 22.17 

174.78 
± 22.53 

172.43 
± 22.34 

170.17 
± 22.23 

Loss 
Modulus 

(MPa) 

9.10 ± 
2.27 

14.02 ± 
3.35 

15.39 ± 
3.51 

16.67 ± 
3.78 

27.67 ± 
5.25 

39.96 ± 
6.92 

52.19 ± 
8.69 

64.45 ± 
10.34 

Although there are clear limitations in the printed produced as referenced in the 

previous section, an analysis of the effectiveness of currently available samples and 

their mechanical response data is still a useful endeavour to establish a base 
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standard to work forward from.  Figure 5-30 displays the results that were obtained 

for the DMA of the towers. The mean ± SD values for E’ were 169.7 ± 20.7 MPa and 

E’’ 29.9 ± 18.9 MPa. The full data is available in Table 5.13. Significant variation was 

seen between samples of the same specification in these tests with the coefficient of 

variations between the three samples tested being 0.12 for the storage modulus and 

0.18 for the loss modulus.    

5.3.4.4. Key findings - Comparison to tissue data 

The mean value of the tower constructs storage modulus was 169.7 ± 20.7 MPa 

which matches the reported bone tissue values by Mountcastle et al. [18] at 170 ± 

4.76 MPa, however, the standard deviation of the tower results shows that there is 

considerable error during the printing process. Even so, these results were also 

within a reasonable measure of data gathered in section 5.2.5.1 where the bovine 

storage modulus was 252 ± 9.32, 50% larger than the printed components. For the 

loss modulus the difference between are experimental data and tower produced was 

76% (cf. 52.6 – 29.9 MPa, respectively), closer to the expected 2 to 1 ratio. 
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Figure 5-30: Storage (A) and Loss (B) moduli results for the three prototype towers for a 
frequency sweep of 1 to 90 Hz.   
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5.4. Discussion 

The aim of this chapter was to establish the feasibility of using additive manufacture 

to produce a mechanically and structurally accurate prototype of a biological tissue, 

and for the purposes of this study, an osteochondral core.  To provide additional 

values for our data set, information on mechanical properties and geometric 

components was gathered through DMA and micro-CT of bovine tissue. Due to the 

known dynamic nature of articular cartilage this chapter focused on the analysis of 

tissue before and after DMA compression to identify changes in its material 

response, which would provide insight to the subsequent analysis.  This data would 

then lead in the construction and analysis of the hierarchical printed components that 

were then comparatively analysed against the initial studies findings. 

 

Micro-CT of Osteochondral cores pre and post loading 

It was established through the Micro-CT analysis that the osteochondral core in 

bovine tissue has approximately 52% porosity which matches with literature [192]. 

The micro-CT data gathered on the 5 samples that were DMA tested showed a 

reduction of 3% (48.87% vs 51.96%), in the porosity post loading with a 

physiologically representative load (induced stress of 0.75 -1.7 MPa). The set of 

samples that we tested showed there was a possibility compression of the tissue 

resulted in permanent deformation and changes to the internal structure. This 

change to the porosity could be due to the anisotropic nature of trabecula bone by 

increasing its structural density with the orientation of load [194], [195].   

The hypothesis that deformation caused semi-permanent change was also backed 

up when evaluating the distributions of trabeculae thickness and separation where a 
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right shift was seen in the thickness post compression and a left shift in the 

separation.  This equated to thicker branches and smaller pores in the tissue post 

loading. To substantiate these initial findings, the experimental work would need to 

be evaluated with a further data set and a larger range of load values in future work. 

There has been evidence of subchondral bone thickening to protect AC against load 

[196] which would match the trabecular changes identified in our results. It has been 

suggested that remodelling occurs in both the shape and contour of the subchondral 

bone [197] when load is applied and also that this is in partial done to protect the AC 

surface [67].  The internal geometry changes were compared using the Micro-CT 

analysis; however, these can only be taken as preliminary observations due to the 

small sample size and bovine approximation used.  Similar to this adaption of bone, 

it has already been shown that AC adapts loading capabilities change based on its 

geometric location and thickness [30], [117], [187].  Both these observation in 

literature leads us to believe that the osteochondral unit has a complicated 

mechanical response where its constituent parts responses are intertwined with each 

other. Thus these parameters are key factors when talking about the osteochondral 

interface. 

 

AM limitations for manufacturing 

The printer used for this study was the Prusa I3 Mk3 (Prusa Research a.s., Czech 

Republic) and some limitations were identified as a result of this choice. PLA or 

PETG were the only two filament options, other filaments, or printing materials such 

as hydrogels have been shown to also be biocompatible[105], [107]. Other printers 

would have to be investigated to allow use of these.  Micro-CT was performed on the 
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AM components to allow the analysis of the quality of the produced products by 

looking at tram lines between nozzle runs and overall mimicry of the designed CAD 

model. The printer that was utilised in our study provided us the ability for a high 

throughput of prints with an ease to print design changes and allowed quick 

assessment.   

The imperfections that were highlighted in chapter 5.3.3.6 with the samples that were 

excluded demonstrated a limitation of the printer.  Repetition of the study where 

repeat samples are produced that would help identify whether there are inherent 

issues in the unit cell design that cause the print errors or whether it is a printer 

technology deficit.  These issues were identified as a result of the micro-CT imaging 

and were present again in the tower structures that contained a combination of unit 

cell designs such as in Figure 5-29 as well as additional resolution issues, however, 

the results from section 5.3.3.6 provided initial insight into the fact that it was able to 

mimic the structural properties of tissue with some success.  The groves between 

print lines were clearly visible in our study (Figure 5-26 and Figure 5-29) and have 

previously been associated mechanical weakness[198].  with techniques developed 

by Allum et al. [199], [200] developed to counter this and provide stronger 

mechanical performance that have potential to be utilised in combination with our 

study.   

The irregularities that were a condition for exclusion from the study were more 

prevalent in the honeycomb and 3D honeycomb designs than the gyroidal. It is 

postulated that this occurs when the shell is providing the main structural 

component, however, to explain the reduction in stiffness as the infill is increased is 

trickier. A hypothesis is that when the infill complexity is increased with percentage 

more interaction with the interior shell occurs.  As we have seen in Figure 5-26 and 
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Figure 5-29 this can cause irregularities from the CAD and printing issues in reality.  

What we suggest is that this causes the shell to be weakened and thus results in the 

lower storage capability that we saw in the results.   

Tissue representation utilising AM 

Through the stages of prototyping that were performed, it was clear that there are a 

number of issues that need to be addressed in the next stage of the research.  

However, the following observations were made with the conditionals mentioned.  It 

was seen that a large range of control was possible on the material properties of the 

printed designs through the variation in the parameters that were tested. Across all 

the prototypes a storage modulus range of 50 – 90 MPa was obtained and a loss 

modulus range of 0.7 to 35 MPa. All the trends observed in Figure 5-21 are similar to 

those seen in previous studies for AC [18], [24]. However, the values are closer to 

that of AC rather than bone when looking at the values obtained. This is 

demonstrated by the fact that when the bovine-human factor is accounted for at a 

value of 2:1 [31] the moduli obtained are able to get within a reasonable 

representation AC tissue responses reported in other studies [18], [23].   

For the tower constructs, it was highlighted in section 5.3.4.4 that they were able to 

mimic the results obtained in the earlier tissue experiments by a factor of 1.5 in the 

storage modulus and 1.75 in the loss modulus.  However, it also demonstrated that 

there was a huge amount of variability in the outputted product as a results of the 

consistent print inconsistencies across all samples.  Other printers and materials 

may result in a better resolution or accuracy, but this is not guaranteed due to the 

stochastic nature of AM.  Also a change of material would change the material 

response properties of any printed units.   



 
169 

 

With regards to geometry, similar characterises were identified between the bovine 

tissue data and the AM produced prototypes in porosity with gyroidal unit cells 

performing the best producing percentages in the range of 52 – 56% compared to 

the osteochondral core’s porosity value of 51.96%.  Both honeycomb and 3D 

honeycomb were also able to replicate the porosity but to a lesser extent.    

A representative geometric design was not necessarily a requisite for the mechanical 

analysis performed but will be analysed anyway. The effectiveness of this analysis is 

also hindered by the current design of having a solid exterior shell as this does not 

allow for perforation.  It should be taken into consideration as other studies on AM 

design has shown tissue-integration on the micro-scale to be a major factor in 

implant feasibility [201], [202].  Autograft and allograft procedures for osteochondral 

replacements are regularly used as cartilage replacements operations [6], [203] and 

designs for AM unit have started to appear in literature [204], [205]. However, these 

AM approaches do not account for the mechanical properties of the surrounding 

tissue. PLA is used in this study and has not only been shown to meet the criteria of 

biocompatibility in other medical applications [108], [109], [206] but also to be able to 

mimic the mechanics and internal geometrics of the AC and underlying subchondral 

bone individually (Sections 2.2 and 5.2.7). This produces good possibilities for PLA-

AM constructs to be further evaluated for use as a hierarchical replacement for 

osteochondral cores. 

The final goal of this study was to replicate the multi-layered tissue construct that is 

the osteochondral core with an additively manufactured prototype. Although the 

mean of the storage moduli for the towers produced was very close to reported 

findings [18] and some of our own, a number of issues were raised, with one being 

deviation observed in the results.  A difference of 50 MPa was seen between two of 



 
170 

 

the towers of the same parameter specification highlighting other parameters outside 

of those defined were at play.  The transitional zone that was created to simulate the 

multilayer tissue demonstrated that the print quality was lacking in reproducing the 

CAD designs.  Incomplete unit cells and large open porosity were both present in 

this zone (Figure 5-29).  A higher resolution of CT scan would provide additional 

insight into these observed shortcomings.  The tower samples highlighted and 

reinforced the inconsistent print quality in the currently used technology and 

demonstrated that significant problems need to be overcome before the work can 

proceed.  The first section of the chapter will be used to enhance the simulations that 

are run in Chapter 3.  It highlighted the possibility that the structural properties 

should change with regards to the progression of the loading profile within any 

simulations of the osteochondral tissue.   

 

5.5. Conclusion 

In conclusion, this chapter aimed to evaluate both the mechanical changes observed 

in loaded osteochondral tissue and the possibility of creating an additively 

manufactured reproduction of this structure that was able to mechanical represent 

how its material response.  The work presented shows that there is potential for 

permanent changes to occur during the natural loading sequence of cartilage that is 

yet to have been documented, however, further repeats are required to quantitatively 

prove this.  The second section showed that it is feasible to obtain a large a range of 

biologically relevant material properties from the DMA of an AM unit by the variation 

of certain parameters. A caveat to this was identified though that print quality can 

vary when combining specifications so the aim of replicating the entire osteochondral 
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unit was deemed to have scope for improvement, particularly around the 

manufacture quality and reducing the stochastic nature of the print for this composite 

construct.  

The values obtained for the prototypes in round 2 after the exclusion of inaccurate 

prints, however, produced storage and loss moduli that matches to AC results 

reported elsewhere.  With regards to the aim of physiologically representing the 

tissue as well, this was able to be done by showing that a porous internal structure 

could be printed that still had a close approximation to literature values and 

experimental results for both AC and subchondral bone storage and loss modulus.  

This has its own limitation in that the required shell of the print is both biologically 

inaccurate and is providing and unknown quantity of stiffness to the samples, which 

would need to be addressed and quantified in future studies.  The current 

specification of hybrid AC/Bone representative construct was within a reasonable 

range of the biological tissue values, however, with the caveats mentioned in section 

5.4.  Alternative AM device evaluation of the same designs and more repetitions 

would provide additional data point to establish the next stages of the work. 
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Chapter 6. Thesis discussion and overall conclusions 

6.1. Thesis discussion 

This thesis has focused on the dynamic mechanical behaviour of AC. The dynamics 

of AC are critical in better analysing AC under non-equilibrium loading states; these 

are relevant loading states as they link to activities such as walking and running, as 

well as trauma [19], [24]. AC dynamics is an underexplored area of study with most 

studies focusing characterisation on equilibrium or quasi-static based loading 

conditions - this limits the precision with which we can characterise and distinguish 

the mechanical behaviour of healthy and OA cartilage, and the ability to develop 

novel replacement constructs. With the work presented in this thesis, two key 

outputs are presented: firstly, a computational framework by which to enable 

frequency domain viscoelastic characterisation to be available for time-domain FEA 

studies; secondly, AM has been exploited to develop test procedures to evaluate and 

mimic the mechanics of AC. 

Chapter 3 focused on increasing the through put and accuracy of producing 

computational models and material parameters for a tissue specimen, in our case 

AC. Chapter 4 and 5 focused on macro and micro scale evaluation of cartilage 

material mechanics respectively through DMA and our ability to mimic them with 

artificially manufactured constructs, exploiting AM. Chapter 3 utilised human tissue in 

its work as data was wanted which a synthetic construct would be looking to mimic.  

Chapter 4 and 5 were more exploratory and thus more readily available animal 

tissue was used as a substitute. 

Chapter 3 produced an automated system that could utilise mechanical data from 

DMA tests to fit material response parameters that were solved through optimisation.   



 
173 

 

There were two main components to this chapter, the design and production of the 

automated modelling system, and the case study on AC. This part of the work 

presented focused on producing a system that was modular in nature and not tissue 

specific. Through the analysis of the code base, this design philosophy was seen to 

be followed with each of the main portions of the modelling process being written in 

separate code files. This also extended to the material optimisation where the 

definitions of the ‘fitness’ functions, which is unique to which material model is being 

used, was portioned out into a separately definable file.  A new technique for the 

establishing the fitness of a material optimisation solution was developed by allowing 

geometric models to be created for each possible material solution, and then 

evaluating the output of said models when compressed under a physiological load.  

This allowed the direct evaluation of how these material parameters would perform in 

a mechanical test.  It also showed that an interface between the utilisation of Matlab 

and pythons control scripts was a simplistic and effective way to utilise the optimal 

characteristics of available coding languages.  

As far as the design specification goes, the system matched them all by being 

modular, with important components easily altered. Components of the system that 

handed load, geometry, boundary conditions, material characterisation, and 

optimisation algorithm choice were all segmented out into individual functions that 

allow them to be individually tweaked to the desired specifications of a user.  With 

regards to the genetic algorithm, a separate function that handles the generational 

mutation was written as this is highly problem specific and would need coding 

expertise to alter.  With the ability to make these changes the system could be used 

to evaluate other synthetic and tissue material characterisations under dynamic 

simulation. 
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The finding presented in the case study in chapter 3 on AC showed that an accurate 

material approximation can be gained from the system. The evaluation focused on 

assessing the difference between both the depth of generations performed in the 

genetic algorithm and the order of the Prony series that were used. Between the two 

generational depths tested, the majority of the effectiveness of the genetic algorithm 

was seen in the first 20 iterations with errors in the range of 17% to 24% depending 

on loading region. However, improvement, was seen across the board when it was 

raised from 20 to 50 iterations with a reduction of around 0.3% at maximum. If the 

number of iterations were increased even further this could so further improvement 

but whether the computational time it would take is worth it is in question. The order 

of approximation of the Prony series also was seen to alter the results, with N = 3 

producing the best computational time to accuracy result.  This showed that only a 

singular tweak to the main term of N = 1 was required to get a big alteration to the 

optimal value.  For each of the loading sequences the difference between N = 1 and 

N =3 was as follows: ramp - 7% decrease, loading hysteresis section – 25% 

decrease, and unloading hysteresis section – 3% increase.  Although the unloading 

portion produced a slightly worse results at N = 3, the loading and ramp portion 

meant to the overall approximation was at its lowest in N = 3.  The percentages 

changes are much lower in N = 3 to N = 5 so it was not as optimal, and it also 

reduces the likelihood of unnecessary terms and overfitting occurring. 

Chapter 4 was designed to highlight the limitations in current mechanical testing 

procedures and their lack of physiological representation on the macro scale.  

Cartilage specimens obtained from bovine humeral heads were subjected to a 

sinusoidal cyclic compressive load whilst being held under tension on a contoured 

platen. AM was used to better mimic the contour otherwise it would not easily be 
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reproduced, and the tension was applied to return the tissue to an approximation of 

its natural tensile state in vivo.  The results demonstrated that there was a statistical 

difference seen in both the storage and loss stiffness values between the contoured 

platens and the flat control. It also demonstrated that the steeper the slope of the 

contour, the greater the energy dissipation which occurred. This was the case during 

the cyclic loading across all frequencies tested, at almost a rate of 2:1 when 

comparing the 30° slope to the 7° slope at 0.77 mJ and  0.41 mJ, respectively. This 

lines up with observation by Barker and Seedhom that noted that cartilage may 

adapt based on the load it receives[69].  This could explain part of why cartilage has 

been shown to vary its mechanical response based on region[116], [117] as the 

geometry of said region changes in contour.    

Chapter 5 focussed on a micro-scale analysis of the osteochondral core to 

understand its internal geometric structure and how it changes dynamic load. It 

presents a feasibility study on whether a hierarchical tissue structure can be 

generated with AM [6], [205]. The factors used to evaluate this feasibility were the 

geometrical structure and also the mechanical response via DMA; again noting the 

importance of focusing any constructs on non-equilibrium states of motion. Firstly, a 

comparison of micro-CT analysis of osteochondral cores pre- and post- DMA loading 

was performed. Although statistical tests found no significant difference in the 

changes observed, there was a 3% reduction in the porosity post DMA and a change 

of between 20 - 30 µm in the trabecular separation. A clear shift in the trabecular 

distributions in Figure 5-8 alongside the porosity changes lead to the hypothesis that 

there is permanent change occurring during the short loading cycles.  The change 

that is seen in trabecular separation could be an indicator of subchondral bone 

aiding in the protection of cartilage [196] under load.   
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Chapter 5 also aimed to assess whether it is feasible to produce a hierarchical AM 

construct, which is inspired by an osteochondral core. A set of three constructs were 

produced with an interior porous structure that would allow for tissue 

integration[201], [202] as well producing a material response that was close to 

reported literature values[18], [23].  Tissue integration into implants using implanted 

growth factors or surface post-processing within scaffold structures[207] has been 

demonstrated to be an effective tool in studies by Ilea et al.[208], Man et al.[209] and 

others[210] on titanium constructs.  This permeability/porosity of any designed 

constructs has been shown to enable integration into the subchondral bone and may 

allow ion transfer within the surrounding cartilage, however, this would need further 

study. The mean storage modulus was 169.7 ± 20.7 MPa compared to literature[18] 

at 170 ± 4.76 MPa and experimental bovine obtained in the earlier study presented 

in chapter 5 at 252 ± 9.32 MPa. For the loss modulus the difference was reported at 

13% with trends that differ from previous studies, we hypothesise that this is due to 

an effect of the differing platen material of PLA having an effect on the energy 

dissipation ability within the experiment compared to metal substrate platens.    

A number of samples were excluded from analysis during the evaluation phase due 

the ineffectiveness of the printer to reproduce the respective CAD models.  

Incomplete and damaged unit cells were identified when the unit was incomplete for 

the space it was aimed to fill or too complex in geometry between each layer applied.  

This was especially highlighted in the tower complexes.   The range of stiffness 

values that were able to be produced through varying the AM parameters.  This 

combined with the information gained in chapter 4 about regional variation could be 

combined into creating an AM component that can provide the range of response 

across its surface.  With the use of AM came a lot of control with macro scale 
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parameters such as joint shape being no issue to replicate.  Micro scale geometries 

are harder to mimic with them limited by the diameter of the print nozzle, accuracy of 

the CAD design, and resolution of the printer.  However, variability present in 

physical testing rigs provide a huge amount of variance and thus possibility in these 

parameters too.  The faults of the current technology being used were pointed out in 

section 5.4, but even with the limitations a print within that produced results, although 

questioned in validity through lack of repeats, within a reasonable margin of 

biological relevance was produced.  

A main limitation of this thesis was that the studies in chapter 4 and 5 were both 

performed on bovine cartilage/osteochondral cores rather than human.  This results 

in adjustments to the finding having to be made to compensate and allow 

comparison to other human tissue studies.  An extension to this is that even though 

the data utilised in chapter 3 was from human tissue, human tissue tends not to be 

otherwise young/healthy.   Other factors also effect the physiological accuracy of 

data as many studies ignore natural tension when setting up experiment designs.  

This was mediated in our work in chapter 4 with our clamp design to apply a pre-

stress condition that was physiologically relevant to the sample.  These issues can 

result in a large amount of variability between data sets which means validation of 

material characterisation is even more important.  

The results of the preliminary work from chapter 5 and the experiment in chapter 4 

has shown the feasibility of producing an AM osteochondral model that would be 

both macro and microscopically representative of cartilage and provide similar 

properties to AC when materially characterised in a dynamic loading environment.  

With further evaluation of parameter combination and the possible increase in 

resolution other printer units would bring this could be further developed into an 
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entire joint epiphysis.  If the AM components can be shown to be an accurate 

representation of human tissue this would reduce the need for biological samples in 

testing environment where on the material response analysis is required. 

Additionally, chapter 3 showed that the development of an accurate computational 

model is also possible with the additional of more biological data.  Thus, the thesis 

has met its aims set out in chapter 1.     

6.2. Future work 

As a results of the work presented in this thesis there are portions of work and stated 

hypothesis that could be researched further,  These are laid out below: 

1. Further the abilities of the automated system in the characterisations it can 

perform.  This will allow it to be utilised for other biomaterials and synthetic 

constructs.  Inclusion of further data sets of tissue from human/bovine 

samples that has been loaded in a dynamic environment will allow the 

optimisation to improve its accuracy. 

2. There is potential to adapt the software to include a substrate below the 

evaluated FE model.  This would not only allow the comparison of the 

properties seen at the macro scale parameter analysis within chapter 4 but 

also aid in the investigation of how these substrate’s effect the AC.  This, in 

part has already been looked at experimentally by Burgin and Aspden [211] 

and Crolla et al.[155] but as of yet has not been simulated to best of our 

knowledge.  

3. Progressing from the above point, an investigation into the ability of AM to 

provide testing substrates that are biologically relevant would be beneficial in 

future dynamic environment loading studies. 
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4. Perform a study that further investigates the phenomena of physiological 

changes to bone geometrics pre and post dynamic loading.  Elongation of the 

loading cycle or changing the amount of load could provide further insight into 

why the changes are being seen and what effect they are having within the 

osteochondral setting. 

5. Perform further refinement of the AM osteochondral units design.  This can be 

done by the investigation of further AM parameter variations and the testing of 

other manufacturing possibilities.  If the designs can be enhanced to the point 

of accurate biological representation, investigating the possibility of making 

the osteochondral units patient specific in their material characterisation would 

be very beneficial for translation to a medical implant design. 

  

6.3. Thesis conclusions 

The work in this thesis has furthered research into AC being a dynamic 'structure' 

and demonstrates this characterisation.  It has also been shown how AM can be 

used to both develop better testing procedures for characterisation; and also that is 

has future development potential for material response accurate replacement units.  

The overall new research findings for the thesis are outlined below: 

1) Using an automated approach to gain material parameters can remove not 

only the human bias in data selection but also provide additional control 

through the modular design.  This enables hyper-viscoelastic approximation in 

a dynamic modeling environment that is unavailable elsewhere. 

2) The Prony series approximation solved with a genetic algorithm and used for 

articular cartilage provides material parameters for a computational model of 
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said tissue with a mean error between 17% to 24% compared to human test 

tissue data. 

3) When comparing the storage modulus of cartilage testing on a  contoured 

plane versus a flat platen, a significant difference was found in for both values 

in at least one of the regression parameters. The mean values were for, 0° at 

1118.5 N/mm, 7° at 1307.9  N/mm and 30° at 935.7 N/mm.   

4) Cartilage when dynamically loaded on a contoured platen at 30° dissipates 

almost twice as much energy as if the same sample was loaded on a shallow 

7° or flat platen (0.77 mJ, 0.42 mJ, 0.41 mJ, respectively). 

5) There is preliminary evidence to suggest that permanent geometric changes 

are seen in bone tissue after a dynamic load between 0.75 MPa and 1.7 MPa 

at a frequency sweep of 1, 8, 10, 12, 30, 50, 70 and 90  is applied within its 

porosity percentage (pre load, 51.96%, post load 84.87%), trabecular 

thickness distributions (peak pre load - 243.4 µm, post load - 270.5 µm.) and 

trabecular separation distribution (peak pre load - 432.8 µm, post load - 378.7 

µm.).  

6) It is feasible to reproduce a range of material responses, storage modulus 

between 50 – 90 MPa and loss between 8 – 25 MPa) that lie within bone and 

cartilage experimental values by altering the interior parameters of the AM  

design, including unit cell, infill percentage and shell thickness. 

7) PLA filament was able to be used to additively manufacture a multi-

component construct that produced storage and loss modulus results in line 

with literature and also had geometric characteristics consistent with 

osteochondral tissue but with limitation that need to be addressed in future 

studies. 
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