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Abstract

Social media (SM) streams such as Twitter provide large quantities of real-time information

about emergency events from which valuable information can be extracted to enhance situa-

tional awareness and support humanitarian response efforts. The timely extraction of crisis-

related SM messages is challenging as it involves processing large quantities of noisy data in

real time. Supervised machine learning classifiers are challenged by out-of-distribution learn-

ing when classifying unseen (new) crises due to data variations across events. Besides that,

it is impractical to label training data from each novel and emerging crisis since obtain-

ing sufficient labelled data is time-consuming and labour-intensive. This thesis addresses

the problem of Twitter crisis classification using supervised learning methods to identify

crisis-related data and categorising them into different information types in the multi-source

(training data from multiple events) setting. Due to Twitter’s ubiquity during emergency

events in the Arab world, the current research focuses on Arabic Twitter content. We have

created and published a large-scale Arabic Twitter corpus of crisis events. The corpus has

been analysed and manually labelled. Analysing the content includes investigating the main

information categories of conversations posted during a range of crisis events using natural

language processing techniques. Building these resources is considered one of this thesis’s

contributions.

The thesis also investigates the generalisation performance of different supervised

classical machine learning and deep learning approaches trained on out-of-crisis data to

classify unseen crises. We find that deep neural networks such as LSTM and CNN outperform
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the classical machine learning classifiers such as support vector machines and decision trees.

We also evaluate different architectures of deep neural networks and several pre-trained text

representations (embeddings) learnt from vast amounts of unlabelled text. Results show that

BERT-based models are more robust to out-of-distribution target events and remarkably

outperform other models on the information classification task. Experiments show that

the performance of BERT-based classifiers can be enhanced when training on similar data.

Thus, the last contribution of the present study is to propose an instance distance-based

data selection approach for adaptation to improve classifiers’ performance under a domain

shift. Using the BERT embeddings, the method selects a subset of multi-event training data

that is most similar to the target event. Results show that fine-tuning a BERT model on a

selected subset of data to classify crisis tweets outperforms a model that has been fine-tuned

on all available source data.
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Chapter One

Introduction

1.1 Overview and Motivation

In the last decade, user-generated Social Media (SM) content has been explored by Natural

Language Processing (NLP ) and data mining researchers as a valuable and accessible source

of data (Ritter et al., 2012; Imran et al., 2018; Ahmed et al., 2019; Karami et al., 2020a).

Many of these studies have investigated the problem of mining SM (notably microblogging

websites) to extract real-world events. Microblogging is an online social networking and

broadcast medium that enables users to post short messages in various content formats,

including text, image, video and hyperlink. These websites play an important role in fast

information diffusion, enabling users to express opinions, comment on news stories, share

online news links and report real-world events.

On Twitter1, which is one of the most popular microblogging services, users interact by

posting short messages called ‘tweets’. When Twitter launched in 2006, tweets were restricted

to 140 characters, but in November 2017, that limit was increased to 280 characters per tweet

for all users. Twitter is still growing fast. In March 2012, there were over 140 million active

users, with around 340 million messages posted daily;2 by the first quarter of 2018, Twitter

1https://twitter.com
2https://blog.twitter.com/official/en_us/a/2012/twitter-turns-six.html
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1.1 Overview and Motivation

had around 94 million daily active users.3 There were 298 million annual users in 2018, and

the number reached 401 million users in 2022.4 In February 2022, there were around 217

million daily active users generating around 500 million tweets per day.5 Users tweet about

different aspects of their lives, sharing ‘what’s happening’ with their social networks. By

disseminating real-time information, Twitter plays an important role in reporting real-world

events, ranging from the mundane and personal to major global happenings. Twitter has

attracted increasing attention from both academic and industrial researchers. According

to Steiger et al. (2015), 46% of Twitter-related published papers deal with event detection

research. Petrovic et al. (2013) found that Twitter covers most of the events mentioned by

news agencies, as well as many that are not reported by news agencies. They also showed

that Twitter is often first to break incoming news in some cases, such as crisis-related events.

A crisis is a real-world emergency event that occurs at a particular time and location

and is characterised by a main topic representing the hazard type (floods, explosions, pan-

demic etc.). A coherent and rapid understanding of the crisis enables the crisis management

teams and the affected communities to respond and recover effectively. However, gaining a

situational awareness during emergency incidents is challenging because of their chaotic and

rapidly changing nature (Derczynski et al., 2018), which causes anxiety among most stake-

holders (Bukar et al., 2020). Hence, crisis responders have utilised microblogging websites

(particularly Twitter) as additional sources of up-to-date information to enhance emergency

relief and response. Such platforms allow emergency teams to collect information directly

from the affected communities to gain a better understanding of the situation.

The huge volume of user-generated Twitter data related to multiple daily events has

created a need for automatic event extraction and summarising tools. The information

overload makes it difficult for emergency services to process and extract relevant data in a

3https://www.statista.com/statistics/1032751/monetizable-daily-active-twitter-users-international/
4https://www.businessofapps.com/data/twitter-statistics/
5https://www.omnicoreagency.com/twitter-statistics/
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1.1 Overview and Motivation

timely manner. Time is crucial during emergencies. Crisis coordinators have a rich source of

information but limited time. Manual inspection of Twitter data for useful information such

as those sent by eyewitnesses and volunteers is challenging and time consuming because the

volume of data is overwhelming, and most of the content relates to daily chatter (Java et al.,

2007). Detection of disasters as they unfold and extracting informative crisis messages can

reduce response time, so mitigating impacts.

This research utilised Twitter data for crisis detection for several reasons. Twitter

is popular and accessible, and the enormous volume of data generated daily by Twitter

users is available through the public streaming API. Additionally, Twitter offers instant

publication, which supports rapid discovery of crises, and uses hashtags (#) that identify

posts on a specific topic and can be utilised to collect the dataset. Twitter plays an important

role in reporting emergency events. During crises, people and agencies use Twitter as a

communication channel to post situational updates, request help, provide aid and search for

actionable information (Vieweg et al., 2010; Olteanu et al., 2015; Takahashi et al., 2015).

Landwehr and Carley (2014) demonstrated that individuals impacted by the crisis turn to

SM to find information. Examples of Twitter’s effectiveness during disasters include the

2007 and 2008 wildfires in California (Sutton et al., 2008), tropical storm Cindy in 2017 (J.

Kim et al., 2018) and Hurricane Harvey in 2017 (Mihunov et al., 2020). Twitter was used

to report the protests that followed the Iranian presidential elections of 2009 (Khondker,

2011; Diriöz, 2013). The Arab Spring (since 2010) has shed light on the role of SM during

crises and social protests. For instance, protesters used Twitter to communicate during the

Egyptian revolution in February 2011 (Tufekci and Wilson, 2012).

In the Arab World, Twitter has a higher rate of growth and more activity than other

SM platforms (Diriöz, 2013). Despite Twitter’s ubiquity and effectiveness during emergencies

in the Arab World, there is little work investigating crisis detection from Arabic tweets.

Besides that, there is no publicly available Arabic multi-type crisis-related dataset. These

3
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opportunities motivated the present research to further investigate the problem of extracting

crisis events from Arabic Twitter data.

1.2 Problem Definition and Tasks Description

In this research, we performed cross-domain or cross-event crisis detection from SM. In cross-

event classification, models are trained to classify an unseen event. In other words, no data

from the target event are included in the training set. We focused on multi-source cross-

domain crisis classification, in which the training set includes tweets from different disasters.

A domain is defined as a dataset that has been collected from SM for a specific event. Hence,

each crisis data represents a distinct domain. In this thesis, we considered two supervised

classification tasks, described as follows.

1.2.1 Relevancy Detection

The relevancy detection task is modelled as a binary classification task. It aims to iden-

tify crisis-related messages from SM by classifying them as related (on-topic) or not related

(off-topic) to a specific event. For example, the tweet: “Flash #floods after heavy rains in

Kuwait left one man dead." is related to the Kuwait floods. On the other hand, the tweet: “I

will attend a conference on #floods tomorrow." is not related. Using Twitter, the relevancy

detection follows the data acquisition process, which crawls candidate crisis messages. Can-

didate crisis-related tweets are first acquired by one of two methods: collecting posts from

users in the affected areas (location-based) or tracking relevant keywords (keyword-based).

The location-based sampling is limited to the geotagged posts or those tweets sent by users

stating the location in their profiles (Rachunok et al., 2022). According to the Twitter
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Platform6, only ∼1-2% of tweets are geotagged, whereas 30-40% of tweets include profile

location information. Most crisis Twitter datasets were built by tracking specific relevant

keywords and hashtags. Such a process captures lots of relevant data but can also include

irrelevant posts with various distribution across crises. Unrelated posts include advertise-

ments, political views, unrelated personal messages or posts related to other disasters, as we

will describe in Chapter 4. Such posts usually exploit trending hashtags to be more visible.

Other off-topic tweets were crawled due to the keywords’ ambiguity. Relevancy detection is

challenging for the cross-event setting due to feature variations across disasters. The class

imbalance makes this task more challenging.

1.2.2 Information Classification

This task categorises relevant messages into one or more information categories that support

situational awareness and assist people who need help. Examples of information categories

include affected people (fatalities, missing, injured and displaced), infrastructure damage,

caution, preparations, etc. For example, the tweet: “Eighteen people, mainly schoolchildren,

were killed on Thursday by a flash flood in #Jordan." is categorised as affected individuals,

while the tweet: “A bridge leading to the site collapsed this morning under the force of the

rains" is about infrastructure damage.

This task is modelled as either a multi-class or multi-label problem. In this work,

our data has been annotated using a multi-label scheme, as we found that some tweets can

communicate more than one humanitarian information category. The method followed to

identify these categories will be explained in Chapter 4.

6https://developer.twitter.com/en/docs/tutorials/advanced-filtering-for-geo-data
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1.3 Research Questions

1.3 Research Questions

The main hypothesis of the thesis is: it is possible to automatically identify crisis event

messages from SM in real time by Deep Neural Networks (DNNs) trained on labelled

historical multi-event crisis data, despite the feature distribution gap between the training

and testing data. We use Twitter as a SM platform and focus on Arabic content due to

Twitter’s ubiquity during emergency events in the Arab world. To test this hypothesis, we

ask the following questions which identify the scope of the research.

Research Question 1: What are the main information categories of conversations posted

during different types of crises on Arabic Twitter data?

There is no accessible Arabic SM corpus for multi-type crisis events. Thus, we create

one by collecting a corpus from Twitter for crisis events. In this work, we investigate the main

information categories that support humanitarian response efforts to be used to label a multi-

event crisis dataset. Hence, we ask the first question to identify the information discussed

during different emergency events (floods, explosions, etc.). Because the manual inspection

of events’ content is hard, we identify the main topics using some NLP techniques and analyse

posts belonging to each topic in the light of previously proposed crisis taxonomies.

To test our hypothesis, we explore the generalisation performance of DNNs trained on

multi-event crisis data to classify tweets from an unseen crisis. We ask the following question

to explore how the generalisability of DNNs compares to the classical (conventional) Machine

Learning (ML) classifiers for cross-event classification. We experiment with different DNN

architectures and various text representations.

Research Question 2: Using training data from multiple historical events, how does the

performance of DNNs compare to that of classical ML classifiers in identifying crisis-related

posts and categorising relevant posts into different information types?

6
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To improve the performance of cross-crisis classifiers, we propose an instance-based

data selection method to train a classifier on data similar to the target event. The approach

uses the K-nearest neighbours algorithm for data selection. We evaluate the performance of

our presented method by comparing it with two approaches: the BERT model that learns

from all source data and the BERT-based self-training adaptation approach. Finally, we

explore whether combining our data selection with a semi-supervised self-training enhances

the performance of the data selection technique. Hence, We ask the following questions:

Research Question 3: How do the results of the proposed data selection model compare

to the results of the BERT model that learns from all source data?

Research Question 4: How do the results of the proposed data selection model compare

to the results of the self-training approach?

Research Question 5: Does combining the proposed selection method with self-training

result in performance gain?

1.4 Contributions

The thesis makes the following contributions to the field of crisis detection from SM text:

❍ Creation and publication of a large-scale Arabic Twitter corpus of crisis events, named

Kawarith7, 8. The corpus includes ∼1.6M tweets collected during 22 crises and involv-

ing several types of hazard. The corpus comprises multi-dialect Arabic tweets, as it

was collected from different regions.

❍ Providing quantitative and qualitative analysis of the corpus content, including inves-

tigating the main information categories of conversations posted during various crisis

7This is the Romanised form of the Arabic word �
HP@ñ», meaning crises.

8The corpus is available at https://github.com/alaa-a-a/kawarith
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events using NLP techniques such as topic detection models.

❍ Creation and publication of a manually annotated Arabic Twitter dataset of more than

12k messages from seven emergency events.

❍ Comparing the performance of several classical ML models and DNNs (in different

configurations) for cross-event classification to investigate which models can generalise

better to classify unseen crisis data when learning from historical crisis events. The

evaluation has been conducted for two crisis tasks: binary relevancy detection and

multi-label information classification.

❍ Proposing an instance-based data selection approach to train a classifier on the best

matching data for the target crisis instead of using all multi-event source data. Results

show that our selection adaptation models outperform the equivalent models that learn

from all available source data.

1.5 Thesis Structure

The reminder of this thesis has been organised into the following chapters:

Chapter 2 begins with an overview of the crisis detection problem. Then, it presents the

relevant literature. It also describes the supervised classifiers and text representation models

used in our experiments.

Chapter 3 highlights our research methodology. It presents an outline of the Twitter dataset

creation process and describes the procedure we follow to evaluate the supervised learning

models. The last part of the chapter introduces our proposed data selection method.

Chapter 4 introduces and describes our Arabic crisis-related Twitter corpus. It explains the

data collection process and discusses the main topics and information categories of conver-

sations posted during various emergency events. Finally, the chapter presents our labelled

8
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dataset used in this study and describes the used annotation scheme. This chapter is based

on our published paper (A. Alharbi and M. Lee, 2021).

Chapter 5 evaluates the generalisation performance of several DNN models and classical

ML classifiers in identifying Arabic crisis-related tweets and classifying them into infor-

mation types in the cross-event setting. Different DNN architectures and pre-trained text

representations (such as character embeddings) have been evaluated for each classification

task. Finally, the chapter concludes with a discussion and error analysis of the best models.

This chapter is based on our published work (A. Alharbi and M. Lee, 2019).

Chapter 6 presents the experimental setup of our data selection method. It compares our

method against two baselines: training using all available datasets and the self-training ap-

proach. The chapter wraps up with the results and discussion. Chapter 6 has been recently

published (A. Alharbi and M. Lee, 2022).

Chapter 7 concludes the thesis by outlining the findings of the current study and discusses

areas for future work.
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Chapter Two

Background and Literature Review

This chapter starts by presenting an overview of crisis detection from Twitter, highlighting

the problem of out-of-distribution learning when classifying new crises. Then, we discuss the

relevant literature. The related work is divided into three sections. The first one presents the

tweet classification approaches in the context of crisis detection. The second section shows

the domain adaptation approaches applied in this area. The last part of relevant literature

overviews the publicly accessible Twitter crisis-related corpora in the crisis informatics lit-

erature. Finally, the chapter briefly presents the supervised learning approaches and text

representation models adopted in our experiments.

2.1 Crisis Detection from Twitter Data

Event extraction from Twitter streams poses challenges that differ from traditional me-

dia. In particular, traditional text extraction techniques are challenged by the noisy lan-

guage used in SM, including misspelt words, grammar mistakes, colloquialisms and non-

standard acronyms. Because of the imposed character limit, Twitter users tend to use more

abbreviations. Users may also post non-informative messages that require some knowl-

edge of the situational context for interpretation by humans. For example, the tweet

“ �
IK
ñºË@_ ÈñJ
�# Zú



æ
�
�Ë @ �

	
®
	
K ú




�
GPAJ
� ú

�
æk" (and my car, the same thing #Kuwait_floods)
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2.1 Crisis Detection from Twitter Data

does not convey obvious meaning to decide whether it is relevant to the crisis and which

information it communicates. Looking at the tweet in context, it is a reply to someone re-

porting that his car was washed away and damaged by the floods. Thus, we can understand

the meaning of the reply. Interpreting such short texts automatically is a hard problem.

Twitter’s popularity makes it appealing to spammers who spread propaganda, pornog-

raphy and advertisements (Benevenuto et al., 2010; Kabakus and Kara, 2017). For adver-

tising, spammers use crisis-related hashtags in their posts to be noticed by large numbers of

users. For instance, the following tweet is irrelevant but was captured in the crisis dataset

as it included a relevant hashtag.
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(Don’t miss the big discount from Bath and Body, 20% off all products #discount

#Kuwait_floods)

We found many tweets like the previous one in our dataset. For similar purposes, some people

who are not from the crisis-affected population exploit the popularity of crisis hashtags to

request help, ask for money or report lost items, as in the following tweet. Such tweets look

like crisis-related messages and are hard to identify automatically.
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(Please share on all social media. May God reward you. He needs help and

treatment as he had an accident today. #Friday #rain_sound Jordan floods)

Like any online SM site, the credibility of information shared on Twitter is always in

question because of the (relative) freedom of posting, and there is evidence that Twitter is
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2.1 Crisis Detection from Twitter Data

used—if sometimes unintentionally—to disseminate rumours, misinformation and false news

to large communities (Castillo et al., 2011; Shu et al., 2017). The increasing volume and

high-rate data stream of user-generated messages on Twitter create significant computational

demand and challenge the data mining techniques that are employed to extract real-time

events from a data stream that changes quickly over time.

Crisis detection from Twitter is also challenging because of the lack of labelled data

from current events. Supervised learning approaches require in-domain human-labelled

datasets for training algorithms to predict outcomes accurately. However, annotated data are

unlikely to be available in real-time from emerging crises since obtaining sufficient human-

labelled data is time consuming. In contrast, time is a critical factor during mass emergencies.

Researchers proposed to use labelled data from past events to classify new disasters

(Imran et al., 2013b; Rudra et al., 2015; C. Caragea et al., 2016). However, supervised

methods are challenged by out-of-distribution learning when classifying unseen crises —

especially if they are trained on data from cross-type crises due to data variations across such

events. Out-of-distribution (covariate shift) refers to the different probability distributions

of input features across the training (source) and test (target) data (Ramponi and Plank,

2020). Labelling instances from each possible type of disaster (e.g. flood, wildfire, explosion,

etc.) to minimise the feature distribution gap is impractical: such data is hard to collect and

expensive to annotate. Training on data from the same disaster type (in-type event) may

not improve the model’s generalisation.

Textual data varies across SM events in two main aspects: topic and language. Mes-

sages from two events of the same type can discuss various topics emerging from the event

properties and its distinct aspects such as time, cause, related entities and impact. Such

topic variations across events can lead to substantially different feature distributions. Fur-

thermore, the discussed topics can change over time during a crisis. Events on SM are

12



2.2 Crisis Detection from Arabic Twitter

discussed with varying levels of formality, in various dialects and languages, resulting in a

more significant distributional gap across domains. Supervised classifiers’ performance drops

on test data if it does not follow the training set distribution as many supervised learning

algorithms assume (Ramponi and Plank, 2020). Thus, the out-of-distribution problem chal-

lenges SM crisis classification models as they learn under distributional shifts. In our work,

we evaluate the generalization performance of different classifiers to identify crisis messages

in the cross-event setting. We also propose a domain adaptation method to minimize the

effect of the out-of-distribution learning, as shown in the following chapters.

2.2 Crisis Detection from Arabic Twitter

The Arabic language refers to a collection of varieties, including a standardised form, Modern

Standard Arabic (MSA), and several regional dialects, which are spoken by more than 300

million native speakers (Althobaiti, 2020). Examples of Arabic dialects include the Gulf,

Egyptian, Levantine and Maghrebi dialects. The dialects began to appear in a written form

with the advent of Web 2.0 (Althobaiti, 2020). SM content, including Twitter, has a strong

presence of dialectal Arabic (Shoufan and Alameri, 2015; Alsarsour et al., 2018).

Identifying crises from Arabic SM poses numerous challenges. The Arabic dialects

differ in their phonology, morphology and syntax (Chiang et al., 2006). In contrast to MSA,

there is no standard orthography for dialectical Arabic (Shoufan and Alameri, 2015). The

same words can be written in different forms, usually according to people’s pronunciation,

resulting in spelling inconsistencies. Some dialectal words can have different spellings, even

within the same dialect (Zaidan and Callison-Burch, 2014). Dialects are region-based. Hence,

we expect that our corpus includes several dialects as it has been collected during crises that

occurred in different areas. The variation of Arabic dialects would result in more covariate
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2.2 Crisis Detection from Arabic Twitter

shifts across the data. A classifier trained on event data collected from one region may not

perform well when classifying data collected from another area.

Analysing the effect of dialect familiarity on the quality of data annotation on sarcasm

detection, Farha and Magdy (2022) showed that annotators performed better in labelling

text written in their dialects and dialects they are familiar with. While creating the labelled

dataset, we considered this issue by allowing the coders to skip/leave the example if it is

hard to judge the tweet because of the dialect variation. For example, one of the annotators

left a tweet unjudged because she did not understand the idiom ‘úÎ« ÐAm.
Ì'@ ©

	
¯ @P’, which is

commonly used in Kuwait, meaning to ignore. Spam is prevalent on Arabic Twitter (El-

Mawass and Alaboodi, 2016). El-Mawass and Alaboodi (2016) found that about three-

quarters of the tweets in trending hashtags in Saudi Arabia, which has the highest number

of active Twitter users in the Arab nations, are spam posts and irrelevant to hashtags.

Advertising accounts target popular accounts and hashtags on Arabic Twitter to promote

their services and products (Mubarak et al., 2020). We expected the same pattern in our

corpus, as crisis-related hashtags are usually trending on Twitter. Such spam messages should

be filtered out after data collection as they are unrelated to the crisis. Unlike English, there

is no capitalisation in the Arabic language, which was used as a feature to identify event-

related messages in previous research (Ashktorab et al., 2014), since crisis posts usually

include named entities.

This research evaluates the robustness of several widely adopted supervised models

and text representations to classify crisis tweets in the multi-dialect setting. Besides that,

we experiment with the character-level embeddings to investigate whether they improve the

results over word-level embeddings, given that Arabic is a morphologically rich language.

Before tweet classification, we pre-process the text to transform the Arabic words into a more

uniform sequence. We also create a list of 405 domain-independent multi-dialect Arabic stop

words when identifying the main topics in the corpus, as we will show in Chapter 4.
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2.3 Related Work

2.3.1 Crisis Detection using Supervised Classifiers

Researchers have shown an increased interest in using supervised learning to extract useful

information from SM crisis events to enhance emergency relief and response. To address

the data overload problem, some research studies focus on the relevancy detection task,

which classifies SM posts into crisis-related (on-topic) or irrelevant (off-topic) (Ashktorab

et al., 2014; To et al., 2017; Kersten et al., 2019; Liu et al., 2021). Other studies focused on

informative messages identification (Verma et al., 2011; Rudra et al., 2015; C. Caragea et al.,

2016; D. Nguyen et al., 2017; Rudra et al., 2018; Neppalli et al., 2018; Derczynski et al., 2018;

Madichetty and Sridevi, 2019a; Graf et al., 2020). The informativeness of an SM message

during emergencies has been defined based on its relevancy to pre-defined information types

or by its usefulness to situational awareness (Rudra et al., 2015; Olteanu et al., 2015). The

informativeness identification task has been formulated as a binary classification problem.

Several publications went beyond such binary classification tasks by classifying the relevant

content into different pre-defined information categories (Imran et al., 2013a; Imran et al.,

2013b; Imran et al., 2014; ALRashdi and O’Keefe, 2018; Alam et al., 2019; Madichetty and

Sridevi, 2019a). Other existing research only focused on identifying SM messages reporting a

specific information type such as the infrastructure damage (Madichetty and Sridevi, 2019b).

Previous studies applied classical ML approaches with handcrafted features to identify

messages of interest during disasters (Verma et al., 2011; Imran et al., 2013a; Imran et al.,

2013b; Ashktorab et al., 2014; Imran et al., 2014; Parilla-Ferrer et al., 2014; Rudra et al.,

2015; Cobo et al., 2015; To et al., 2017; Rudra et al., 2018). Sakaki et al. (2010) developed an

earthquake reporting system by processing Twitter data. They used SVM with statistical,

keyword and word context features to identify messages reporting earthquake occurrence.
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The results showed that the features did not contribute equally to the performance, and

the word context attributes had the least contribution. Their study is limited to using only

two query terms (earthquake and shaking) to collect tweets that might be relevant to the

earthquake. Thus, their system will miss the event-related tweets that do not include these

terms. Verma et al. (2011) identified situational awareness tweets using NB and maximum

entropy classifiers with handcrafted text-based features such as unigrams, bigrams and POS

tags. The authors demonstrated that the models performed well when classifying data

from the same event and showed that the maximum entropy model achieved better results.

However, their model did not generalise well when classifying cross-event data, particularly

when the source and target crises have different types and characteristics. For example, the

model produced a poor accuracy (29%) when trained on data from Oklahoma fires to classify

the Haiti earthquake tweets.

Imran et al. (2013a) classified Twitter posts from multi disasters into fine-grained

classes using an NB model and a set of statistical and text features. The authors only eval-

uated their model on the same dataset (i.e., the Joplin tornado) and did not show how their

proposed model generalises to other crises. In a subsequent study, they described a method

for identifying informative tweets and extracting the relative information from them using

an NB and Conditional Random Field (CRF ) with manually generated features (Imran et

al., 2013b). They experimented on two disasters: the Joplin tornado and Hurricane Sandy.

Their results show that performance hugely drops in the cross-event setting. The authors

considered an adaptation scenario that improved performance by incorporating 10% of test

data into the training set. Similarly, Ashktorab et al. (2014) experimented with different

classical ML models such as NB, logistic regression and decision trees to find disaster-related

tweets. They also used CRF with several handcrafted features to extract actionable infor-

mation. The models produced low performance when classifying cross-event data. Using

the n-gram features, Parilla-Ferrer et al. (2014) detected informative crisis messages. Cobo
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et al. (2015) compared the performance of NB, logistic regression, SVM and random forest

with user-based and content-based features to classify earthquake tweets and found that

random forest outperformed other classifiers. Both studies did not evaluate their work in

the cross-event setting.

To enhance models’ performance on unseen crises, Rudra et al. (2015, 2018) used

vocabulary-independent, low-level lexical and syntactic features to identify tweets reporting

situational information. Examples of features include the presence of subjective words, the

count of intensifiers, and the use of slang and non-situational words. The authors showed that

using these features with an SVM classifier outperformed the same model with BoW features.

However, their proposed features are lexicon-based. Thereby, the classifier performance

is highly reliant on the quality of lexicons. Besides that, creating such lexicons requires

massive manual efforts, and they vary across languages and dialects. J. P. Singh et al.

(2017) developed a system to classify flood-related posts as a high or low priority to identify

victims who need urgent assistance. Using various linguistic features, they experimented

with three ML models. As they focused on one type of disaster, it is unknown how the

proposed approach generalises to other types of crises.

As ML models require handcrafted features, researchers leveraged DNNs as they au-

tomate the process of feature extraction and can exploit pre-trained text embeddings. Most

of these studies used CNN to identify relevant posts (D. T. Nguyen et al., 2016; Burel et al.,

2017b; Burel and Alani, 2018; Kersten et al., 2019), informative messages (C. Caragea et al.,

2016; D. Nguyen et al., 2017; Burel et al., 2017a; Aipe et al., 2018; Derczynski et al., 2018;

Ning et al., 2019) and information categories (D. T. Nguyen et al., 2016; Burel et al., 2017b;

Burel and Alani, 2018; Madichetty and Sridevi, 2019a) from crisis events. The CNN archi-

tecture used in the reviewed studies is the one proposed by Y. Kim (2014). D. Nguyen et al.

(2017) highlighted that CNN performed better than three classical ML approaches: logistic

regression, SVM and random forest. They revealed that using crisis embeddings (Imran
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et al., 2016), trained on tweets collected during crises, did not always perform better than

general-domain embeddings but marginally improved the results on average. ALRashdi and

O’Keefe (2018) agreed with the previous conclusion when experimenting with a CNN and

Bidirectional Long Short-Term Memory (Bi-LSTM ) using domain-agnostic Global Vectors

for Word Representation (GloV e) embeddings and crisis word embeddings. They found that

a Bi-LSTM with GloVe embeddings achieved the highest results. Going further, Neppalli et

al. (2018) compared the performance of an NB classifier to two DNN models in identifying

informative crisis-related posts. Their results demonstrated that CNN performed slightly

better than the GRU model, and they outperformed the NB with different content-based

and user-based handcrafted features. Similarly, Madichetty and Muthukumarasamy (2020)

highlighted that DNN models outperformed an SVM with low-level lexical and syntactic

features for identifying situational awareness tweets.

However, other research studies showed that ML models perform nearly as DNNs. A

study conducted by Alam et al. (2019) showed that an SVM with TF-IDF features performed

as good as a CNN model using crisis word embeddings in two tasks: event type classification

and information type identification, and achieved competitive results on informativeness

detection. Using different features, Burel et al. (2017b) and Burel and Alani (2018) concluded

that SVM and CNN provide comparable results. They also demonstrated that the random

forest algorithm produced competitive results. It is worth noting that different studies used

different datasets and training settings (e.g., on-event vs cross-event and multi-source vs

one cross-type crisis training set). Hence, different conclusions have been reached when

comparing models’ performance. There is a lack of comparisons between the proposed and

best-performing models as there is no standard dataset on Twitter crisis detection. To the

best of our knowledge, no study comprehensively compared classical ML approaches and

DNNs of different architectures. Thus, we compare the generalisation ability of three widely

adopted classical ML models and several architectures of DNNs (e.g. CNN and RNN) with
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different configurations when performing multi-source cross-domain crisis detection. The

models will be presented in Section 2.4. Besides that, our work consider two crisis-related

tasks: relevancy detection and information categorisation.

Prior research also investigated the generalisation of various word embeddings. Nal-

luru et al. (2019) proposed to train two RNN architectures using a combination of domain-

specific and generic domain-agnostic word embeddings to detect informative tweets during

a disaster. They showed that training a different model for each embedding and ensembling

their predictions achieved better performance than a model trained on the average of varying

word embeddings. H. Li et al. (2018b) evaluated the generalisation of different word embed-

dings and sentence embeddings for Twitter crisis classification. Their results revealed that

GloVe embeddings (Pennington et al., 2014) generalised better than others, and word-level

embeddings generally outperformed sentence-level encodings.

Other studies have exploited contextualised text representations to identify crisis mes-

sages (Wiegmann et al., 2020; Liu et al., 2021), categorising them into different information

types (G. Ma, 2019; Madichetty and Sridevi, 2020) or performed both tasks (Kozlowski et al.,

2020). Madichetty and Sridevi (2020) used Embeddings from Language Models (ELMo) fol-

lowed by a dense layer to classify data collected from three disasters into different information

categories. Their proposed ELMo classifier outperformed the SVM and CNN models that use

BoW and crisis word embeddings, respectively. However, the models have not been evaluated

in the cross-event setting. G. Ma (2019) assessed different BERT-based architectures and

demonstrated that they yielded approximately 3% higher accuracy than a Bi-LSTM model

with GloVe Twitter embeddings. Kozlowski et al. (2020) showed that BERT-based models

performed better than DNNs in the cross-event setting. Liu et al. (2021) demonstrated that

the LSTM and logistic regression models performed better using BERT embeddings instead

of word2vec on crisis relevancy detection and information classification tasks. In contrast,

Madichetty and Muthukumarasamy (2020) showed that a CNN model had the worst per-
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formance when using the BERT embeddings instead of other pre-trained word embeddings,

including word2vec, Glove and crisis word2vec. The drawback of the work conducted by G.

Ma (2019) and Liu et al. (2021) is evaluating their approaches once on an unseen randomly

chosen set of data by splitting the whole multi-event dataset into training, validation and

test sets. Such configurations do not mimic the real scenario where annotated data from a

new crisis (or each type of disaster) is unlikely to be available. Wiegmann et al. (2020) ex-

perimented with a feed-forward neural network using BERT and Universal Sentence Encoder

(USE) embeddings and found that a domain transfer across disaster types results in big per-

formance drops. Our work also assesses the generalisation of different text representations,

including word2vec, character embeddings and BERT embeddings. The text representations

used in our experiments are highlighted in Section 2.5. We also explore the performance of

various BERT-Based models. Unlike the work presented by G. Ma (2019), we perform our

experiments in the cross-event setting, supposing that no labelled data is available from the

target crisis.

Most studies on crisis classification have been limited to English SM messages. Rel-

atively little research has considered other languages. Some researchers have focused on

cross-lingual classification (Khare et al., 2018). Other studies have utilised multi-lingual

word embeddings for different crisis-related classification tasks (Lorini et al., 2019; Torres,

2019; Ray Chowdhury et al., 2020). Other work has classified crisis tweets written in both

English and Hindi (Rudra et al., 2018; Madichetty and Muthukumarasamy, 2020), Spanish

(Cobo et al., 2015) and French (Kozlowski et al., 2020). There is very little published re-

search on detecting Arabic crisis tweets. Alabbas et al. (2017) experimented with several

classical ML classifiers (e.g., SVM, NB and decision trees) and an Artificial Neural Network

(ANN) to extract high-risk flood-related Arabic posts. Adel and Y. Wang (2020b) proposed

a feature-based approach to identify Arabic tweets related to famine, cholera and refugees.

Alsudias and Rayson (2021) experimented with several ML and deep learning methods to
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classify Arabic influenza and COVID-19 posts into multi-label categories.

The work considered Arabic crisis data has two limitations. Firstly, each study focused

on one or two domains (crisis types), such as floods or pandemics. Secondly, they evaluated

their models using small datasets, while DNNs require vast amounts of data to perform well.

In our work, we will address the problem of identifying Arabic crisis posts from multiple

types of disasters using a larger dataset in the multi-source setting, in which training data

contains tweets from different events.

2.3.2 Crisis Detection using Domain Adaptation Methods

Supervised ML models assume that the source training and target test data are independent

and identically distributed (sampled from the same distribution). Their performance drops

(or is not guaranteed) on unseen target data if the distribution of that data differs from

the source distribution. Domain adaptation methods are proposed to mitigate changes in

distribution (domain/dataset shift) between the source and target domains.

As defined by Ramponi and Plank (2020), a domain (D) is denoted as D = {X,P (X)},

where P (X) is the marginal probability distribution over that feature space X. A task (T ),

such as text classification, is denoted as T = {Y, P (Y |X)}, where Y is the label space, and

P (Y |X) is the conditional probability distribution learnt from the labelled training exam-

ples. The goal of domain adaptation is to enhance the generalisation ability of a trained

model to a target domain if PS(X) ̸= PT (X) by learning on both source (Ds) and target

(Dt) domains.

Domain adaptation is a special case of transfer learning called transductive transfer

learning (Ruder, 2019). In domain adaptation, the source and target tasks Ts and Tt are the

same, whereas the marginal probability distributions Ps and Pt differ across the source Ds
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and Dt. The shift in the marginal probability distribution between the source and target

domains is called a covariate shift (Ramponi and Plank, 2020). Several domain adaptation

approaches have been proposed, including adversarial training, self-labelling, co-training,

data selection and autoencoder-based models.

Domain adaptation can be categorised into two types: supervised and unsupervised.

Supervised adaptation leverages a limited amount of labelled target data and more significant

amounts of labelled source data. Unsupervised domain adaptation, which applies to most

real-world scenarios, handles the domain shift by learning from labelled source data and

unlabelled target domain. Knowledge can be transferred from a single source domain or

multiple source domains. The latter is called a multi-source domain adaptation. In this

research, we propose an unsupervised multi-source domain adaptation approach.

Previous research have adopted domain adaptation approaches to improve the gen-

eralisation of supervised models trained on past crisis data to classify unseen new crises (H.

Li et al., 2018a; Alam et al., 2018a; Mazloom et al., 2019; Q. Chen et al., 2020). They

showed that learning from both the labelled source and unlabelled target data is better than

learning only from source labelled data. Several studies adopted an unsupervised domain

adaptation approach using self-training. Their work showed that an iterative self-training

improved the performance of a NB classifier (H. Li et al., 2015, 2017, 2018a). H. Li et al.

(2018c) demonstrated that the self-training strategy outperformed a feature-based correla-

tion alignment method. Mazloom et al. (2018) proposed a hybrid feature-instance domain

adaptation method using matrix factorisation and the k-nearest neighbours algorithm to

learn a NB classifier for the target event. The work was extended by Mazloom et al. (2019)

who combined the feature-instance approach with the self-training algorithm presented by

H. Li et al. (2017). H. Li et al. (2021) used self-training with CNN and BERT models and

highlighted that self-training improved the performance of the DNN models. For retraining

the base classifier, they used a soft-labelling strategy.
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Alam et al. (2018a) proposed an approach based on adversarial training and graph

embeddings in a single deep learning framework. The adversarial training minimises the

distribution shift across domains, whereas graph-based learning encodes similarity between

source and target instances. Krishnan et al. (2020) created a multi-task domain adversarial

attention network based on a shared Bi-LSTM layer to filter Twitter posts for crisis analytics

under domain shift. The tasks are relevancy, priority level, sentiment and factoid detection.

Q. Chen et al. (2020) used a BERT-based adversarial model to classify tweets gathered during

a disaster into different information categories. ALRashdi and O’Keefe (2019) proposed to

use a distant supervision-based framework to label the data from emerging disasters. The

pseudo-labelled target data is then used with labelled data from past crises of a similar type to

train a classifier. X. Li and D. Caragea (2020) explored the use of the domain reconstruction

classification approach on disaster tweets, which aims at reducing the covariate shift between

source and target data distributions using an autoencoder. The authors showed that this

approach outperformed the domain adaptation method proposed by Alam et al. (2018a).

We thought there was room for improvement by exploring some other techniques

to improve our results. Thus, we contribute to this line of research on crisis detection

using domain adaptation methods by adopting a selection-based approach that leverages

pre-trained language models. Recent works on domain adaptation show that training on a

domain similar to the target data results in performance gains for various NLP tasks. Ruder

et al. (2017) explored the performance of several domain similarity metrics on different

text representations for data selection in the sentiment analysis context. The authors also

proposed a subset-level data selection approach that outperforms instance-level selection. In

the same vein, Guo et al. (2020) studied different domain distance measures and presented

a bandit-based multi-source domain adaptation model for sentiment classification. X. Ma

et al. (2019) presented a domain adaptation method based on data selection and curriculum

learning to fine-tune BERT models for text classification. Leveraging pre-trained language
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model representations, Aharoni and Goldberg (2020) proposed data selection approaches for

multi-domain machine translation using cosine similarity in embedding space. In this thesis,

we adopt a data selection approach to train a classifier on the best matching data for the

target emergency event instead of using all multi-event source data, as shown in Chapter 6.

2.3.3 Twitter Datasets for Crisis Events

In the publicly available Twitter crisis-related corpora in the crisis informatics literature,

manually labelled datasets enable supervised machine learning techniques to extract mes-

sages of interest, including actionable information that contributes to SA. Such corpora can

serve different purposes, ranging from historical data analysis to crisis forecasting.

Most of the published Twitter crisis datasets were written in English. Imran et al.

(2013a, 2013b) built two annotated datasets labelled for two tasks: identifying informative

messages that support awareness and assigning these to information types such as donations

and cautions. The first dataset, ISCRAM2013, consists of tweets about the Joplin tornado,

and the second comprises tweets collected during the Joplin tornado and Hurricane Sandy.

One of the largest accessible and labelled crisis datasets is CrisisLex, which incorporates

two collections: CrisisLexT6 (Olteanu et al., 2014) and CrisisLexT26 (Olteanu et al., 2015).

CrisisLexT6 contains 60K English tweets from six emergency events. The messages were

annotated by relatedness to the event in question (relevant vs not irrelevant). CrisisLexT26

includes tweets collected during 26 crises annotated in terms of informativeness (informative

vs uninformative), information source and information type, and most subsequent studies

have followed the CrisisLex taxonomies.

Imran et al. (2016) released CrisisNLP, a corpus of ∼52K labelled tweets collected

during 19 crisis events between 2013 and 2015. The tweets were manually annotated by
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volunteers and paid workers in terms of information type. Most messages in CrisisLex and

CrisisNLP were written in English. Still, they contain tweets written in other languages, such

as Italian, French and Spanish. Alam et al. (2018b) published CrisisMMD, a multimodal

dataset of ∼16K English tweets with attached images gathered from seven natural disasters.

Posts were labelled according to informativeness, information categories and damage severity.

TREC-IS41 (McCreadie et al., 2020) provided Twitter datasets from 48 past emergency

events, manually annotated by information types and priority levels. Alam et al. (2021a)

published HumAID, a large human-labelled English Twitter dataset sampled from 19 disaster

events.

There exist some labelled datasets written in other languages. Cobo et al. (2015)

gathered ∼2K Spanish tweets from the Chilean earthquake in 2010, manually labelled by

relatedness to the event. Cresci et al. (2015) published the SoSItalyT4 dataset, comprising

∼5.6K Italian tweets collected during four natural disasters in Italy, which were labelled for

damage assessment. Kozlowski et al. (2020) built a dataset of ∼13K French tweets collected

during various ecological crises. Alsudias and Rayson (2019) released a disease-related Arabic

dataset of 1266 tweets tagged by the information source. In subsequent work, Alsudias and

Rayson (2020b) collected Arabic tweets related to COVID-19 and influenza and manually

labelled them according to an Arabic Infectious Diseases Ontology. Hamoui et al. (2020)

presented the FloDusTA dataset, which includes ∼9k tweets from floods, dust storms, and

traffic accident events. The messages were labelled by event type and time of occurrence

(historical, immediate, future or irrelevant).

In the crisis informatics context, accessible unlabelled corpora have been utilised for

various purposes, including prevalent topic extraction, social analytics and public sentiment

assessment during crisis events. Such large published Twitter corpora can only be reused

by reassembling the data from tweet IDs. Twitter’s Developer Policy does not allow the

1http://dcs.gla.ac.uk/_richardm/TRECIS/
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distribution of tweet contents for large-scale datasets2. Examples include 6M geo-tagged

tweet IDs from Hurricane Sandy (H. Wang et al., 2015), ∼7M English tweets from Hurricane

Harvey (Phillips, 2017) and 35M tweet IDs related to Hurricanes Irma and Harvey (Littman,

2017). Alam et al. (2018c) also created a Twitter corpus of more than 8M message IDs

collected in 2017 from Hurricanes Irma, Maria and Harvey. Research has recently focused

on COVID-19, and several studies on crisis informatics have published large-scale Twitter

datasets collected during this pandemic. While some of these are limited to a single language

such as English (Lamsal, 2020; Gupta et al., 2020) or Arabic (Alsudias and Rayson, 2020a;

Alqurashi et al., 2020; Haouari et al., 2021a; Addawood, 2020), others have created multi-

lingual datasets (E. Chen et al., 2020; Banda et al., 2021; Qazi et al., 2020; L. Singh et al.,

2020; Alshaabi et al., 2021; Uniyal and Agarwal, 2021). Liu et al. (2020) released EPIC, an

epidemic corpus comprising ∼30M tweets related to several diseases.

The thesis contributed to this body of research by creating and publishing a large-scale

crisis-related Arabic Twitter corpus as we focused on Arabic crisis detection. To the best

of our knowledge, there is no accessible large Arabic Twitter corpus of multi-crisis events.

Alsudias and Rayson (2020b) only focused on diseases and their dataset is small. Hamoui

et al. (2020) considered two natural disasters: floods and dust storms. Unlike our dataset,

which was collected from crises that occurred in different Middle Eastern countries, Hamoui

et al. (2020) limited their collection to tweets from Saudi Arabia. Thus, the tweets are

expected to be written in the Gulf dialect. Two Arabic datasets created by Alabbas et al.

(2017) and Adel and Y. Wang (2020a, 2020b) are unavailable to the research community.

The former research focused on flood events, while the latter limited their data collection

to two topics: famine and cholera in Yemen and refugees in Syria. Unlike these datasets,

our corpus contains tweets from 22 crises involving different hazard types, and we annotated

part of the corpus by relatedness to the event and information types.

2https://developer.twitter.com/en/developer-terms/agreement-and-policy
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2.4 Supervised Machine Learning (ML) Models

Supervised learning is an ML task that learns a mapping function between a set of input

and output variables given some annotated examples, and applying the mapping to make

predictions about unseen data (Cunningham et al., 2008). We categorise the supervised clas-

sification ML models into two main types: classical ML and DNNs or deep learning. Deep

learning is a subfield of ML that learns meaningful representations of input data through

multiple successive neural layers or DNNs. Classical ML algorithms are called shallow learn-

ing as they do not provide such layered representations of data (N. K. Chauhan and K.

Singh, 2018; Janiesch et al., 2021).

Feature engineering is crucial to classical ML models. Their performance can heavily

depend on how the features are extracted and selected. Examples of such features include

Term Frequency-Inverse Document Frequency (TF -IDF ) vectors, Part-Of-Speech (POS)

tagging (Janiesch et al., 2021) and the length of text. Thus, these learning methods may

require human expertise and intervention for feature representation. Unlike classical ML

algorithms, DNN models do not require handcrafted features as they can learn discriminative

features automatically with their deep structures (Janiesch et al., 2021) but they need large

training data to achieve good performance. Below, we review the classical ML and DNN

models that we experimented with in this research.
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2.4.1 Classical ML Models

2.4.1.1 Naïve Bayes

A Naïve Bayes (NB) is a probabilistic classification model based on applying Bayes’ theorem.

For a given instance χ, the classifier h(χ) predicts the class y as follows:

h(χ) = argmaxyP (y|χ) = argmaxy
P (χ|y)P (y)

P (χ)
(2.1)

As the denominator is constant for different values of y, P (χ) can be ignored. Hence,

the algorithm must calculate P (y) and P (χ|y), called the prior and the posterior, respectively.

While the prior can be estimated easily from a corpus, calculating the conditional probability

P (χ|y) of an example for a given class could be very complex. Hence, an NB model assumes

that features are conditionally independent given the class. Thus, the calculation of the

conditional probability is simplified as follows:

P (χ|y) =
n∏

i=1

P (xi|y) (2.2)

where xi represents the ith feature in χ, and n is the number of features. Despite the

unrealistic assumption of independence, the classifier achieves good performance on several

NLP tasks (Rish, 2001). NB models differ according to the assumption they make regarding

the feature distribution. For instance, the multinomial NB is commonly used for discrete

multinomial distribution such as counts of words, while the Bernoulli NB is used with discrete

binary features such as the presence of a word in a document.
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2.4.1.2 Support Vector Machines

Support Vector Machines (SVM) (Boser et al., 1992) is a non-probabilistic binary classifier

that is commonly applied for NLP classification and regression problems. The algorithm

separates the instances of each class based on a decision boundary. The decision boundary

is the hyperplane that maximises the margin between the two classes. Data points that

specify the margin of largest gap between the categories are called support vectors. SVM

predicts the new samples according to which sides of the margin they fall on. If data samples

are not linearly separable in the initial finite-dimensional space, SVM maps the instances to

points in a higher dimension feature space, where the data become linearly separable. The

algorithm uses some kernel functions to avoid the complex calculations of points’ coordinates

in a high-dimensional space. Hence, kernel functions map points in the original space to the

distances between these points in the new representation space (Cristianini and Scholkopf,

2002). SVM does not natively support multi-class problems, but can solve such problems

using One-vs-One or One-vs-Rest approaches. The former divides a multi-class problem into

one binary classification task per each pair of classes, while the latter divides the problem

into one binary classification task per class.

2.4.1.3 Decision Trees

Decision trees (Breiman et al., 1984) are nonlinear predictive algorithms for classification and

regression tasks. A tree is built through binary recursive partitioning. Decision trees learn

decision rules inferred from the training instances by recursively splitting the dataset into

subsets based on the instances’ features. A tree’s nodes represent some tests that examine

the input variables. These nodes are linked by edges that determine the tests’ outcomes.

Starting from the root, the algorithm continues to evaluate the input features by following

some branches until reaching a conclusion about the target variables, which are represented
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by leaves. The following branches are chosen based on the test outcome of passed nodes. For

classification trees, the output variables represent discrete classes. In regression problems,

the output variables can take continuous or ordered discrete values.

2.4.2 Deep Neural Network (DNN) Models

DNN models learn complex relationships between input and output data using DNNs (N. K.

Chauhan and K. Singh, 2018). A DNN is an ANN consisting of multiple layers. Text should

be transformed into numeric tensors before being fed into the DNN models. The transfor-

mation can be done in different levels: words or n-grams of consecutive characters or words

(Chollet, 2017). DNNs learn through their own errors by finding a set of model parame-

ters that minimises a pre-defined loss function. Such deep models have been successfully

applied to NLP. In the following, we provide an overview of two main categories of DNN

architectures.

2.4.2.1 Convolutional Neural Network

A Convolutional Neural Network (CNN) (LeCun et al., 1998) is a special type of feedfor-

ward neural network. CNNs have proven successful in document classification tasks as they

are able to extract position-invariant patterns from text sequences. Such learnt features

boost the model’s generalisation power. A CNN mainly comprises stacked convolutional and

pooling layers. A convolutional layer applies a filter (known as a kernel) to each possible

window of n words in the input sequences to create feature maps that represent the ex-

tracted patterns. Each filter is applied by performing a dot product multiplication between

a window-sized patch of the input and the filter (a weight matrix). Pooling layers shrink

the size of feature maps and overcome possible overfitting. Different pooling operations can

be used for subsampling the feature dimensionality, including maximum pooling, average
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pooling and sum pooling.

2.4.2.2 Recurrent Neural Networks

A Recurrent Neural Network (RNN) is a deep neural model that can handle input sequences

of variable-length using a recurrent hidden state. It iterates through the input elements

and keeps a state of information about what has been processed in prior time-steps. The

activation of the recurrent hidden state (ht) at each time depends on the previous hidden

state, as shown in the following equation.

ht = σ(Whht−1 +Wxχt + b) (2.3)

Where χt, ht−1 and b denote the current input, the previous hidden state and the bias,

respectively. Wh and Wx are weight matrices; and σ is an activation function such as a

logistic sigmoid or a tangent function. Nevertheless, standard RNNs cannot handle long-term

dependencies as they may suffer from the vanishing gradient problem, which hinders learning

from lengthy data sequences (Bengio et al., 1994). The gradients include information that is

used to update the RNN parameters, and as the gradient gets smaller, the parameter updates

become insignificant, implying that no learning occurs. To solve the vanishing gradient

problem, various RNNs architectures have been proposed, as described in the following.

2.4.2.2.1 Long Short-Term Memory

Long Short-Term Memory (LSTM) networks were introduced by Hochreiter and Schmidhu-

ber (1997) to address the long-term dependencies by incorporating a ‘gate’ into the recurrent

unit. Variants of LSTM models have been proposed. The commonly used LSTM (Gers et

al., 2000) has a memory unit that represents the cell state ct and three gates: input gate it,

forget gate ft and output gate ot. The LSTM unit can be illustrated as follows:
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it = σ(Wiht−1 +Wiχt + bi),

ft = σ(Wfht−1 +Wfχt + bf ),

gt = tanh(Wght−1 +Wgχt + bg),

ct = ft · ct−1 + it · gt,

ot = σ(Woht−1 +Woχt + bo),

ht = ot · tanh(ct) (2.4)

where ht denotes the output of the LSTM unit and the dot operator represents the point-

wise multiplication of vectors. The input gate determines what information is to be kept

in memory, whereas the forget gate decides what information is to be discarded from the

memory unit. The output gate determines the value of the next hidden state.

2.4.2.2.2 Gated Recurrent Unit

Gated Recurrent Unit (GRU) (Cho et al., 2014) is a simplified variant of LSTM as it has

a smaller number of parameters. Thus, GRUs train faster than LSTMs. A GRU layer

consists of two gates: an update gate zt and a reset gate rt. The update gate allows the

model to determine how much information (from past time steps) is to be transmitted to the

subsequent time step, whereas the reset gate controls how much of the previous information

to forget. The following expressions illustrate how the GRU handles input sequences.

zt = σ(Wzht−1 +Wzχt + bz),

rt = σ(Wrht−1 +Wrχt + br),

gt = tanh(Wg(rt · ht−1) +Wgχt + bg)

ht = (1− zt) · ht−1 + zt · gt (2.5)
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2.5 Text Representation

Text should be encoded into a form that can be handled by ML models. Different vector-

based text representations have been proposed to obtain machine readable encodings of

variable-length input texts, while incorporating their semantic information. In this section,

we reviewed the text representations that we experimented with in this research. In Vector

Space Models (V SM), items (such as words, sentences or documents) are represented as

vectors in a multi-dimensional semantic space, in which related items tend to occur in the

proximity of each other (Pilehvar and Camacho-Collados, 2021). In other words, vector-

based representations can capture the notion of semantic similarity.

2.5.1 Count-Based Representations

Count-based representations are commonly used in NLP and information retrieval. They

are simple VSMs that represent text based on word occurrence and co-occurrence frequency.

Bag of Words (BoW ) is an example of count-based representations. It represents the text as

a bag of its terms. BoW was proposed based on the assumption that the frequency of terms

in a text is a good indicator of its relevance to a given query (Salton et al., 1975; Turney and

Pantel, 2010). This model represent a text such as a sentence or a document as a vector,

whose dimension is the entire vocabulary. Two pieces of text tend to have similar meanings

if they share same words, taking into account their frequencies. The BoW model does not

preserve the word order. Hence, frequencies of n-grams (usually n ≥ 3) are usually used as

features. The BoW model supposes that all terms play equal role in text representation.

However, not all words in text are equally as important. Thus, variants of BoW models with

different term weighting mechanisms have been proposed such as TF-IDF representation.

The TF-IDF model weights down the terms that occur in most of the documents.

33



2.5 Text Representation

If the corpus is very large, the BoW representation would result in a sparse feature

matrix as the vectors would contain many zeros. To solve this, feature selection and dimen-

sionality reduction approaches can be applied. Such models ignore any syntactic or semantic

relationships between terms or term groups. They do not capture the correlation between

closely related words such as “crisis” and “crises”. Despite these limitations, the BoW model

has been successfully applied with classical ML approaches for text classification problems.

2.5.2 Pre-trained Embeddings

Transfer learning leverages data from other tasks or domains to improve the performance

of learning models for the target task. Recent work in inductive transfer learning, in which

source and target tasks differ, proposes methods to generate pre-trained text representations

(embeddings) learnt from huge amounts of unlabelled text. Such representations are then

utilised for downstream NLP tasks that have smaller labelled datasets.

Pre-trained embeddings are effective methods for encoding the semantic information

in textual documents. The term ‘embedding’ refers to compact vector representations learnt

using neural networks (Pilehvar and Camacho-Collados, 2021). The idea behind such repre-

sentations is based on distributional hypothesis (Harris, 1954), which states that words that

appear in same contexts tend to have similar meanings.

2.5.2.1 Word2vec

Word2vec (Mikolov et al., 2013) provides low-dimensional vector representations of words,

learnt from large corpora in an unsupervised or self-supervised manner using a feedforward

neural network model. The goal of word2vec is to map words that occur in similar contexts

to the similar vector space.
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Two word2vec models were proposed: Continuous Bag-Of-Words (CBOW ) and Skip-

gram. CBOW seeks to predict the target word given its surrounding words, whereas the

Skip-gram model aims at finding the context words based on the target word. Both models

are trained by iterating through the words in the corpus and consider a window of size n for

each target word to make a prediction. Word2vec models generate a d-dimension continuous

vector for each word, whose meaning can be inferred by its relation to other words. The

representation can capture syntactic regularities in language, and find multiple degrees of

similarity between words using simple algebraic operations.

Word2vec is a static text representation. It learns one vector for each token/word,

which combines all different senses of the word. Besides that, word2vec models cannot

effectively handle Out Of Vocabulary (OOV ) as they are assigned random numerical vectors.

2.5.2.2 Character Embeddings

To tackle the problem of unseen words, character-level representations, which consider the

morphological structure of words, have been proposed. Such models derive representations

of words from their morphemes (Lazaridou et al., 2013; Botha and Blunsom, 2014) or con-

stituent character n-grams such as FastText (Bojanowski et al., 2017). FastText is based

on the Skip-gram model. It breaks words into character n-grams and learns their vector

representations. Hence, it can infer the representation of an OOV word by summing the

vectors of its constituent character n-gram. Bojanowski et al. (2017) evaluated their pro-

posed text representations on word similarity and analogy tasks. FastText showed significant

improvement for morphologically rich languages over word-level representations that do not

consider subword information. The authors also demonstrated that FastText outperformed

other character-level methods relying on morphological analysis. As with word2vec, FastText

embeddings do not consider the context. Some words can have similar constituent n-grams
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but different meanings (Pilehvar and Camacho-Collados, 2021).

2.5.2.3 Contextualised Embeddings

Contextualised embeddings consider the surrounding words when generating the representa-

tion for a given target word. Unlike the static word2vec representations, a word in contex-

tualised embeddings can have varied representations based on its context. Contextualised

embeddings can be categorised into two architectures: RNN-based and Transformer-based

models. Transformer-based models have the advantage of capturing the distant contexts

of a target word due to their self-attention mechanisms (Pilehvar and Camacho-Collados,

2021). In our work, we utilised one of the Transformer-based models: Bidirectional Encoder

Representation from Transformers (BERT ) (Devlin et al., 2019) embeddings.

BERT is a deep bidirectional Transformer encoder that was developed by researchers

at Google AI Language. It uses a Masked Language Model (MLM) pre-training objective

to produces context-sensitive embeddings. The MLM is trained by randomly replacing some

of the input tokens with a special token, and then predicting those masked tokens based on

left and right context words. BERT is also pretrained using a next sentence prediction task

to enhance performance for certain tasks, such as Question Answering (QA), that require

learning the relationships between two sentences. BERT is trained to minimise a loss of a

linear combination of both MLM and next sentence prediction. Prior to training, words are

segmented into subword tokens using a tokenisation algorithm such as WordPiece tokeniser.

Generating embeddings for subwords instead of words can decrease the size of the vocabulary

and allow the model to deal with OOV words (Pilehvar and Camacho-Collados, 2021).

BERT was released in two variants: Base and Large. The former uses 12 encoder

layers with a hidden size of 768, whereas Large version has 24 layers of encoder with a

hidden size of 1024. The BERT model can be fine-tuned on downstream NLP tasks with
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minimal modifications to its architecture, or its embeddings can be extracted from one or

more of the layers and be leveraged as input features for task-specific models. Recently,

BERT has achieved state-of-the-art results on a wide variety of NLP tasks.

2.6 Conclusion

This chapter presented the relevant literature. It discussed the related work, including the

crisis classification techniques, the domain adaptation approaches adopted in the crisis infor-

matics field and the developed Twitter crisis-related datasets. The chapter also reviewed the

models and text representations we experimented with in this study. Section 2.4 described

several classical ML and DNN models. The last section overviewed different text representa-

tion techniques, including count-based representations and pre-trained embedding models.

In the subsequent chapter, we present our research methodology.
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Methodology

This chapter describes our research methodology. Section 3.1 summarises the Twitter dataset

creation process and highlights the used topic identification technique. The second part of

the chapter is related to crisis tweet classification. It first describes the methodology followed

to evaluate the supervised classifiers for crisis tweet classification. Then, it briefly presents

our proposed domain adaptation approach.

3.1 Building the Dataset

3.1.1 Overview of the Dataset Creation Process

The first contribution of this research is creating a gold-standard Arabic Twitter dataset

that we used for crisis detection. In our data collection, we considered high- to medium-

risk crises that are most likely to trigger notable Twitter activity. These crises left several

people displaced or dead and resulted in substantial property and infrastructure damage.

We focused more on flooding crises, as floods frequently occur in the Middle East between

October and December after heavy rain and subsequent flash flooding. For example, in

October and November 2018, heavy rainfall caused severe flooding in various Middle Eastern
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countries, including Saudi Arabia, Kuwait, Jordan, Qatar and Iran1. According to civil

defence authorities in Saudi Arabia, 1,480 individuals were rescued, 30 died and 3,865 were

evacuated during floods that occurred in the period between 19 October and 14 November2.

In Jordan, the flash flood on 9 November left at least 12 people dead and 29 injured3. On

the same day, Kuwait had heavy rain that resulted in infrastructure and property damage,

leaving at least one person dead4. Such risky and impactful disasters are included in our

corpus. We learnt about events from Twitter trending topics and news.

The corpus data were collected iteratively using the Twitter search API5 by tracking

selected keywords and hashtags used as query terms. The list of query terms was updated

frequently to include new relevant hashtags found in the collected data. The data collection

process will be described in detail in the following chapter. We also provided quantitative and

qualitative analysis of the collected conversations during crises on Arabic Twitter. Analysing

tweets about emergency events offers an opportunity to understand their characteristics,

thereby making appropriate decisions based on the quality (usefulness) of shared information.

Looking at the conversation size provides insight into the attention a topic receives. We found

that more than half of the tweets in the corpus were duplicates, indicating that crisis posts

obtain a high number of shares and receive considerable attention.

We removed the duplicates and identified the main themes of discussion (informa-

tion types) at the event and message levels to answer the first research question. We used

word cloud and the Latent Dirichlet Allocation (LDA) (Blei et al., 2003) topic modelling

technique. The LDA model will be briefly described in the following section. Investigating

the main topics helps to compose accurate annotation instructions and examine whether

the dataset includes valuable information that can be used for situational awareness. In our

1https://floodlist.com/asia/flooding-iran-iraq-and-kuwait-november-2018
2https://sabq.org/saudia/jgvvgz
3https://floodlist.com/asia/jordan-flash-floods-november-2018
4https://floodlist.com/asia/jordan-flash-floods-november-2018
5https://developer.twitter.com/en/docs/tweets/search/api-reference/get-search-tweets
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3.1 Building the Dataset

Figure 3.1: Dataset creation scheme

work, tweets belonging to each topic were manually analysed. We proposed a multi-label

annotation scheme in light of extracted topics and taxonomies presented in previous studies

to categorise messages into different information types (Olteanu et al., 2015; Imran et al.,

2016; Sit et al., 2019). We asked volunteers to label samples of data from seven emergency

events. In this study, 21 native Arabic speakers participated in data annotation. The coders

received their primary and secondary education in an Arabic-speaking country, including

Saudi Arabia, Egypt and Syria. All annotators are older than 20 years. The author and

one volunteer analysed and explored the topics, while the 21 participated in data labelling.

They first decided whether the tweet was related to the crisis and then selected the appro-

priate information type the tweet communicates. The dataset serves as a gold standard for

an Arabic Twitter crisis detection task. Figre 3.1 summarises the labelled dataset creation

process, which will be elaborated in Chapter 4.
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3.1 Building the Dataset

3.1.2 Latent Dirichlet Allocation

We were inspired by previous studies that used LDA models to analyse SM emergency events

(Kireyev et al., 2009; Sit et al., 2019; Karami et al., 2020b; Alam et al., 2020). Using data

from Hurricane Irma, Sit et al. (2019) showed that LDA could be used to identify latent

fine-grained categories of tweets such as damages, warnings and critiques. Karami et al.

(2020b) employed the LDA technique to discover the negative public concerns during the

2015 South Carolina flood. Alam et al. (2020) utilised the LDA modelling to unfold topical

patterns over time. They demonstrated that LDA-generated topics disclosed public issues

during emergencies.

LDA is a generative probabilistic model commonly used to uncover hidden themes

(latent topics) in text collections. The model makes three main assumptions: a BoW,

exchangeability for documents in a corpus and the known number of topics (Blei et al.,

2003). LDA assumes that all the documents in the corpus share the same topics but with

different proportions (Blei, 2012). Hence, a document can belong to multiple topics, where

each topic is represented by a distribution over a fixed vocabulary. The LDA’s generative

process defines a joint probability distribution over the observed variables (words of the

documents) and hidden variables (topic structure). The joint distribution of the variables is

equivalent to the following:

P (β1:k, θ1:D, Z1:D,W1:D) =
N∏

n=1

P (Zd,n|θd)P (Wd,n|β1:k, Zd,n) (Blei, 2012) (3.1)

β1:K denotes the k topics, where each topic is a distribution over words. The topic

mixture for document d is θd, where θd,k shows the topic proportion for topic k in the dth

document. The topic assignments for document d are Zd, whereas Zd,n represents the topic

assignment for the nth word in d. Such assignment depends on the document-level topic
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3.2 Crisis Tweet Classification

proportions θd. The set of words for the dth document are Wd, while Wd,n is the nth word

in that document.

LDA infers the hidden topics by using the joint distribution to calculate the condi-

tional (posterior) distribution of the hidden variables given the documents:

P (β1:k, θ1:D, Z1:D|W1 : D) =
P (β1:k, θ1:D, Z1:D,W1 : D)

P(W1:D)
(Blei, 2012) (3.2)

3.2 Crisis Tweet Classification

3.2.1 Evaluation of Supervised Models

Models are challenged by out-of-distribution learning when classifying a new crisis using

data from other crisis events due to their different features, such as location names. The

generalisation performance of classical ML models depends mainly on how the features are

extracted and selected. On the other hand, DNNs do not require feature engineering because

their deep structures allow them to learn discriminative features automatically. DNN tech-

niques outperformed ML on many Arabic Twitter classification problems such as sentiment

analysis (Nassif et al., 2021), emotion detection (Baali and Ghneim, 2019), and hate speech

recognition (Al-Hassan and Al-Dossari, 2022). Nevertheless, such models need vast amounts

of training data to learn and generalise well, which is expensive to collect and annotate. Our

dataset might not have been of adequate size for achieving good performance with DNNs.

Thus, we ask the second research question to explore the generalisation ability of supervised

classical ML and DNNs when classifying new crises using data from historical events. We

investigate which models are most suitable for Arabic Twitter crisis classification tasks and

explore whether different pre-trained embeddings can enhance the models’ generalisation.
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3.2 Crisis Tweet Classification

Figure 3.2: Pipeline for crisis tweet classification

To answer the second research question, we conducted several experiments using dif-

ferent classical ML classifiers and DNNs to perform cross-domain crisis detection. We ex-

perimented with three models for the classical ML: NB, SVM and decision trees. They were

selected among other classical ML approaches because they were widely adopted for crisis

classification tasks, particularly the NB and SVM (Verma et al., 2011; Imran et al., 2013a;

Ashktorab et al., 2014; Burel et al., 2017b; Alabbas et al., 2017; Alam et al., 2019). Be-

sides that, Alabbas et al. (2017) showed that they produced good results when classifying

in-domain (i.e. flood-related) Arabic tweets. We also experimented with a random forest

classifier (as it was also widely used) and found that it produced similar or sometimes lower

performance than decision trees. Thus, we decided to stick to the three ML models. Re-

garding the DNNs, we evaluated different DNN architectures, including CNN, LSTM and

GRU. We also assessed the performance of convolutional LSTM, which combines the CNN

and LSTM. In this model, the output of the CNN was fed into an LSTM layer. The CNN

learns the most significant high-level features from the input text, while the LSTM has the

advantage of processing these features in sequence. The models were described in Section 2.4.

Figure 3.2 outlines the classification framework.

Our dataset, as shown in Chapter 4, has skewed class distribution. Learning from
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3.2 Crisis Tweet Classification

imbalanced datasets negatively impacts the classification process (Ali et al., 2019). The ma-

jority classes bias the classification models towards themselves, resulting in poor performance

and misleading accuracy results. The classifiers would predict the dominant category and

ignore the minority or underrepresented class. Thus, we first performed re-sampling tech-

niques to balance the training data and alleviate problems associated with data skew when

evaluating different supervised models. We also reported the performance using appropriate

metrics, such as the Macro-averaged F1 that considers the unweighted mean for each class.

After data re-sampling, we pre-processed the text as we will describe in Chapter 5.

We used word n-gram and character n-gram features with classical ML classifiers. As for

DNNs, we used pre-trained word2vec (CBOW) embeddings. We also experimented with

FastText character embeddings as they perform well for morphologically rich languages such

as Arabic (Bojanowski et al., 2017). We also investigated whether DNNs can perform well

without using pre-trained word embeddings that transfer the knowledge (text representation

learnt from massive unlabelled data) to downstream tasks by allowing the models to learn

word embeddings from the training dataset. Finally, we experimented with contextualised

embeddings. We conducted two experiments with the BERT models. In the first experiment,

the embeddings were fine-tuned during training with a linear classification layer on top

of BERT. In the second experiment, we combined BERT with the best-performing DNN

architecture and explored whether they enhanced the results. In other words, the DNN (i.e.

CNN or RNN) was stacked on top of BERT, so that the BERT representations from the

final hidden state were fed into the DNN as features. Text representations were described

in Section 2.5.

As mentioned in the introduction, we performed two supervised crisis-related classi-

fication tasks: relevancy detection and information categorisation. The former is a binary

classification problem, while the latter is a multi-label problem. We found that training

a classifier for each task and performing two subsequent classification steps as depicted in
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3.2 Crisis Tweet Classification

Figure 3.3: Flowchart for the two crisis detection tasks: relevancy detection and information
categorisation

Figure 3.3 instead of one that filters out irrelevant posts while categorising messages results

in more accurate performance, particularly in identifying spam and opinions. By training a

classifier for relevancy detection, we also avoid tagging a message as irrelevant with another

informative class because we have a multi-label dataset. In this study, the described models

will be evaluated for the two tasks.

In order to mimic a real scenario, we assume we are given labelled data from histor-

ical crises (multi-source/multi-event datasets) and only unlabelled data from an emerging

emergency event, representing the source and target set, respectively. Thus, we evaluate

the classifiers’ performance using the leave-one-event-out setting. In this setting, the evalu-

ation is performed by choosing one target event as the test set and the remaining events for

training. If we have four crises: A, B, C and D, we will perform four experiments. In each
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3.2 Crisis Tweet Classification

Figure 3.4: Leave-one-event-out evaluation setting

experiment, one event is left out for testing, and the other events are used for training. For

instance, if crisis A is selected as a target event, the source data will include B, C and D.

The leave-one-event-out strategy is illustrated in Figure 3.4. The details of the experiments,

including the models’ settings, pre-processing techniques, the used embeddings and results,

will be presented in Chapter 5.

3.2.2 Data Selection Approach

One of the main contributions of this thesis is proposing a domain adaptation technique to

enhance the models’ performance for cross-event classification. In light of the evaluation

results from the previously described experiments, we adopted a data selection technique

to train the model on a subset of multi-event source data that is most similar to the target

crisis. Training a classifier using examples that are dissimilar to the target data can adversely

affect the model performance.
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3.2 Crisis Tweet Classification

Figure 3.5: A framework of the data selection approach

We exploited the contextualised representation produced from pre-trained language

models to encode our data and select the most similar instances based on the document

similarity in the embedding space. In this work, we used the K-nearest neighbours algorithm

for data selection. For each tweet in the target data, the algorithm selects the (k) closest

(most similar) documents from the source data and adds them to the training set. Hence, our

adaptation is an instance distance-based data selection method. Finally, the selected subset

is used to train the best-performing models for each task. To answer the third research

question, we compare the performance of our selection adaptation models to the equivalent

models that learn from all available source data. The evaluation was conducted on the

two crisis-related tasks using the same leave-one-event-out evaluation strategy. Figure 3.5

outlines the data selection method. Our presented adaptation strategy is unsupervised as

it does not require any labelled instances from the target domain. It can also be utilised

during the early hours of a disaster when small unlabelled data is available from the target

event.
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3.2 Crisis Tweet Classification

Figure 3.6: The self-training adaptation approach

We also explored how the results of the data selection method compare to the results

of a self-training adaptation approach (RQ4). Self-training is a semi-supervised learning

approach that learns a base classifier from source data and then uses that classifier to label

the unseen target data. Predictions with high probability are added to the training data.

The classifier is then retrained by utilising the source and pseudo-labelled target data. The

self-training continues for a fixed number of iterations or until convergence. Figure 3.6 de-

picts the self-training technique. Self-training produced good results for English Twitter

crisis detection (H. Li et al., 2021). Finally, we explored the effect of combining the data

selection approach with self-training to answer the last research question (RQ5). Chapter 6

will present the selection method in detail, along with the configuration for the self-training

approach. It will also show the experiments’ results to answer the presented research ques-

tions.
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3.3 Conclusion

This chapter highlighted the research methodology. It began by providing a summary of

the dataset creation process. Then, it presented our classification pipeline and described

how we evaluated the classifiers to identify crisis tweets and categorise them into different

information types. Finally, the chapter provided an overview of the instance-based data

selection approach, which is the last contribution of this thesis. The subsequent chapter

explains how we collected, analysed and annotated the crisis-related dataset.
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Chapter Four

Kawarith Twitter Corpus

This chapter introduces our Arabic crisis-related Twitter corpus, named Kawarith. The

chapter also presents a quantitative and qualitative analysis of the corpus content, including

investigating the main topics and information categories of conversations posted during a

range of crisis events. These information types were used to label a subset of the data. The

labelling process will be described in Section 4.6. This chapter was published in our paper

titled: “Kawarith: an Arabic Twitter corpus for crisis events” (A. Alharbi and M. Lee, 2021).

4.1 Crisis Events and Data Collection

The Kawarith corpus comprises Arabic tweets from 22 crisis events that occurred between

October 2018 and September 2020. Kawarith encompasses a wide range of hazard types,

including floods, bombing, shootings, wildfires, pandemics, sandstorms and explosions. Ta-

ble 4.1 lists these crises by date; flood events occurring in the same area are referenced by

location and year of occurrence. The corpus is expected to include tweets written in different

dialects because these crises occurred in various Arabic speaking regions. Previous studies

have revealed that Arabic dialects are strongly present in SM (Alsarsour et al., 2018). How-

ever, many messages, especially those sent from news and organisation accounts, are written

in MSA.
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As we mentioned in the last chapter, we collected the corpus data iteratively using

the Twitter search API. First, we observed the news accounts and trending topics in the

Middle East using Twitter API to learn about new crises. During each crisis, we began by

using trending crisis-related hashtags or keywords as query terms. We noticed that most

crisis-related trends are the crisis location, such as Kuwait or the hazard type, such as

floods. Hence, if no relevant trends were found during this initial data collection phase, we

used the API to search Twitter using a logical AND combination of the terms hazard type

and crisis location. For example, we used the query (ÈñJ
� AND 	
àY«) “Aden AND floods” to

begin gathering data for Aden floods. Additionally, as an alternative search term, we linked the

two terms in hashtag form, as we observed that people tended to use crisis-related hashtags like

	
àXP


B@_ÈñJ
�# “#Jordan_floods” and A

	
KðPñ»_ �

ém�

'Ag. # “#corona_pandemic” for the Jordan floods

and Corona Virus Disease 2019 (COV ID-19 ) crises, respectively. This first step led us to crawl

an initial set of Twitter messages, which was manually inspected to identify any new hashtags that

related strongly to the event. The dataset was then expanded by tracking these hashtags, and this

step was repeated until no new relevant hashtags could be found. Finally, we updated our query

to include all manually selected keywords linked by logical OR to extract crisis messages in the

following timeframe, which we set to 24 hours. Concurrently, we updated the query with any new

relevant keywords emerging as trends on Twitter. Keywords can be in the form of hashtags, phrases

or single words. The data collection process is illustrated in Figure 4.1. Examples of used query

terms are listed in Table 4.2.

We adopted a cautious approach to keyword selection, often using event-specific terms such

as relevant named entities rather than general hazard descriptors like �
èQK


	Q
	
«PA¢Ó


@ “heavy rain” to

reduce false positives, especially for flood events, which usually occurred simultaneously. Terms

such as country name hashtags were generally disregarded, especially if the event had little impact

on that country. The decision to use such terms as search queries was generally based on recently

retrieved tweets; a candidate term was added to the query if it retrieved event-relevant messages.

Importantly, as we followed a keyword-based collection, tweets that did not include the query terms

were missed. However, we are satisfied that our data captured the main aspects of the crises.

51



4.2 Tweet-related and User-related Statistics

For COVID-19, we tracked only nine keywords referring to the event by name because the event

has triggered many other topics (such as conspiracy theories and the world economy) that were

not immediately relevant to our purposes. As our study focused on building an Arabic dataset,

data collection was confined to tweets that Twitter tagged as Arabic, and this language parameter

necessarily excluded tweets in other languages. In Lebanon, for example, people also tweeted in

Arabizi (Romanised Arabic), English and other languages, which may account for the relatively

small volume of Arabic data crawled for those events despite their severity and impact.

Data collection continued from the first day of a crisis until the end, which we chose to

define as the point at which it no longer triggered conversations on Twitter and related keywords

no longer appeared in the Twitter trending list for that geographical area. We treated long-term

crises like the COVID-19 pandemic as exceptions to this rule. In the case of COVID-19, data

collection was delayed until near the peak of the epidemic in the Middle East. The goal was to

obtain representative rather than comprehensive samples. COVID-19 has lasted for a long time,

and collecting data during the epidemic’s peak will result in crawling more relevant tweets, such

as those about new cases. Lists of the query terms and collection dates have been included in the

published data. In total, we collected 1,658,795 unique tweets from 22 crisis events. Apart from

COVID-19, which was global, the crises were specific to eleven different countries1, as displayed in

Table 4.1.

4.2 Tweet-related and User-related Statistics

The Twitter search API supports search of tweets published in the previous seven days2. As tweets

matching different queries within the same timeframe might be captured on multiple occasions

during the iterative collection process, we removed redundant posts (ID-based duplicates) from the

corpus and retained only messages with unique IDs. Table 4.1 displays the number of unique tweets

1Dragon storms have affected several countries, but we focused our collection on the Egyptian Twitter
content.

2https://developer.twitter.com/en/docs/twitter-api/search-overview
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Table 4.1: List of crises sorted by date, with tweets and users statistics

Year Crisis name Country
Start

date

# of

tweets

# of

unique

authors

# of tweets

by verified

users

2018 Jordan floods Jordan 25/10/18 8493 5376 452

2018 Kuwait floods-18 Kuwait 04/11/18 34315 20285 637

2018 Qurayyat floods Saudi Arabia 10/11/18 9731 6781 176

2018 Hafr Albatin floods-18 Saudi Arabia 14/11/18 6069 4218 105

2018 Leeth floods Saudi Arabia 23/11/18 9596 6170 99

2019 Khartoum massacre Sudan 03/06/19 12305 6811 50

2019 Cairo bombing Egypt 04/08/19 2018 1320 182

2019 Lebanon wildfires Lebanon 13/10/19 8585 5907 100

2019 Egypt floods Egypt 21/10/19 10938 4138 51

2019 Hafr Albatin floods-19 Saudi Arabia 25/10/19 14546 8398 120

2019 Karbala massacre Iraq 28/10/19 11961 6593 328

2019 Dubai floods United Emirates 10/11/19 2480 1983 75

2019 COVID-19 Worldwide 01/12/19 775169 345381 16295

2019 Lebanon floods Lebanon 09/12/19 8415 5272 148

2019 Kuwait floods-19 Kuwait 15/12/19 25491 15566 312

2020 Dragon storms Egypt 12/03/20 92014 49037 1479

2020 Aden floods Yemen 21/04/20 37019 10638 147

2020 Oman floods Oman 30/05/20 80673 25240 755

2020 Ta’if floods Saudi Arabia 24/07/20 25424 13524 69

2020 Beirut explosion Lebanon 04/08/20 307795 158427 7584

2020 Syria wildfires Syria 03/09/20 22632 15162 167

2020 Sudan floods Sudan 04/09/20 153126 96257 815

Total 1,658,795 812,484 30,146
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Figure 4.1: Data collection approach
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Table 4.2: List of crises with examples of query terms used to collect the data

Crisis name Examples of queries

Jordan floods �
IJ
ÖÏ @_ QjJ. Ë @_ ÈñJ
�# ,

	
àXPB@_ ÈñJ
�#

Kuwait floods-18 �
IK
ñºË@_ PA¢Ó@# ,

�
�Q

	
ª
�
K_ �

IK
ñºË@#

Qurayyat floods ù


¢
	
«_ �

éK
Q
�
¯# ,

�
HAK
Q

�
®Ë@_ ÈñJ
�#

Hafr Albatin floods-18 Q
	
®mÌ'@_ ÈAÖÞ

�
�_ Xñ

�
®
	
®Ó# , i. J
Ê

	
¯_ I. J
ª

�
�_ ø



Xñ

�
®
	
®Ó#

Leeth floods �
�Q

	
ª
�
K_ �

IJ
ÊË @# ,
�
IJ
ÊË @_ ø



X@ð_ ÉJ
�#

Khartoum massacre �
éÓAªË@_ �

èXAJ

�
®Ë @_ ÐA�

�
J«@# ,

	
�

	
®
�
J
	
�
�
K_ 	

à@Xñ�Ë@_ 	
àYÓ#

Cairo bombing ÉJ

	
JÖÏ @_ PAj.

	
®
	
K @# , Ð@PðB@_ YêªÓ#

Lebanon wildfires �
�Q

�
�m�'
_

	
àA
	
JJ. Ë# ,

	
àA
	
JJ. Ë#

Egypt floods �
I

�
Q̄
	
«_ Qå�Ó# ,

�
�Q

	
ª
�
JK._ Qå�Ó#

Hafr Albatin floods-19 	á£AJ. Ë @Q
	
®k_ PA¢Ó@# ,

	
àB@_ 	á£AJ. Ë @Q

	
®k#

Karbala massacre XAJ.
�
K_ ZCK. Q»# ,

�
IJ


	
ª
�
J�

�
�_ ZCK. Q»#

Dubai floods �
�Q

	
ª
�
K_ ú



G
.
X# ,

�
H@PAÓB@_ PA¢Ó@#

Coronavirus disease A
	
KðPñ»_ �

ém�

'Ag. # , 91YJ


	
¯ñ»#

Lebanon floods �
�Q

	
ªK
_

	
àA
	
JJ. Ë#

Kuwait floods-19 �
IK
ñºË@_ ÈñJ
�# ,

�
IK
ñºË@_ Q¢Ó#

Dragon storms ÉJ

	
JË @ Qî

	
E ,

	á�

	
J
�
JË @_ 	

�
	
®
	
j
	
JÓ#

Aden floods 	
àY«_ 	

XA
�
®
	
K @# , PA¢ÓB@_ ÈñJ
��._

�
�Q

	
ª
�
K_ 	

àY«#

Oman floods �
èYª

�
J�Ó_ 	

àAÔ«# , PA
	
®
	
£_ é

	
¢
	
¯Am×_ 	

�
	
®
	
j
	
JÓ#

Ta’if floods A
	
®
�
�Ë@# ,

	
K
A¢Ë@ PA¢Ó@

Beirut explosion

A
	
Q̄ÖÏ @_ PAj.

	
®
	
K @# ,

�
HðQ�
K._ PAj.

	
®
	
K @#

Syria wildfires AK
Pñ�_
�
�

K@Qk# ,

�
�Q

�
�m�
�
'_ AK
Pñ�#

Sudan floods �
�Q

	
ªK
_

	
à@Xñ�Ë@# , 0202

	
àA

	
�J


	
¯_ 	

à@Xñ�Ë@#
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and unique authors for each crisis, along with the number of tweets sent by verified accounts. In

total, only ∼1.8% of messages were generated by such accounts, indicating that few crisis-related

tweets were published by public interest accounts (e.g. media, government) which are typically

verified.

We found a strong Pearson correlation of 0.76 between tweets posted by verified accounts

and those that included URLs. The Cairo bombing returned the highest percentages of both (9.02%

of tweets sent by verified accounts and 24.43% of tweets containing URLs). This suggests that many

of the tweets related to this event were generated by authentic news accounts rather than by the

general public, who might have little to share about an instantaneous and focalised event of this

kind. On average, only 7.9% of the corpus tweets include URLs. Overall, the corpus contains 40175

unique links, excluding links pointing to other posts in quote tweets.

4.3 Content Redundancy

We explored the amount of duplicated content in the corpus. Two tweets were considered content-

based duplicates if they exhibited a matching sequence of tokens (words or emojis). To identify

duplicate content, we first cleaned the tweet text by removing ‘RT’, URL, user name, punctuation

and special characters. This pre-processing also cleaned diacritics (short vowels) and elongation.

Then, we automatically filter out the content-based duplicates.

The pre-processing revealed that more than half of the tweets in the corpus were duplicates.

The author and a native Arabic speaker volunteer inspected the duplicates manually and found

that most of them were retweets. Other identical messages included shared news, emergency up-

dates and instructions. We anticipated that this content was received and copied from different

sources. We also found that tweets expressing emotional support included similar common prayers

and condolence phrases. In addition, we observed that many nearly identical tweets were spam

that contained similar text (tokens), with shared shortened links referring to the same URL or to

URLs with similar content. Spammers habitually exploit trending hashtags to advertise and spread
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malicious content. A Twitter post is either a new message or a retweet. Non-duplicates are corpus

messages with unique text, whether new or retweeted. It is worth noting that we included retweets

while collecting the data for two reasons. We noticed that the search API could miss many event-

related tweets but captured them as retweets when we did not exclude them. In the future, we will

analyse the factors impacting retweets during crises and explore which people pass the crisis-related

tweets. Hence, we decided to collect both and filter out the content-based duplicates afterwards.

Table 4.3 shows the percentage of content-based duplicates in Kawarith by crisis, along with the

number of new messages and retweets.

4.4 Content-related Statistics

After eliminating the content-based duplicates, we calculated the number of words, sentences and

unique hashtags for each event in the dataset. Kawarith includes 9,280,833 words and 1,046,579

sentences, as shown in Table 4.4. Considering the event location, the table also displays the main

dialect for each crisis data. We followed the taxonomy created by Althobaiti (2020), who categorised

the 36 Arabic dialects identified by Ethnologue (Eberhard et al., 2019) into seven main groups:

Arabian Peninsula, Mesopotamian (Iraqi), Levantine (Shami), Maghrebi, Central Asian, Egyptian

and Central & Northeast African. The Kawarith corpus covers five Arabic dialects.

As some tweets might be written in MSA or Arabic dialects that differ from the dialect

spoken in the crisis area, we manually annotated tweets from events with different dialect groups to

check whether they were written in the regional dialect, MSA or another dialect. As the Kawarith

events were categorised into five main dialects, we randomly sampled 200 tweets from the first crisis

belonging to each dialect category. We asked annotators to decide whether the tweet was written

in MSA or dialect and choose which one. The selected events were the Jordan floods, Kuwait

floods-18, Khartoum massacre, Cairo bombing and Karbala massacre, which were categorised into

Levantine, Arabian Peninsula, Central & Northeast African, Egyptian and Mesopotamian dialects,

respectively. We measure inter-rater agreement with Cohen’s Kappa, resulting in k = 0.9. In cases
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Table 4.3: Kawarith content redundancy statistics

Crisis name
# of new

messages
# of retweets

# of messages

with unique text
% of duplicates

Jordan floods 2379 6114 2383 71.94%

Kuwait floods-18 5504 28811 6139 82.11%

Qurayyat floods 903 8828 885 90.91%

Hafr Albatin floods-18 734 5335 786 87.05%

Leeth floods 1898 7698 1945 79.73%

Khartoum massacre 974 11331 1296 89.47%

Cairo bombing 747 1271 711 64.77%

Lebanon wildfires 1353 7232 3122 63.63%

Egypt floods 2207 8731 2384 78.20%

Hafr Albatin floods-19 1475 13071 2023 86.09%

Karbala massacre 2147 9814 1880 84.28%

Dubai floods 416 2064 383 84.56%

Coronavirus disease 189697 585472 250980 67.62%

Lebanon floods 2899 5516 3275 61.08%

Kuwait floods-19 5947 19544 6984 72.60%

Dragon storms 23125 68889 21815 76.29%

Aden floods 6640 30379 6274 83.05%

Oman floods 15843 64830 18224 77.41%

Ta’if floods 3910 21514 4612 81.86%

Beirut explosion 54956 252839 63408 79.40%

Syria wildfires 6459 16173 6160 72.78%

Sudan floods 45702 107424 23577 84.60%
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Table 4.4: Kawarith content-related statistics

Crisis name # of words
# of

sentences

# of unique

hashtags

Dialect based on

geographical location

Jordan floods 48042 6214 447 Levantine

Kuwait floods-18 127261 19550 1077 Arabian Peninsula

Qurayyat floods 14504 2104 248 Arabian Peninsula

Hafr Albatin floods-18 14272 2097 256 Arabian Peninsula

Leeth floods 36375 4184 359 Arabian Peninsula

Khartoum massacre 34811 5297 241 Central and Northeast African

Cairo bombing 11141 1484 79 Egyptian

Lebanon wildfires 65275 9580 600 Levantine

Egypt floods 46022 6930 417 Egyptian

Hafr Albatin floods-19 31639 5373 454 Arabian Peninsula

Karbala massacre 41624 5477 399 Mesopotamian

Dubai floods 5423 793 126 Arabian Peninsula

Coronavirus disease 5683873 662311 33568 multi-dialect

Lebanon floods 57488 8540 397 Levantine

Kuwait floods-19 112123 20561 702 Arabian Peninsula

Dragon storms 431767 57212 3520 Egyptian

Aden floods 162964 18709 883 Arabian Peninsula

Oman floods 377670 51216 2514 Arabian Peninsula

Ta’if floods 75913 14479 1332 Arabian Peninsula

Beirut explosion 1369063 63035 8354 Levantine

Syria wildfires 109782 18240 1331 Levantine

Sudan floods 471843 69407 3012 Central and Northeast African

Total 9,280,833 1,046,579 60316 5 dialects
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Figure 4.2: Distribution of dialects for tweets sampled from five crises

when the two annotators disagreed, the tweet was judged by the author.

Figure 4.2 shows the distribution of dialects for the tweets sampled from the five crises.

We found that nearly half of the tweets for each event were written in MSA, while the rest were

dialectal. Most dialectal tweets for each crisis were written in the regional dialect. In the Khartoum

massacre data, we found two tweets written in dialects of the Arabian Peninsula and one in the

Egyptian dialect. Two tweets in the sampled Karbala massacre data were written in the Levantine

and Arabian Peninsula dialects, and we found one tweet written in the Egyptian dialect in the

Kuwait-18 sample. Figure 4.3 depicts the distribution of the annotated thousand tweets by Arabic

dialects. Table 4.5 show example tweets from the dataset for each dialect group. The dialectal words

and phrases were marked in bold. The table also displays an example of a tweet written in MSA.

It is worth noting that the tweet includes spelling mistakes (marked in bold), such as misspelling

the different forms of alef, which we will consider in the pre-processing phase while we extract the

topic words.

Figure 4.4 displays the distribution of the dialects in the Kawarith corpus. We generalised

the observation about the percentages of MSA tweets (nearly 50%) and the regional dialects. We

excluded the COVID-19 data as it is a global event, i.e., not limited to a specific Middle Eastern

region. Many factors contributed to the varying dialects’ percentages, including the crisis impact

(i.e. severe crises will trigger more conversations), the dialect spread, the number of speakers of each
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Figure 4.3: Distribution of 1000 tweets (sampled from five crises) by Arabic dialects

Table 4.5: Dialects with example tweets

Dialect Tweet
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4.5 Prevalent Topics

Figure 4.4: Distribution of corpus tweets by Arabic dialects

dialect and the number of active Twitter users per country3. In our study, we selected the crises

based on their impacts, neither the location nor the dialect. For future work, we aim to include

events occurring in North Africa to collect tweets written in the Maghrebi dialect.

4.5 Prevalent Topics

This section inspects keywords and main topics in the corpus to gain insights into users’ communica-

tion during emergency events. It also identifies the main information types of conversations shared

during crises in the Twitter Arabic content and ensures data usefulness for situational awareness.

Identifying the primary information will help to propose accurate and clear annotation instructions.

To achieve this, we employed word cloud and LDA topic modelling techniques. Prior to topic

exploration, tweets were cleaned as explained below.

3https://www.arabsocialmediareport.com/Twitter/LineChart.html
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4.5 Prevalent Topics

4.5.1 Data Pre-processing

We conducted two main pre-processing steps. First, we removed noise by eliminating URLs, user

names, punctuations, emojis, diacritics (short vowels), elongation and stop words, as we are inter-

ested in the words. We also omitted hashtags from the vocabulary, as these were used as query

terms to collect the data and therefore occurred with greater frequency. The second step involved

four types of letter normalisation: different forms of alef (

@ , @

,
�
@) were normalised to bare alef @, alef

maqsora (ø) to ya (ø


), wāw mahmoza ( ð) to wāw (ð), and ta marbouta ( �è) to ha ( è). People

often misspell words including these letters. Hence, we performed this step to mitigate the spelling

mistakes. After normalisation, words that have been written in different forms, such as �
éÊ
	
¯Ag (bus)

and éÊ
	
¯Ag would be spelled the same way. Otherwise, they will be considered two different words.

Stop words were removed from the vocabulary because of their high frequency of occurrence

without adding meaningful content to the domain in question. For this purpose, we employed Arabic

stop words from the NLTK toolkit (Bird, 2006) and Alrefaie’s repository4, which contain 243 and

750 stop words from MSA and classical Arabic, respectively. We found that many of the dialectal

stop words in our corpus are not used in MSA, as Arabic-speaking people also tweet in their dialects.

To the best of our knowledge, there is no available domain-independent multi-dialect Arabic stop

word list. Hence, we created such a list by collecting samples of tweets from the countries in our

crisis list (see Table 4.1) and manually identifying the dialectal stop words from the most frequent

words in each sample.

Using the Mo3jam dictionary5, we added synonyms in other dialects, taking account of

spelling variations. For example, the word �
©
�
�Ë� (lsς6) “not yet” which blends é

�
J«A�Ë “to this mo-

ment” and �
é«A�Ë@ è

	
Yë ú

�
æk “until this moment” (Aldrsoni, 2012), also takes the form é

�
KA
�
�Ë (lsAth).

Arabic speakers tend to adopt a phonological system of spelling when writing non-MSA words, and

the former could also be written as é
�
�Ë� (lsh), A

�
�Ë (lsA) or úæ�Ë (lsý). We also included common

4https://github.com/mohataher/arabic-stop-words
5https://en.mo3jam.com/
6We used Habash-Soudi-Buckwalter transliteration scheme (Habash et al., 2007)
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misspellings of frequently occurring words such as 	áÊ�

@ (ÂSln) “ever” for the word

�
C�


@ (ÂSlA). It

is important to note that as we discarded diacritics, homographic stop words that share spellings

with commonly used non-stop words were disregarded. For example, to avoid filtering out the word

È
�
ð
�
X, which translates as ‘countries’, we ignored the word È

�
ð
�
X (dwl), which means ‘these/those’

in Egyptian and Higazi dialects. The final stop word list included 405 multi-dialect Arabic stop

words7. Adding these words to the NLTK and Alrefaie’s lists, 1177 (1098 after letter normalisation)

words were identified as stop words to be filtered out before extracting keywords and underlying

topics.

4.5.2 Most Frequent Words

We used word clouds to visualise the text at event level to gain some sense of the most frequent

unigrams and bigrams and find the shared themes across crises. First, we exhibit the most frequent

words of each event before eliminating the content-based duplicates to investigate the most popular

topics. Figure 4.5 depicts word clouds of the top 200 words associated with the crisis events. In

general, the diagrams show that the most frequently occurring terms are location names. For many

events, terms related to emotional support and prayers show a high rate of occurrence. A closer

look reveals words about crisis impact, whether related to the environment, such as �
éJ

�
Jj

�
JË @

�
éJ

	
�J. Ë @

“infrastructure”, or services such as èAJ
Ó “water”, 	á�
j. �» @ “oxygen” and ZAK. Qê» “electricity”. The di-

agrams display many individual names; most of them are victims, officials and politicians. Many

political terms appear in events that occurred in countries witnessing civil unrest, such as Lebanon

and Yemen. Observation suggests that one crisis can be discussed using data from another; for ex-

ample, 	
�

	
®
�
J
	
�K
_

	
àA
	
JJ. Ë# (which relates to the Lebanese protests) is the second most frequent hashtag

in the Lebanese floods data. For that reason, it is helpful to identify messages in terms of crisis

type following data collection.

Other visible words are relevant to hazard response such as ú



	
GYÖÏ @ ¨A

	
¯YË@ “civil defence” and

øP@ñ¢Ë@ ÐA
�
P̄

@ “emergency contact numbers”. The diagrams for flood events reveal many weather-

7https://github.com/alaa-a-a/multi-dialect-arabic-stop-words
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Figure 4.5: Word clouds showing the top 200 words from Kawarith
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related terms. Human-induced crises such as the Cairo bombing, Karbala massacre and Beirut

explosion share many common event-independent words such as ZAÓX “blood”, �
HAJ


	
®
�
�
�
��Ó “hospitals”,

	á�
K. A�Ó “injured people” and ¨Q�.
�
K “donation”, along with crisis-specific terms. Regarding COVID-19,

prevalent terms include �
éj�Ë@

�
èP@ 	Pð “Ministry of Health”, �

éK

	P@Q
�
�gB@

�
H@Z@Qk. B

@ “prevention measures”,
�
èYK
Yg.

�
éK. A�@


“new case” and �

éJ
ÖÏ AªË @
�
éj�Ë@ “World Health Organisation”.

After duplicate removal, the top terms have also been visualised to check if there are notable

changes in predominant words. In general, eliminating duplicates unfolded more terms such as

named entities. Prayers and location names still populate the diagrams. We noticed a shift in

word frequencies for some events. For instance, the phrase ÈA
	
ª
�
�

B@

�
èP@ 	Pð “Ministry of Public Works”

shrinks in size after duplicate removal in the Lebanon floods and Kuwait floods-19, indicating

that messages discussing this topic have received a high number of retweets. Unlike crises involving

social movements or shootings, the Khartoum massacre generated words related to internet blockage.

Following duplicate filtration, visualisation revealed further hazard-related words. A similar pattern

has been found in the Leeth floods data, confirming that a single topic may dominate the event

dataset because of the duplicated content.

Retweeted messages or content duplicates are not necessarily relevant to the crisis, as spam

messages associated with crisis-related hashtags sometimes attract a large number of shares, and

word clouds may include irrelevant terms (e.g. advertisements as in Ta’if floods). In the case of

the Dragon storms, phrases about invoking blessings upon the prophet Mohammed (peace be upon

him) populate the diagram because the event occurred on Friday. This confirms the importance of

removing duplicates and irrelevant posts from crisis data in pursuit of meaningful insights. Figure 4.6

shows the frequent words associated with the Leeth floods, Khartoum massacre, Lebanon floods

and Dragon storms before and after duplicate removal, as they show the importance of duplicate

filtration.
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Figure 4.6: Word clouds for four crises: (a) for all data and (b) after duplicate removal

4.5.3 LDA Topics and Content Categorisation

We also investigated the main topics discussed during crises using the LDA modelling technique.

We ran the LDA model for ten crises, as the process of topic extraction and interpretation is time-

consuming. The selected crises are Jordan floods, Kuwait floods-18, Karbala massacre, COVID-19,

Dragon storms, Aden floods, Oman floods, Beirut explosion, Syria wildfires and Sudan floods. The

selected list of event data covers different Arabic dialects and hazard types. In this research, we

used the scikit-learn library (Pedregosa et al., 2011). Text in the corpus was stemmed using the

Farasa8 stemmer (Mubarak, 2018) before performing the described pre-processing steps. Then, we

tokenised the text into words. We filtered out terms that appear in more than 85% of documents

or in less than ten documents. For reproducibility, the random state was set to 101.

Choosing the optimal number of topics (k) is crucial in LDA models as it determines the

quality of the generated themes. Selecting a small k would result in broad topics, whereas choosing

large values would lead to fragmented or uninterpretable topics (Syed and Spruit, 2017). Differ-

ent metrics have been proposed to evaluate the quality of LDA models, including the coherence

measures. A topic is described as coherent if its top words are semantically related. In this work,

we used the Cv coherence measure (Röder et al., 2015; Syed and Spruit, 2017) as an indicator to

identify the optimal number of topics per event. Röder et al. (2015) demonstrated that the Cv

8https://pypi.org/project/farasapy/
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measure highly correlates with the human interpretability of topic words. The Cv measures how the

top scoring terms in each topic (we set to 20) are semantically similar to each other by using the

Normalised Pointwise Mutual Information (NPMI) and the cosine similarity (Röder et al., 2015).

The value of Cv ranges from 0 (minimum) to 1 (maximum). We evaluated four LDA models for

each crisis with the proposed topic numbers: [10, 15, 20, 25], which were empirically chosen. Then,

we selected the model that retained the highest coherence value. We obtained Cv scores ranging

from 0.6 to 0.79, indicating coherent topics. The pre-processing and using the dialectal stop words

improved the total Cv scores (for the ten events) by 3.7% on average.

To assign interpretations to topics, we manually analysed examples of tweets belonging to

each topic to explore their meanings in context. Table 4.6 shows the interpretation of each topic

extracted from the Jordanian flood data. Analysis of extracted topics and example tweets from

different emergency events yielded the following findings regarding the prominent topics.

Most of the broad information types used for situational awareness and coordinating response

efforts as reported in previous work (Olteanu et al., 2015; Imran et al., 2016; Sit et al., 2019) appear

in our corpus as topics, varying in frequency across events. One type of these topics that we found

in each crisis data is related to the affected population and rescue effort, as in topics 5, 8, 11 and 12

in Table 4.6. Most of the posts belonging to this theme are reports about affected people (fatalities,

missing, trapped, injured, evacuated, infected and survivors) that were generated by organisations

or individuals. Other messages of this category are sent by individuals who request help or report

damage to personal property.

Another type of information that supports situational awareness is infrastructure damage,

as in topic number 15 in Table 4.6. This topic is found in most of the natural disaster data in

the Kawarith corpus. We found topics about interrupted services such as power outages in the

Aden flood data. Other extracted topics can be categorised as warnings and precautions. Tweets

exhibiting this topic were usually posted by organisations. Examples of these topics include weather

warnings (as in topic 10), an announcement of school closure, disease prevention measures and best

practices.
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Table 4.6: Topics extracted from the Jordan floods data using the LDA model

# Top 10 words per topic
# of

posts
Interpretation

1
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æ£ð Y� P@X@ éÓ 	P@ Èð


ñ�Ó

“responsible crisis manage dam national

school principal citizen pay private”
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The responsibility for the deaths of 15

pupils from a private school, while they

were on a school outing during the event
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“homeland region victim court royal

kingdom announced caution weather soul”

81
Warnings about weather conditions and

news about mourning of victims.
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�Q
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“Kuwait drown rain water Petra

Nabataean rains work building

Riad(person name)”

151

The heavy rains that hit the city of

Petra and some mentions of the

Kuwait floods

4

�
IK
ñ» ÐYë Qå

�
� Q�


	
g

�
�Q

	
« Éªk. @ H. @
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�
®� ÑêÊË @

“oh_god watering mercy torment make

drowning good evil destroy Kuwait”

250
Supplications said when feeling worried

during heavy rains

5

ú
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¯X H. ñ
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JÓ@ éÓñºk ZC

	
g@ ©

�
¯ñÓ ø



X@ð

	
àXP@ ÉÔ«

“work Jordan valley site evacuation

government security south civil defence”

125

The evacuation of civilians near the

Jordan valley by civil defence

authorities

6

é<Ë @ X @P@ ÑkP YJ
îD
�
� Éë@ ©k. @P

	
àXP@ 	á£ð

	
¡
	
®k H. A�Ó

“injured save homeland Jordan return

family martyr have mercy wanted Allah”

279
Prayers for victims, emotional support

for their families and supplications

7

ÑêÊË @ Éë@
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¡
	
®k@ é<Ë @ H. PAK
 I. ª

�
� éÔgP

	
¢Ë

�
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“Kuwait kindness mercy people Lord

Allah save Jordan people oh_God”

342
Prayers to save the people of Jordan

and Kuwait during floods

Continued on next page
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Table 4.6 – continued from previous page

# Top 10 words per topic
# of

posts
Interpretation

8
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K @Qå� @ “Jordan minister Razzaz(politician)

tourist Jordanian government message

breaking new Israeli”

136

Evacuation of tourists from the city of

Patera and news related to the role of

the prime minister during the event
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“country infra children died corruption

rain land people Jordan wanted”

145
The corruption that led to this

catastrophe
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“solution Assawsana(newspaper) weather

condition thank news meaning Petra

wanted”

211 Weather updates from the news
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�
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“wanted justice child want Sarah(victim)

video work man rescue hit”

91

The rescue efforts after the flash

flooding. Posts on this topic include

the hashtag: ÈA
	
®£


B@ð_ �

èPA�_ �
�k_YK
Q

	
K#

“#justiceForSarahAndChildren”
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“status wanted weather victim elevation

house God breaking death kingdom”

100
Reports of deaths, most of which were

sent by news accounts

13
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�
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¯X éJ
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“dam Wala(dam name) breaking operation

defence civil Madaba(city) search

missing Jordan”

189

Civil defence members search for

missing people in the Wala district in

Madaba and information about the

state of the Wala dam

Continued on next page
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4.5 Prevalent Topics

Table 4.6 – continued from previous page

# Top 10 words per topic
# of

posts
Interpretation
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Discussions about climate change and

criticism of infrastructure failure
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“dead sea road catastrophic bridge Jordan

direction kindergarten security student”

68

Information about the infrastructure

damage (collapsed bridges and road

closures) caused by the dead sea flood

Words related to emotional support and prayers emerge as topics in each crisis data. Ex-

amples include topics 4, 6 and 7 (Table 4.6). We found topics showing thanks and gratitude for

volunteers and response teams, as in the Kuwait floods-18 and Oman floods. Some of the derived

topics represent public opinion and general discussion, as shown in topics 1 and 14. Most of the

views are criticism and sarcasm, and the conversations sometimes drift from the crisis topic to

politics, as we found in the Beirut explosion data. Other extracted topics describe relevant events

and consequences such as authority resignations and travel restrictions during the COVID-19 pan-

demic. In-domain fine-grained topics were identified from COVID-19 data including disease spread,

COVID-19 symptoms, vaccine, volunteering, prevention measures and other relevant discussions

regarding the virus impact.

A crisis-unrelated topic emerged from the COVID-19 data. The top words of this theme

are related to advertisement and online shopping, including offer, order, application, shop, coupon,

discount and price. Similar themes have been found in the Dragon storms and Syria wildfires data,

which include crisis irrelevant terms. Documents belonging to these topics are mostly spam, and

they form about 7% and 4% of each corpus, respectively. Terms related to the COVID-19 spread

appear as a topic in the Oman flood data. Messages on this topic provide updates about the

Coronavirus situation in Oman and include flood-related hashtags. These messages were published

during the beginning of the flood crisis. Generally, we found that COVID-19 has been mentioned
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4.5 Prevalent Topics

in many of the subsequent events data. The Sudan flood has also been mentioned using the Syria

wildfires hashtags, particularly in emotional support tweets and prayers. Similarly, some users

referenced the Kuwait floods in their prayers during the Jordan floods (see topic 7 in Table 4.6).

We investigated the main concerns during the crises of different types (Jordan floods, Karbala

massacre, COVID-19, Dragon storms, Beirut explosion and Syria wildfires) by looking at the topic

distribution. Considering the dominant topic per document, we counted the number of tweets

belonging to each topic. Empathy and prayers represent the most popular theme in the Jordan

floods, Syria wildfires and Beirut explosion, followed by topics related to the affected population

and rescue effort. Most tweets in the Dragon storms data are cautions and warnings (16.4%) and

reports about infrastructure damage (20%). Despite being small in number in the Jordanian data,

posts about infrastructure damage generally received a high number of retweets. A tweet on this

topic has been shared 33 times on average during the Jordan floods. Most messages of the Karbala

massacre express sect- and politics-related opinions, and they retain a high number of retweets

(average of 44 shares per message). For the natural disaster data, public opinion tweets obtain a

low number of average retweets per post. Disease spread (situation reports) is the predominant and

most shared topic in the COVID-19 corpus, followed by prevention measures and cautions.

In this study, we propose a coarse-grained annotation scheme to categorise messages as dif-

ferent information types based on manual interpretation of prevalent topics and in light of earlier

taxonomies. A multi-label scheme has been employed as a tweet can communicate different infor-

mation types. For example, the message below includes warning updates about affected individuals

(the first sentence) and weather conditions (the second sentence). Looking at the topic distribution

for this tweet, the dominant topic is the second one shown in Table 4.6, which mainly describes

weather warnings. The topic also includes some victim-related words, as some of the documents

belonging to this topic mention updates about both weather and victims. The tweet also belongs

to topic 12, which shows death reports.
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“#Jordan #Breaking A child has died in flash flooding this Friday and several people

are missing in many areas. Jordan and wide regions of Saudi are witnessing heavy

rainfall leading to floods. Severe weather conditions are expected this evening and

tomorrow. #Jordan_flood #wasm #Ghadag #weather”

Table 4.7: Labels with example tweets
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“The Emergency Department at the Hôtel-Dieu hospital calls

for help and appeals for blood donations.”
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damage
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“Water is cut off in Cairo governorate due to bad weather

- Al Shorouk Gate."

Caution, preparations &

other crisis updates
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“The Meteorological Department warns of rains, floods,

temperature drop, sand and dust. And schools are closing

on Thursday due to weather conditions.”

Emotional support, prayers &

supplications
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“May Allah save Egypt and its people.”

Opinions & criticism

. ÉÒêÓ Èñ

J�Ó É¿

�
éÒ» Am×ð

�
éJ.�Am

× H. ñÊ¢Ö
Ï @ AÖ

	
ß @ð , ù




	
®º

�
K B

�
HBA

�
®
�
J�B@

“Resignations are not enough, what is required is accountability
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Irrelevant

.
�
éK
ñm.

Ì'@ XA�P

B@ AîD
Ë @

Q�

�
�
�
� B PA¢Ó


@ð

	
�@ñ«ð

�
�QK. ð Y«P A

	
J
�
¯AÔ«


@ ú



	
¯

“Deep inside us are thunder, lightning, storms and rain that

have never been detected by weather forecast.”
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4.6 Manual Annotation and Inter-rater Reliability

Unlike previous work taxonomies (Olteanu et al., 2015; Imran et al., 2016), we did not

consider the ‘other useful information’ class since it is subjective to decide the information’s useful-

ness. Instead, we introduced ‘other crisis updates’ as a “catchall” category for other information that

varies across crises, such as flood level and emergency location. We observed that such updates were

usually mentioned as caution. Hence, we merged these two categories. As a few messages related

to donation and volunteering in most events, we combined this category with affected individuals,

as donations meant to help the affected population. We also tagged opinions, supplications and

prayers. These may not be useful to humanitarian responders or contribute to situational awareness

but can be used for other purposes, including opinion mining and measurement of event impact.

Table 4.7 shows some example tweets from each category. In the case of COVID-19, a tweet was

classified as either relevant or irrelevant to the event9. The following section describes the manual

labelling process.

4.6 Manual Annotation and Inter-rater Reliability

Tweets from seven crises were manually labelled to automatically identify information categories by

ML algorithms. The seven crises selected for annotation are the Jordan floods, Kuwait floods-18,

Hafr Albatin floods-19, the Cairo bombing, the Dragon storms, the Beirut explosion and COVID-19.

We focused on flood and explosion events as frequent occurrences in the Middle East and considered

COVID-19 as it is an impactful global pandemic.

The data were annotated by volunteers. All annotators were native Arabic speakers. We

started with 25 coders. First, coders were trained using a short quiz with examples from each

category and explanations of the correct answers. The quiz includes ten questions. To further

ensure reliability, the 25 annotators were tested on 30 examples from one event, and only those

scoring 70% were allowed to proceed. The final judgments were provided by 21 trusted coders.

Each tweet was judged by two annotators, who were provided with annotation instructions and

9To comply with Twitter’s policies, we explicitly avoided coding data about users’ health.
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4.6 Manual Annotation and Inter-rater Reliability

a piece of news or Wikipedia article summarising the crisis. (The annotation instructions and

examples from the training quiz are translated to English and presented in Appendix One).

For annotation, we considered only tweets with unique texts. We excluded duplicate mes-

sages as identified in Section 4.3 to avoid labelling messages with the same content. We did not

consider propagating labels to duplicate tweets after labelling the unique messages to avoid ex-

perimental bias in classification. Including duplicates in the dataset results in an overestimated

performance if there is an overlap between test and training data (Alam et al., 2021b). We also

removed tweets containing less than four tokens as these are too short to convey any meaningful

message. When calculating a tweet’s length, we split the hashtags. As noted earlier, we did not

consider user mentions and URLs as proper tokens. Each hyperlink was replaced with the Arabic

word ¡�. @P (link) to inform coders of a link referring to a website, image or video. Annotators were

not required to visit the hyperlinks, as tweets were judged only on their text content. We sampled

a different number of tweets for annotation from each event, ensuring that samples were taken

from different timeframes. About 70 – 85% of flood events data were considered, along with all

unique examples from the Cairo bombing (which contains only 711 distinct tweets). In the case of

Dragon storms and the Beirut explosion, about 1050 posts were sampled from each crisis. Regarding

COVID-19, we considered 2005 tweets.

We used Krippendorff’s alpha coefficient (Artstein and Poesio, 2008) to calculate the inter-

rater agreement as it supports multi-label annotation. The average Krippendorff’s alpha for the

seven events was about 0.7, indicating substantial agreement and clear instructions. Most disagree-

ments occurred because of the multi-label scheme, as annotators agreed on a subset of labels per

example. If two annotators disagreed, the message was judged by a third person; if the third coder

did not agree with coder 1 or 2, majority voting was applied to select the label decided by at least

two coders. A tweet was discarded if all three annotators disagreed entirely with each other.

In total, we obtained 12,446 labelled examples. Table 4.8 shows the distribution of tweets

by relevancy and the total number of labelled tweets, while Table 4.9 shows the distribution of

information categories. The dataset is imbalanced, and the distribution of information types varies
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Table 4.8: Distribution of labels (relevant vs irrelevant)

Crisis # of relevant tweets # of irrelevant tweets Total

Jordan floods 1882 118 2000

Kuwait floods-18 3701 399 4100

Hafr Albatin floods-19 978 637 1615

Cairo bombing 700 6 706

Dragon storms 701 309 1010

Beirut 833 177 1010

COVID-19 1782 223 2005

Table 4.9: Distribution of information types: Flood crises, Cairo bombing, Dragon storms
and Beirut explosion

Label
Jordan

floods

Kuwait

floods-18

Hafr Albatin

floods-19

Cairo

bombing

Dragon

storms

Beirut

explosion

Affected individuals &

help

331 414 83 138 70 186

Infrastructure & utilities

damage

39 271 100 17 105 64

Caution, preparations &

other crisis updates

268 980 475 214 252 170

Emotional support,

prayers & supplications

709 816 202 222 120 277

Opinions & criticism 604 1355 189 181 221 198

Irrelevant 118 399 637 6 309 177

Total 2000 4100 1615 706 1010 1010
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across events. On average, only 4.4% of dataset instances have more than one label. Most relevant

messages conveyed emotional support, opinions, cautions and crisis updates. Among COVID-19

tweets, we observed that the largest category of relevant messages relates to disease spread. The non-

negligible percentage of irrelevant tweets (15% of the dataset) highlights the need for a classification

step following data collection to filter out irrelevant posts. Not all irrelevant messages are spam

that uses crisis-related hashtags. Some off-topic tweets were crawled due to the keyword ambiguity,

as in the example shown in Table 4.7.

The annotated dataset can be leveraged for several tasks, including crisis detection and

crisis type classification. Assigning messages to categories to identify informative posts can enhance

situational awareness and assist emergency responders in organising effective relief efforts. The

labelled dataset can also be utilised to gauge public opinion and sentiment during crises.

4.7 Conclusion

This chapter presented the accessible Twitter crisis datasets and introduced Kawarith, a large-scale

Arabic Twitter corpus for 22 crises. The corpus was built by tracking relevant keywords using an

iterative collection process as described in Section 4.1. Then, we reported a preliminary analysis

of the corpus content, including tweet-related and user-related statistics. We investigated the main

information categories of conversations posted during a range of crisis events by uncovering the

hidden topics using the LDA modelling technique. Then, we analysed samples of tweets belonging

to the extracted topics and identified the main information types shared on Twitter during the crisis

events. We proposed a common multi-label scheme based on the specified information types. We

showed how the data were pre-processed before investigating the prevalent themes and including

the stop-removal step, which involves compiling 405 domain-independent multi-dialect Arabic stop

words. Finally, we created and published a gold-standard multi-label dataset comprising ∼12k

unique tweets from seven crises. The dataset will be used in this thesis to automatically identify

the crisis-related messages from Arabic Twitter data using supervised learning techniques.
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Chapter Five

Evaluation of Crisis Tweet Classification

Models

This chapter presents the experiments performed to evaluate classical supervised learning approaches

and DNN models on SM crisis classification tasks using our Arabic Twitter dataset: the Kawarith

corpus. It introduces the models’ configurations, feature representation and training settings. Fi-

nally, the chapter illustrates the results and analyses the errors of the best-performing model.

5.1 Models’ Settings

5.1.1 Classical ML Classifiers

Classic ML classifiers were implemented using the scikit-learn library. For the multi-label classifi-

cation, we used the One-vs-Rest strategy. It decomposes a multi-label classification problem into

multiple sets of binary subproblems, one for each label. Predictions are made by the most confident

model. In the following, we highlight the models’ parameters.

❖ NB: We experimented with the multinomial NB classifier, where the input data are modelled

as occurrence counts such as BoW. Previous studies showed that the multinomial NB out-

performs the Bernoulli NB for text classification (McCallum, Nigam, et al., 1998; G. Singh
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et al., 2019).

❖ SVM: We used a linear SVM (Fan et al., 2008). A linear kernel is faster than other kernels

and achieves good performance when using large numbers of features (Hsu et al., 2003).

❖ Decision trees (DT): We used the default values for the parameters as specified by the

scikit-learn library. For example, the maximum depth of the tree was set to none, and the

minimum number of samples the algorithm requires to split an internal node was kept as the

default value (i.e. 2).

5.1.2 DNN Architectures

Deep learning models were built using the Keras library1. The input sequences, the embedding and

output layers were similar for the DNN models described below. The embedding layer was used as

the first hidden layer to map words (input sequences) to dense vectors. The output layer mapped

its input vectors—obtained from the last hidden layer in each model—to a probability for each class

using the sigmoid activation function. Figre 5.1 shows the general architecture of DNN models.

The configurations of the DNNs that we experimented with are described below.

❖ CNN: We experimented with two CNN architectures. The first one was similar to that

proposed by Y. Kim (2014). We used two 1D convolutions applied in parallel to the input

layer vectors, extracting local patches from sequences using convolution windows of sizes 3 and

5 with 100 feature maps each, which were empirically chosen. A sliding max-pooling operation

of size two was applied over each feature map to obtain the maximum value, representing the

most important feature. The output vectors of the two convolutions were concatenated, and a

0.5 dropout rate was applied for regularisation. The output was fed into a 100-dimension fully

connected layer with Rectified Linear Unit (ReLU) activation. We call this model ‘CNN-K’.

The second variant was similar to Kim’s CNN but applied two 1D convolutions sequentially

using windows of sizes 5 and 3 with 100 and 50 feature maps, respectively.
1https://keras.io
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Figure 5.1: General architecture of the DNNs

❖ LSTM: This model involved one LSTM layer with 100 hidden output dimensionalities. Ex-

perimenting with different output dimensionalities (e.g. 50, 100 and 150) produced similar

results (in most cases). Also, using sizeable hidden output dimensionalities for RNNs is not

recommended when classifying short text (Chollet, 2017). As proposed by Gal (2016), we

applied a dropout rate for input units of the LSTM layer and a dropout rate of the recurrent

units for regularisation. In the experiments, both were set to 0.2 and were empirically chosen.

❖ GRU: This model included a GRU layer with hidden units and dropout rates similar to those

applied to the LSTM layer to make a fair comparison. GRUs train faster than LSTMs. We

experimented with this network structure to compare its performance against the LSTM and

compare gated RNNs against the CNN models on the two classification tasks.

❖ Convolutional LSTM (CLSTM): This model is similar to the CNN-K described above,

except that the fully connected dense layer is replaced by an LSTM layer identical to the one

presented above. In this architecture, the CNN was used to extract features that were fed

into an LSTM layer, which processed down-sampled high-level input sequences.
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5.2 Text Pre-processing and Feature Representation

We conducted the following pre-processing steps:

1. Noise removal: we removed emojis, punctuation, special characters, non-Arabic characters

and diacritics. Stop words were eliminated as they are uninformative in such topic-based

classification tasks, and do not affect the overall meaning of a document.

2. Text normalisation: we performed a set of normalisation techniques commonly applied to

Arabic text to transform words into a more uniform sequence (Albalawi et al., 2021). We

normalised elongation. Words including more than two consecutive repeated letters were

normalised by keeping only two occurrences of the same letter to avoid eliminating legiti-

mate consecutive identical letters. For instance, the word B (No), written informally as @ @ @B

(Noooo) for emphasis, was normalised to @B (Noo). We also performed three types of letter

normalisation: the variant forms of alef to bare alef, alef maqsora to ya, wāw mahmoza to

wāw, and ta marbouta to ha. This was done because people often misspell various forms of

alef/wāw and do not distinguish between ta marbouta and ha when these letters occur at

the ends of words. As in previous studies (D. T. Nguyen et al., 2016; Verma et al., 2011),

we replaced each URL and user handle with the words ¡�. @P (hyperlink) and PAª
�
�@

(mention),

respectively, instead of removing them (i.e. replacing them with white space), assuming that

URLs and usernames are helpful features in distinguishing crisis messages.

3. Tokenisation: we conducted whitespace-based tokenisation. We did not perform stemming

to the tokens as Alabbas et al. (2017) suggested that most ML classifiers perform better on

Colloquial Arabic without applying stemming.

In both types of models, we limited the vocabulary to the most common 5000 words in the

training corpus. Concerning classical ML models, unigrams, bigrams and trigrams of words were

extracted. In the case of NB, text was represented as BoW (without a weighting mechanism) as

we experimented with a multinomial NB classifier which is suitable for classification with discrete
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Table 5.1: The macro F1 scores of the ML models with un-processed and pre-processed input
text

Model Un-processed text Pre-processed text

NB 75.03% 77.15%

SVM 74.66% 77.62%

DT 68.08% 70.65%

features. For SVM and DT models, the features were transformed into TF-IDF vectors, in which

each tweet represented a document. To explore whether using character-based features produce

better performance, we also experimented with character n-grams, with 2 ≤ n ≤ 5, which was

empirically chosen.

To investigate the impact of the performed pre-processing steps, we evaluated the perfor-

mance of the three classical ML models (i.e. NB, SVM and decision trees) before and after pre-

processing the text. We randomly shuffled and split the labelled Kawarith data into train and test

sets (75% and 25%, respectively) and classified them into relevant or irrelevant using the unigrams,

bigrams and trigrams of words as features. Table 5.1 shows that the performance of all models has

been improved with pre-processing the text by values ranging from 2.12% to 2.9%.

For DNNs, texts were segmented into words. The maximum length of input sequences per

tweet was set to 60 tokens, as the longest tweet in Kawarith has 60 words. Messages comprising

fewer than the set maximum length were zero-padded. Each word was transformed into a vector.

Concerning the BERT experiments, the maximum length was set to 100, which is the longest

sequence after the segmentation. As the BERT is a contextualised representation, we kept the stop

words.

Word vectors were first initialised from the Twitter CBOW AraVec (Soliman et al., 2017).

The model was trained using a CBOW technique on Arabic Twitter text of 66.9M Arabic tweets

and 1090M tokens. Using the Twitter API, their training Arabic Twitter dataset was collected

between 2008 and 2016 from different random geographical locations. The authors set the window

size to three words as tweets are short (i.e. the maximum length of a tweet is 140 characters). The
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vector dimension of the model is 300. We also explored the performance of DNNs using character

embeddings. We initialised the vectors from a FastText model trained on 10M Arabic tweets (A. I.

Alharbi and M. Lee, 2020). The tweets were collected from different Arabic countries. The model’s

vector dimension was set to 200. In their model, the authors have ignored the words with a total

frequency lower than three.

For the contextualised representation, we experimented with the AraBERT Base model

(Antoun et al., 2020), which has 12 encoder layers, 768 hidden dimensions, 12 attention heads

and 512 maximum sequence length. AraBERT was trained on Arabic news articles collected from

various media in different Arabic countries. The training dataset included 70 million sentences. We

experimented with the version that uses Farasa (Abdelali et al., 2016) to segment the text before

training the tokeniser as we found it leads to better performance on our task. As explained in

the methodology, we used the BERT embeddings in two ways: fine-tuning the embeddings during

training with a linear classification layer and combining BERT with the best performing DNN. For

the former, the linear layer was preceded by a dropout layer of a probability (0.2) to prevent the

model from over-fitting.

5.3 Imbalance Handling

We used the Kawarith corpus. As the labelled dataset had imbalanced classes, we handled that

before training. For the binary classification (relevancy detection) task, we duplicated the samples

belonging to the ‘irrelevant’ class. We performed up-sampling rather than randomly down-sampling

the majority class because the latter can result in losing many instances and thereby degrade the

performance, particularly for DNNs. Besides that, the sample of the chosen majority class could be

biased. Table 5.2 displays the size of the training data for the relevancy detection task before and

after up-sampling the minority class.

Regarding the information classification, we also duplicated the samples in the minority class:

‘infrastructure and utilities damage’, as they were much fewer than examples of other classes. The
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Table 5.2: Number of training examples for the relevancy detection task after the up-sampling

Target data Training data

# of training examples

before the up-sampling

=[on-topic+off-topic] posts

# of training examples after

the up-sampling

=[on-topic+up-sample(off-topic)]

Jordan floods

(JF)

KF+HF+CB+

CD+DS+BE

10446

[8695+1751]

12197

[8695+3502]

Kuwait floods-18

(KF)

JF+HF+CB+

CD+DS+BE

8346

[6876+1470]

9816

[6876+2940]

Hafr Albatin

floods-19 (HF)

JF+KF+CB+

CD+DS+BE

10831

[9599+1232]

12063

[9599+2464]

Cairo bombing

(CB)

JF+KF+HF+

CD+DS+BE

11740

[9877+1863]

13603

[9877+3726]

COVID-19

(CD)

JF+KF+HF+

CB+DS+BE

10441

[8795+1646]

12087

[8795+3292]

Dragon storms

(DS)

JF+KF+HF+

CB+CD+BE

11436

[9876+1560]

12996

[9876+3120]

Beirut explosion

(BE)

JF+KF+HF+

CB+CD+DS

11436

[9744+1692]

13128

[9744+3384]
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Table 5.3: Number of training examples for the information classification task after the up-
sampling

Target data Training data
# of training examples after

the up-sampling

Jordan floods (JF) KF+HF+CB+DS+BE 6913

Kuwait floods-18 (KF) JF+HF+CB+DS+BE 5094

Hafr Albatin floods-19 (HF) JF+KF+CB+DS+BE 7817

Cairo bombing (CB) JF+KF+HF+DS+BE 8095

Dragon storms (DS) JF+KF+HF+CB+BE 8094

Beirut explosion (BE) JF+KF+HF+CB+DS 7962

information categorisation task was assessed separately, i.e. we suppose that we managed to filter

out all irrelevant posts and need to categorise the crisis-related tweets into pre-defined information

types. Table 5.3 shows the size of the training set, after the data balance, for the information

classification task. Figure 5.2 displays the distribution of labels in the training data for each target

event.

5.4 Training Settings and Evaluation Metrics

The DNN models were trained for five epochs in mini-batches of 32 samples, which we chose em-

pirically. The optimiser and loss function arguments were set to Adam and binary cross-entropy,

respectively. For the BERT models, we trained for three epochs and set the Adam optimiser’s

learning rate to 5e-5, as recommended by the paper’s authors (Devlin et al., 2019), who identified

a set of values that work well across all tasks.

To evaluate the models’ performance for the relevancy detection, we used the macro F1

as the off-topic class still has few instances compared with the on-topic class even after the up-

sampling. For example, the training data for the HF set has 9599 on-topic examples and only 2464

off-topic examples. The difference is 7135, which is relatively big. The macro F1 metric considers
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Figure 5.2: Training dataset label distribution (information types) for each target event after
up-sampling the minority class

the class distribution in the corpus. The F1 score is the harmonic mean of precision and recall.

Macro F1 is calculated by taking the arithmetic mean (unweighted mean) of all the per-class F1

scores. For information classification, we used the accuracy that tolerates partial errors (Godbole

and Sarawagi, 2004; Sorower, 2010). Both accuracy and F1 scores produce values ranging between

0 and 1 where 1 indicates a perfect model.

5.5 Results

5.5.1 Results and Discussion

Table 5.4 presents the results of the supervised classifiers for the relevancy detection task. It

is worth noting that most instances in the test set belong to the relevant class. The macro-F1

does not consider the support (weight) per class while averaging the F1 scores. That explains the

low performance for the CB event, which only includes six negative examples. Table 5.5 shows

the accuracy results for the information categorisation task. The best results in both tables were

marked in bold. In the tables, we presented the average score for the performance of each model by
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calculating the arithmetic mean of all its scores produced for the different target events. Results are

discussed in the following to answer the second research question posed in Chapter 1, Section 1.3.

Table 5.4 indicates that all DNNs using AraVec (CBOW models) outperformed the SVM

and DT models. Looking at the average F1 scores, the CNN-K, LSTM and CLSTM with the CBOW

AraVec embeddings outperformed the SVM(1,3) by 6.46%, 4.13% and 6.83%, respectively. The DT

showed the worst performance among the classical ML models. Decision trees do not generalise

well to variations not seen in the training data (Bengio et al., 2010). They are liable to overfit

the training data as they can create complicated trees that do not generalise well, mainly if the

probability distributions differ between the training and test data. The NB classifier trained with

the word features produced comparable results to DNNs regardless of the independence assumption.

The NB predicts by finding the probability that each word in a document is positive or negative.

Then, it multiplies these probabilities to obtain the final prediction, making the classifier efficient in

identifying spam messages, such as advertisements, that do not include crisis-related words except

the relevant hashtags, as we found when looking at the errors.

Compared to models that used only the unigrams and bigrams features, including the tri-

grams produced a nearly similar performance for the NB and SVM, which means capturing three-

word expressions does not enhance these models’ performance. On the other hand, using the tri-

grams with the unigrams and bigrams improved the generalisation performance for the DT model on

the relevancy detection task. Although character n-grams are robust to grammatical errors (Kanaris

et al., 2007) and can capture the morphological characteristics of the dialects (Eltanbouly et al.,

2019), using such features resulted in low performance for the NB and DT. Regarding the SVM,

using character n-grams enhanced the scores over the models that used the TF-IDF features in four

cases but produced a close score on average (i.e. when considering all target events). We noticed

that all classical ML models trained to classify the HF data had better results with the character n-

grams than equivalent models with the BoW or TF-IDF features, indicating that character n-grams

can be good discriminative features in some cases.

For the information classification problem, Table 5.5 demonstrates that all DNN models
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Table 5.4: The macro F1 scores of classical ML and DNN models for the relevancy detection
task

Model JF KF HF CB CD DS BE Avg.

NB_BoW(1,3) 63.65% 66.74% 68.65% 52.32% 40.96% 69.98% 66.91% 61.32%

NB_BoW(1,2) 65.08% 67.16% 66.61% 52.63% 40.08% 70.07% 68.13% 61.39%

NB_character 60.86% 62.27% 71.12% 45.50% 16.70% 67.29% 62.64% 55.20%

SVM_TF-IDF(1,3) 61.42% 65.20% 63.94% 51.66% 38.11% 52.93% 65.69% 56.99%

SVM_TF-IDF(1,2) 61.11% 66.87% 63.64% 51.78% 37.33% 53.49% 63.99% 56.89%

SVM_character 64.78% 63.73% 71.31% 49.03% 28.94% 57.97% 68.11% 57.70%

DT_TF-IDF(1,3) 58.29% 52.43% 51.59% 50.65% 45.07% 55.90% 58.56% 53.21%

DT_TF-IDF(1,2) 56.39% 51.58% 51.33% 48.13% 13.55% 57.99% 57.44% 48.06%

DT_character 53.74% 54.59% 53.83% 47.57% 40.16% 57.28% 52.55% 51.39%

CNN_CBOW 67.54% 66.86% 69.70% 51.36% 49.43% 64.24% 70.29% 62.77%

CNN-K_CBOW 68.43% 66.62% 69.95% 50.72% 56.89% 64.48% 67.10% 63.46%

LSTM_CBOW 67.94% 66.44% 72.45% 50.01% 42.72% 61.28% 67.00% 61.12%

GRU_CBOW 67.54% 66.33% 67.85% 52.83% 40.41% 60.68% 68.33% 60.57%

CLSTM_CBOW 70.35% 67.64% 68.60% 49.23% 52.28% 68.20% 70.43% 63.82%

CNN-K_random 61.49% 68.14% 68.60% 52.10% 50.57% 61.49% 58.96% 60.19%

LSTM_random 62.82% 66.34% 70.10% 49.37% 49.35% 62.33% 59.74% 60.01%

CLSTM_random 62.04% 67.90% 71.00% 50.25% 52.97% 61.57% 61.42% 61.02%

CNN-K_CBOW2 67.39% 66.71% 66.42% 49.93% 53.24% 62.70% 63.33% 61.39%

CNN-K_FastText 67.57% 66.75% 72.95% 53.65% 50.11% 60.21% 65.07% 62.33%

CLSTM_CBOW2 67.47% 71.73% 70.25% 49.14% 53.43% 61.07% 61.80% 62.13%

CLSTM_FastText 69.18% 69.89% 71.15% 49.79% 54.16% 62.70% 62.68% 62.79%

AraBERT 75.44% 80.50% 76.39% 49.79% 34.80% 73.75% 75.09% 66.54%

CNN-AraBERT 77.69% 80.72% 72.92% 49.50% 34.13% 70.65% 79.55% 66.45%
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Table 5.5: The accuracy scores of classical ML and DNN models for the information classi-
fication task

Model JF JK HF CB DS BE Avg.

NB_BoW(1,3) 68.37% 55.43% 65.32% 60.17% 69.45% 55.84% 62.43%

NB_BoW(1,2) 68.54% 54.91% 64.98% 61.39% 69.33% 57.88% 62.84%

NB_character 71.29% 59.05% 59.01% 55.70% 65.95% 50.36% 60.23%

SVM_TF-IDF(1,3) 67.72% 53.90% 67.08% 64.75% 68.05% 46.60% 61.35%

SVM_TF-IDF(1,2) 66.87% 53.77% 66.02% 64.51% 67.69% 46.65% 60.92%

SVM_character 69.43% 59.28% 55.04% 59.24% 63.86% 52.90% 59.96%

DT_TF-IDF(1,3) 55.42% 38.78% 39.37% 49.02% 53.97% 40.18% 46.12%

DT_TF-IDF(1,2) 55.92% 39.85% 41.98% 50.90% 57.22% 39.69% 47.59%

DT_character 57.58% 49.82% 39.15% 36.95% 49.27% 39.08% 45.31%

CNN_CBOW 77.34% 70.77% 71.37% 72.81% 76.44% 62.40% 71.86%

CNN-K_CBOW 79.01% 69.92% 72.77% 73.38% 75.30% 61.88% 72.04%

LSTM_CBOW 80.23% 71.95% 73.77% 73.81% 77.58% 65.53% 73.81%

GRU_CBOW 80.37% 71.57% 70.45% 76.38% 76.87% 65.05% 73.45%

CLSTM_CBOW 80.18% 69.79% 74.23% 73.10% 74.16% 60.66% 72.02%

CNN-K_random 77.23% 66.37% 69.38% 69.31% 70.80% 55.82% 68.15%

LSTM_random 76.99% 66.53% 67.04% 71.95% 70.73% 62.06% 69.22%

CLSTM_random 77.07% 64.44% 65.56% 70.02% 71.45% 60.14% 68.11%

LSTM_CBOW2 79.46% 72.35% 74.59% 74.02% 74.94% 62.46% 72.97%

LSTM_FastText 80.66% 70.88% 74.74% 74.38% 76.51% 66.55% 73.95%

AraBERT 86.09% 80.78% 82.67% 80.82% 80.11% 83.00% 82.25%

LSTM-AraBERT 85.20% 79.47% 80.39% 76.19% 82.36% 81.15% 80.79%
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initialised from the CBOW model outperformed the classical ML classifiers in all cases. Again, the

NB model produced the best results among the classical ML models, followed by the SVM classifier.

The CNN model, which showed the lowest score among the DNNs, outperformed the best-performing

ML model (i.e. NB_BoW (1,2)) by 9% on average, confirming that DNNs outperformed classical

ML classifiers on this task to a great extent. The superiority in performance of the deep models

is more noticeable for the information categorisation problem. Regarding the classical models, we

found that models trained on unigrams and bigrams produced results comparable to the equivalent

models that used these features with the trigrams. Using the character n-gram features on this

task resulted in lower performance on average. Nevertheless, they enhanced the accuracy scores

over the n-grams’ models for the JF and JK data, indicating that the performance of classical

ML approaches with different feature selection methods varies across the datasets. For example,

features that resulted in good ML performance for specific source-target pairs might produce poor

performance for other cases.

We explored whether the DNNs outperformed the classical ML models due to their exploita-

tion of the transfer learning through the pre-trained word embeddings by training the deep models

from scratch without using any external knowledge (pre-trained embeddings). We experimented

with one model from each architecture: CNN-K, LSTM and CLSTM. Results are presented in Ta-

bles 5.4 and 5.5. We attached the word “random” to the models’ names, meaning models’ weights

are randomly initialised. In this case, text embeddings are learnt from scratch by the embedding

layer based on the training dataset. For the relevancy detection, we found that the models’ perfor-

mance was still better than the SVM and DT and comparable to the NB classifier. At the same

time, they surpassed the best-performing classical model (i.e. NB_BoW(1,2)) on the information

task by scores ranging from 5.2% to 6.3% on average. Results demonstrate the advantage of DNN

methods as feature extractors. DNNs’ generalisation ability is good as they can learn high-level

abstract features through their deep structures. They are able to learn distributed representations

of data using an embedding layer without external knowledge.

Results demonstrated that initialising the word vectors from pre-trained embeddings boosted
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the performance of DNNs. Figures 5.3 and 5.4 depict the effect of using pre-trained word embeddings

for the relevancy detection and information categorisation tasks, respectively. Using the CBOW

pre-trained word embeddings learnt from Twitter data improved the average scores of the CNN-

K and CLSTM models for the first task by 3.26% and 2.8%, respectively. The improvement for

the LSTM might not be noticeable on the average score because of the low performance of the

LSTM_CBOW on the CD data. However, it enhanced the BE, JF and HF scores by 7.26%, 5.12%

and 2.35%, respectively. Concerning the second task, Table 5.5 shows that using the pre-trained

CBOW enhanced the average accuracy scores by 3.9% for the CNN and CLSTM and by 4.6% for

the LSTM model. The semantic meanings of words can be captured better through embeddings

learnt from large corpora rather than being learnt from smaller data (Bojanowski et al., 2017) as

our task-specific training set.

Looking at the DNNs initialised from the CBOW embeddings, Table 5.4 demonstrates that

CNNs outperformed the RNNs on the relevancy classification. The best CNN model improved the

average F1 scores by 2.3% over the best-performing RNN model (LSTM). It also trains faster. CNN

models classify text by learning location invariant patterns extracted by convolutions and filters.

At the same time, pooling operations can preserve the most salient information, which we can rely

on to find critical features to classify relevant and irrelevant posts. However, they usually fail to

detect irrelevant messages captured due to the keywords’ ambiguity. Feeding the extracted CNN

features into an LSTM enhanced the results over the CNN-K model of four cases, showing minor

gains in performance on average.

The RNNs achieved slightly higher results while classifying tweets into informative types.

As shown in Table 5.5, the RNNs produced better scores than CNNs for all events except one

case (GRU for the HF event). For the BE, both RNNs outperformed the CNNs by around 3%.

RNNs process sequences of data by retaining the memory of the previous state in the sequence.

Thus, they can capture patterns from the whole context. Processing the entire sequence instead of

depending on crucial local phrases is more suitable for this task. Regardless of the crisis task, using

different architectures of CNN and RNNs resulted in a negligible difference in average scores. We
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Figure 5.3: Effect of initialising the word vectors from pre-trained embeddings for the rele-
vancy detection task
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Figure 5.4: Effect of initialising the word vectors from pre-trained embeddings for the infor-
mation classification task
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also experimented with the Bi-LSTM and found no improvement over the LSTM model. Based on

our results, LSTM produced performance slightly higher than the GRU network, which might be

because the latter is a simplified variant of the former and it has a smaller number of parameters.

Given that character embeddings perform well for morphologically rich languages such as

Arabic (Bojanowski et al., 2017), we evaluated the performance of DNNs with the FastText repre-

sentation to explore whether using character-level embeddings instead of word embeddings improves

the performance of DNNs. We trained the best-performing models for each task using the FastText

embeddings and compared their performance to equivalent models with word2vec (CBOW) embed-

dings. To make fair comparisons, we experimented with a word2vec model generated from the exact

Twitter corpus used for the FastText model. Both models have the same dimension size (i.e. 200)

and have been created by A. I. Alharbi and M. Lee (2020) using the Gensim Library 2. We called

this word2vec model (CBOW2), which has been appended to DNN names in the results.

For relevancy detection, the overall scores of CNN-K_FastText and CLSTM_FastText were

slightly better than the equivalent models initialised from the CBOW2. The character embeddings

enhanced the performance of the CNN and CLSTM by 0.94% and 0.67%, respectively. We observed

the same pattern for the second task. The LSTM_FastText yielded small gains in performance,

accounting for 0.98% over the LSTM_CBOW2 model. Considering the best-performing DNN for

each task, Figure 5.5 shows the models’ results for each target event using FastText and CBOW2.

Compared to the equivalent CBOW2 embeddings, FastText improved the performance slightly in

most cases for both classification problems. We can conclude that using character-level embeddings

improved the performance to a minimal extent. The main advantage of using FastText is its ability

to infer the representations of OOV words. Using the word2vec model, we found that around 8%

of the words in the Kawarith labelled dataset are OOV words. Most OOVs are misspelt words,

such as ù



	
®J


�
�
�
��Ó (hospital) and dialectal words/phrases, such as @ñª¢

�
®J
Ô

« ,
	

�ñë (they’re cutting,

I’m describing). It can be noticed that models using the CBOW(AraVec) representations generally

worked better than those with CBOW2. For example, the overall F1 of the CNN_CBOW is higher

2https://radimrehurek.com/gensim/index.html

94

 https://radimrehurek.com/gensim/index.html


5.5 Results

Figure 5.5: The performance of the character-level embeddings (FastText) versus the word-
level embeddings (CBOW)

than that of CNN_CBOW2 by 2.07%. We relate this to the training set size for the two word2vec

models, as the Twitter corpus is much more extensive for the AraVec model.

We also experimented with the contextualised BERT models to investigate whether they

result in an improved performance. We found that using the contextualised BERT embeddings

enhances the performance of DNNs on both tasks, whether it has been fine-tuned with a linear

layer (AraBERT models) or been used as features (CNN- LSTM-AraBERT). The BERT models

yielded the best performance in most cases. For the relevancy detection task, the AraBERT model

improved the average macro F1 scores over the CLSTM_CBOW model by 2.72% and produced

results comparable to the CNN-AraBERT. The AraBERT surpassed the CNN_CBOW by 12.86%

and 7.79% for the KF and HF events, respectively. However, the BERT models perform poorly
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in predicting the COVID-19 data, producing results less than other DNNs. For example, the

CNN_CBOW and CLSTM_CBOW models significantly outperformed the AraBERT classifier by

22% and 17%, respectively. We will shed light on the reason later.

Regarding the information categorisation, the overall average score of the AraBERT is higher

than that of the LSTM-AraBERT by 1.45%. Fine-tuning the BERT models on the data using

a linear layer performed slightly better than the LSTM model that uses the BERT embeddings

as features. The AraBERT model also trains faster than the LSTM-AraBERT. Averagely, the

AraBERT surpassed the LSTM_FastText by 8.29%. The performance gains range from 16.45% to

3.6%. Thus, the use of BERT enhances the performance to a large extent. The BERT models have

better generalisation power as their representation can capture semantic and syntactic properties

of natural language in context. AraBERT uses the Farasa segmenter which enables the model to

learn shared representation between words with comparable structures.

5.5.2 Error Analysis

We looked at the misclassified examples of the best-performing classifiers (i.e. BERT models) to

understand the models’ limitations and see how to improve their performance further. Table 5.6

presents some misclassifications for the relevancy identification task. We noticed that models mis-

takenly classified some general or personal supplications as relevant as in the first example in the

table. In total, we found 21 misclassified examples of such messages from flood data. Muslims be-

lieve that supplications are accepted when it rains and post such tweets at the beginning and during

the event that include relevant hashtags. We believe that the presented example was detected as

on-topic because the training set had similar messages from the COVID-19 event, conveying prayers

for COVID-19 patients. They were labelled as on-topic (emotional support) as they are related to

the COVID-19 crisis. On the other hand, the misclassified instance shows a general supplication

(i.e. not prayers for the crisis victims). We also found two off-topic examples, such as the second

post in the Table, that were mistakenly classified as on-topic because they were about requesting

help. Those tweets were captured in our data as they included some relevant hashtags. These errors
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confirmed the difficulty of the crisis detection task.

Other mispredictions are opinions misclassified as irrelevant, such as the third example in

Table 5.6. Such tweets are sarcastic, expressing negative views. We noticed ten examples of such

errors when classifying the KF data. We also observed a few cases for tweets labelled as irrelevant

but classified as related. They were somehow ambiguous comments about some topics that could

be related to the crisis in some way. The fourth example shows a tweet predicted as related to the

explosion but annotated as irrelevant. We think this post should have been labelled as relevant

since the author likened the Beirut explosion to the Hiroshima bombing. Some misclassified tweets

were written using dialectal words and included spelling mistakes, as in the fifth example, which was

entirely written in the Egyptian dialect. Looking at the errors, 83% (10 out of 12) of the misclassified

on-topic examples in the DS data were dialectal tweets. We also found 36% of misclassified relevant

tweets in the HF were written in dialects of the Arabian Peninsula.

Examples 6 and 7 were crisis-related messages labelled as off-topic because they discuss

different disasters, not the event under consideration. The former was captured during the Dragon

storms. The latter is related to the KF but also crawled while collecting the Jordanian data. The

existence of crisis tweets of a particular type in the irrelevant class of training data would result in

false negatives when classifying new events from the same type. This is a reason behind the low

performance of models trained to classify the COVID-19 data. We found many COVID-19 tweets

captured in the DS set, most of which were reports about new cases. Those posts were labelled

as irrelevant to the DS. Hence, the classifier learnt to identify messages about new patients as off-

topic. To confirm this, we excluded the event occurring after the pandemic from the training set.

We found significant performance gains for the classifiers, as shown in Table 5.7 for the AraBERT

and CLSTM_CBOW models. We suggest removing any crisis-related tweets from the irrelevant

class to improve the generalisation.

We also explored whether using data only from similar-type events as a source enhances the

model’s performance of relevancy detection classifiers over the same model that uses all historical

data with multiple cross-type events. We examined the performance of the AraBERT and CLSTM
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Table 5.6: Examples of misclassifications by the BERT model for the relevancy detection
task

# Example True Label Prediction
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“Oh God, heal cancer patients. Heal Muslim patients. Oh God, forgive us and have mercy

on us. You are the most merciful of all. #Tenth #Kuwait_rain"
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“#Jordan_floods I ask by God who sees this tweet, retweet it as it may reach people of

compassionate hearts. I swear by God, and by his glory, I have handicapped children and

a girl who is ill with kidney failure. I need money for their food, expenses, and clothing."

Off-topic On-topic
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“The lyrical operettas were more important than the infrastructure.

#KuwaitDrownInCorruption"
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“Despite the enormity of the Beirut port explosion, does this remind anyone of Hiroshima?"
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“Service! Anyone in the middle of Sinai who can’t return, my house is there and this

is my number *** #Dragon_storms"

On-topic Off-topic
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“After its denial, the Meteorological Department confirmed that a minor earthquake

hit Bahrain yesterday, measuring 3.01 on the Richter scale."

Off-topic On-topic
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“The resignation of the Kuwaiti Minister of Public Works as Kuwait was entirely

flooded with rainwater. #Jordan_floods #Kuwait_now

Off-topic On-topic

Table 5.7: The macro F1 scores of the AraBERT and CLSTM models trained on selected
events to identify on-topic posts for the COVID-19 and flood events

Model Training Set Target event Macro F1

AraBERT JF + KF + HF + CB CD 63.29%

AraBERT KF + HF JF 77.27%

AraBERT JF + HF KF 78.77%

AraBERT JF + KF HF 79.28%

CLSTM_CBOW JF + KF + HF + CB CD 65.35%

CLSTM_CBOW KF + HF JF 63.95%

CLSTM_CBOW JF + HF KF 65.29%

CLSTM_CBOW JF + KF HF 65.36%
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on flood data using the leave-one-event-out strategy. Again, we up-sampled the minority class.

Results are presented in Table 5.7. We found that the AraBERT’s scores were improved for the JF

and HF by 1.83% and 2.89%, respectively. However, using all multi-source data produced a higher

F1 score for the KF. For the CLSTM, using all training data generated better results for all flood

events. DNNs using conventional pre-trained word2vec still work better using larger training data.

On the other hand, BERT achieves good generalisation with smaller labelled data from a domain

similar to the target event. These findings highlight a possible direction of research that will be

investigated in the following chapter. We will explore whether fine-tuning the AraBERT on a subset

of training data that is most similar to the target event would result in performance gain compared

to the equivalent models that use all training data.

As the BERT model generalises well using smaller data from same-type events, we explored

whether the down-sampling technique produces results higher than the up-sampling on same-type

crisis classification. Instead of up-sampling the minority class, we shuffled the training set and

randomly down-sampled the majority class to have an equal class distribution. We repeated the

experiment for each target flood event five times by choosing a different training split for each run.

The mean and standard deviation scores are reported in Table 5.8. First, we found that training

on all data with up-sampling the minority class resulted in performance gain over using the down-

sampling method. For the down-sampling scores, high standard deviations indicate a variance in

the F1 scores around the means. Results showed that some randomly chosen subsets of the on-

topic posts produced higher scores than others even when training on data with the same crisis

type, which also motivated us to find an optimal subset of training data that improves the model

generalisation for the target crisis.

For the information categorisation, we noticed all BERT models had the lowest performance

for the minority class: ‘infrastructure damage’. We also found that most mispredictions were

related to the ‘cautions, preparations & other crisis updates’, as their topics can vary across events

(particularly for the BE event). The models managed to identify posts related to emotional support

and prayers accurately. These messages usually have the same Arabic phrases, regardless of the
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Table 5.8: The macro F1 scores of the AraBERT model trained on same-type events to iden-
tify on-topic posts using different re-sampling techniques: up-sampling and down-sampling

Training Set Target Event
Macro F1

(up-sampling)

Macro F1

(down-sampling)

KF + HF JF 77.27% 69.56% (+/- 5.3%)

JF + HF KF 78.77% 66.38% (+/- 5.4%)

JF + KF HF 79.28% 79.94% (+/- 2.2%)

event. Overall, 19% of errors resulted from mispredicting the multi-labelled instances. We noticed

that the classifier usually made partial mistakes. It partially predicted the correct labels of 262

out of 317 cases, which accounts for 82%. For example, the model recognised the tweet below as

‘affected individuals & help’ but missed the warning updates (caution class).
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“#Jordan #Breaking. A child has died in flash flooding this Friday and several people are

missing in many areas. Jordan and wide regions of Saudi are witnessing heavy rainfall leading

to floods. Severe weather conditions are expected this evening and tomorrow. #Jordan_flood

#wasm #Ghadag #weather”

Interestingly, the classifier assigned two labels to the post below: ‘affected individuals & help’

and ‘emotional support, prayers & supplications’. However, the tweet was annotated as affected

individuals as two annotators missed the condolences segment.
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“The fatalities in Dabaa are a teacher and two of her daughters. We ask God for their mercy,

forgiveness and the highest paradise. Verily we belong to Allah, and to Him we return. #Mad-

aba #Jordan_floods #DabaaRegion #Amman”

Solving the multi-labelled problem is hard. Nevertheless, the BERT models trained on a
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multi-source crisis dataset generalised well for unseen target crises. In the following chapter, we will

also investigate whether using a data selection adaptation approach would enhance the performance

on this task.

5.6 Conclusion

This chapter presented an empirical evaluation of three widely adopted classical ML approaches

and different architectures of DNNs for Arabic Twitter cross-crisis classification. Using training

data from multiple historical events, models were evaluated on two tasks: relevancy detection

and information categorisation. DNNs were found to have better generalisation ability. We also

conducted experiments using different text representations and explored whether they enhance

the models’ performance on unseen crisis data. We found that BERT-based models remarkably

surpassed other models, whether they were fine-tuned using a linear layer or used as features fed to

a DNN model. The BERT models are more robust in classifying out-of-distribution target events

and generalise well using relatively small training data. Based on the error analysis, we suggest

conducting a data selection approach to adapt the model for the target crisis. In the next chapter,

we will investigate whether adopting a data selection approach would enhance the BERT’s results.
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Chapter Six

Classifying Crisis Tweets using Data

Selection Models

In the previous chapter, we evaluated several models for cross-event crisis classification using train-

ing data from multiple emergency events. We have demonstrated that DNNs generalised better

than conventional ML approaches, and the BERT-based models achieved the best generalisation

performance. The results showed that the BERT models performed better when trained on in-type

events (i.e. floods) than those that used all training data. This outcome motivated us to explore

whether we can find a subset of source data similar to the target event to be used for training

the classifier and boosting its performance. Thus, we propose a selection-based domain adaptation

approach. This chapter explains our unsupervised multi-source data selection approach using the

K-nearest neighbours algorithm. The strategy aims at building a good model for target data by

leveraging labelled data from several related source domains and unlabelled data from a target

domain. The chapter also presents the experimental study and results.

6.1 Multi-source Data Selection for Crisis Classification

As mentioned in Chapter 3, we performed a selection-based domain adaptation approach. In the

NLP literature, the notion of domain typically refers to a specific corpus that differs from other

domains in the topic, genre, style, etc. In this work, we define a domain as a dataset that has been
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6.1 Multi-source Data Selection for Crisis Classification

collected from SM for a specific crisis, so that each crisis data represents a distinct domain. We

hypothesise that fine-tuning MLMs on the most similar data can produce more accurate results on

crisis classification tasks than using all multi-source training data.

As in the real scenarios, we assume that we are provided with labelled examples from past

crises (multi-source datasets) and only unlabelled data from an emerging crisis (target). The goal

is to find an optimal set of training data from a multi-source domain that enhances the model

generalisation for the target data. Finding this set can be achieved by identifying the instances

from training source data that are similar (as close as possible) to the target domain. Thus, we

consider an instance-level data selection strategy using cosine similarity in the embedding space of

the pre-trained MLMs. Cosine similarity is used widely in information retrieval to calculate the

similarity between two documents by measuring the cosine of the angle between their vectors in

the embedding space (Rahutomo et al., 2012). Similar vectors would have the same orientation. In

data selection, similarity values are calculated between the query document and all documents in

the source domain, and those documents with the highest similarity scores will be selected. The

selected examples are expected to have similar feature distribution to the target domain of interest.

In our case, the query document is a tweet from the target domain. The selection process will be

done iteratively for each document in the target data, and the selected data from the source will

be added to the training set. The cosine similarity between two vectors x and y is calculated as

follows:

cos(x, y) =
x.y

∥x∥.∥y∥
(6.1)

where ∥x∥ represents the magnitude of the vector, and x.y is the dot product between x and y.

In our approach, we selected the data only from the crisis-related messages. Due to the

imbalanced dataset, we used all off-topic posts for the relevancy detection task. Such a strategy

would result in relatively balanced training datasets for the relevancy detection task, as the data

selection from the on-topic set will down-sample the majority class. Messages labelled irrelevant to

a particular crisis but related to other emergency events were excluded from the off-topic collection,

as depicted in Figure 6.1. For example, the Jordanian flood data contain two tweets about the
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6.2 Experimental Setup

Kuwait flood. Those posts were labelled irrelevant to Jordan flood because the annotation was

performed per event level. We filtered out such posts from the off-topic training set as they can

adversely impact the performance, as explained in the previous chapter regarding the COVID-19

case. Hence, the classifier will be trained to learn whether or not a post represents a crisis, as the

aim is to build a model for cross-event crisis detection.

We leveraged the contextualised text representations produced by pre-trained language mod-

els. In this work, we used Sentence-BERT (S-BERT) (Reimers and Gurevych, 2019). The authors

created S-BERT by fine-tuning BERT using a Siamese network architecture to produce fixed-sized

sentence embeddings that can be compared using similarity measures. As there is no monolingual

Arabic S-BERT, we used the multilingual S-BERT (Reimers and Gurevych, 2020). We used the

K-nearest neighbours algorithm to select the K most similar instances for each example in the target

set based on the cosine similarity on the S-BERT embedding space. The selected data was used to

fine-tune a BERT model for classifying target tweets as outlined in Algorithm 1. We used BERT as

a classifier as it outperformed other DNNs models on cross-crisis classification. Fine-tuning a model

pre-trained on large data eliminates the need for massive training examples that are required to

train a DNN from scratch. We also investigated the effect of combining the data selection approach

with self-training. In this work, we used a hard-labelled approach for retraining, in which most

confidently classified instances are added with their predicted labels (e.g. 0 or 1) to the training

set in subsequent training iterations. Figure 6.1 illustrates the domain adaptation framework that

combines data selection and self-training.

6.2 Experimental Setup

For data selection, instances are encoded using the distiluse-base-multilingual-cased-v1 multilingual

model1 that supports 15 languages, including Arabic. K is the number of nearest neighbours. We

experimented with different values of K (3, 5 and 10). We evaluated the binary classification model

1https://www.sbert.net/docs/pretrained_models.html
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6.2 Experimental Setup

Algorithm 1: Multi-source instance-level data selection
Input:

SL: { S1 ∪ S2 ∪ · · · ∪ Sn } Labelled source domain examples from n historical
crisis data

TU : Unlabelled target domain data for a new crisis
SET trainset to [ ]
SR = SL[label=relevant]
SI = SL[label=irrelevant]
Remove duplicates in TU

Encode data in SR using S-BERT
FOR EACH instance in TU DO:

Encode instance using S-BERT
Select the nearest k instances Sk from SR

trainset.append(Sk)

END LOOP
Remove duplicates in trainset

trainset.append(SI)

trainset.shuffle()

Output: trainset to Fine-tune a BERT model M for classifying TU

on each selected set. The information type classifier was assessed on the last setting (K=10). This

is because some classes can be under-represented in training set when we set the number of nearest

neighbours to 3 or 5, as the target data is imbalanced. AraBERT was used as a classification model

as it outperformed other DNNs models.2 We fine-tuned AraBERT using the same parameters and

text pre-processing steps introduced in the previous chapter. For reproducibility, the random seed

was set to 1. For self-training, we set the confidence threshold and the number of iterations to 0.99

and 2, respectively.

Models were evaluated on the Kawarith corpus. We manually removed those messages

related to other crises from the off-topic set in the source data. We found 30 such tweets in the

dataset, accounting for 1.6% of the total irrelevant tweets, most of which (18 posts) were in the

2We found that AraBERT (trained on news corpus) slightly outperforms other Arabic BERT variants
(trained on Twitter corpora) on our task.
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Figure 6.1: The Domain adaptation approach with data selection and self-training

Dragon storm data. We did not perform up-sampling for the minority class. Training on all data,

we found that BERT is generally capable of handling imbalanced class distribution. Besides that,

the random over-sampling can increase the likelihood of over-fitting the training data as it creates

exact copies of existing instances.

We experimented with different source and target crisis pairs using the leave-one-event-out

strategy. For self-training, the evaluation was performed using 3-folds cross-validation. The target

data was split into three parts: one for testing and the rest (two-thirds) for adaptation. We report

the average score. We used the weighted F1 and macro F1 to evaluate the models’ performance on

the relevancy detection task as they consider the imbalanced class distribution. The weighted F1 is

computed by taking the mean of all per-class F1 scores, considering the proportion for each class in

the dataset. For information classification, we used the accuracy and macro F1 score.

In the following section, we will present the results of our domain adaptation classifiers:

the data selection method and the data selection with self-training. In this area of research, there

is a lack of comparison between the existing proposed methods, including the domain adaptation

approaches, due to a lack of standardised datasets and evaluation frameworks. We could not compare

our adaptation approach to the ones in previous studies as we used a different dataset, and the

proposed systems are not publicly available. Instead, we will compare the performance of our models

with their counterparts fine-tuned utilising the entirety of the historical source data (baseline-1).
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Besides that, we compare them against the self-training model (baseline-2) as self-training with

BERT shows excellent results in one of the most recent works on English Twitter crisis detection

(H. Li et al., 2021). It is worth emphasising that we used a hard-labelling self-training strategy,

while H. Li et al. (2021) adopted soft-labelling.

6.3 Results and Discussion

We will discuss the results for each task separately. Table 6.1 presents the results of the proposed

models and baselines on the relevancy detection problem. The best results were marked in bold.

The number of training examples differs across events for each data selection model because our

target datasets have different sizes, and we performed an instance-based data selection method.

Besides that, the same tweets could be selected from the source as nearest neighbours for different

target instances. Such duplicates were removed, as shown in Algorithm 1. In the following, we

discuss the results in light of research questions: RQ3, RQ4 and RQ5.

RQ3) How do the results of the proposed data selection model compare to the results of the BERT

model that learns from all source data?

We found that fine-tuning BERT on the most similar data (BERT-DS models) improves performance

in all cases over BERT(all) despite using smaller training data. On average, choosing different values

of K results in slightly different performance. BERT-DS(k=10) achieved the best scores in four out

of seven cases. We compared the best model with the baselines.

We found that BERT-DS(k=10) improved the average weighted F1 and macro F1 over

BERT(all) by 3.67% and 4.57%, respectively. The improvement in weighted F1 scores ranges from

1% to 7.53%, whereas the macro F1 improved by values ranging from 1.38% to 9.93%. We observed

that the macro F1 was enhanced by 9.93%, 6% and 5.79% when classifying KF, HF and CD,

respectively. The pronounced enhanced performance for classifying CD emphasised the usefulness

of domain adaptation based on data selection, as the features differ substantially between COVID-19

data and other crises.
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Table 6.1: The weighted F1 and macro F1 scores for the relevancy detection task (DS and ST
refer to the data selection and self-training techniques, respectively. The keyword (all) indicates training on
the whole labelled data. K is the number of most similar instances.)

Target Data Model # of human-labelled examples Weighted F1 Mac. F1

JF

BERT(all) 10418 93.26 73.52
BERT-DS(K=3) 3901 94.08 73.89
BERT-DS(K=5) 4724 94.19 76.32
BERT-DS(K=10) 6082 94.45 76.14
BERT-ST(all) 10418 94.85 75.95
BERT-DS(K=10)+BERT-ST 6082 95.06 77.83

KF

BERT(all) 8317 87.40 72.39
BERT-DS(K=3) 3552 90.95 78.34
BERT-DS(K=5) 4227 90.50 76.83
BERT-DS(K=10) 5329 93.69 82.32
BERT-ST(all) 8317 95.83 77.51
BERT-DS(K=10)+BERT-ST 5329 95.18 77.94

HF

BERT(all) 10801 76.39 78.36
BERT-DS(K=3) 3107 85.25 84.54
BERT-DS(K=5) 3850 80.34 81.69
BERT-DS(K=10) 5137 82.40 83.63
BERT-ST(all) 5137 71.07 67.99
BERT-DS(K=10)+BERT-ST 10801 73.86 85.25

CB

BERT(all) 11710 96.51 55.43
BERT-DS(K=3) 2783 97.63 56.58
BERT-DS(K=5) 3169 98.21 65.39
BERT-DS(K=10) 3966 97.94 58.01
BERT-ST(all) 3966 96.96 61.52
BERT-DS(K=10)+BERT-ST 11710 97.29 63.46

CD

BERT(all) 10412 64.11 49.88
BERT-DS(K=3) 4071 69.56 52.95
BERT-DS(K=5) 5044 69.20 53.82
BERT-DS(K=10) 6484 71.64 55.67
BERT-ST(all) 6484 76.29 61.21
BERT-DS(K=10)+BERT-ST 10412 84.17 66.03

DS

BERT(all) 11424 77.71 71.24
BERT-DS(K=3) 3115 84.55 80.81
BERT-DS(K=5) 3809 81.36 76.31
BERT-DS(K=10) 5092 78.70 72.62
BERT-ST(all) 11424 77.60 71.13
BERT-DS(K=10)+BERT-ST 5092 79.45 73.66

BE

BERT(all) 11414 86.72 78.1
BERT-DS(K=3) 3019 87.8 79.04
BERT-DS(K=5) 3628 90.54 82.76
BERT-DS(K=10) 4824 89.72 81.75
BERT-ST(all) 11414 87.77 77.49
BERT-DS(K=10)+BERT-ST 4824 89.01 79.32
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Table 6.2: The accuracy and macro F1 scores for the information classification task (DS and
ST refer to the data selection and self-training techniques, respectively. The keyword (all) indicates training
on the whole labelled data. K is the number of most similar instances.)

Target Data Model # of human-labelled examples Accuracy Mac. F1

JF

BERT(all) 6913 82 75.97
BERT-DS(K=10) 3743 87.44 81.65
BERT-ST(all) 6913 88.78 82.42
BERT-DS(K=10)+BERT-ST 3743 87.36 79.29

KF

BERT(all) 5094 79.01 77.32
BERT-DS(K=10) 3148 81.23 78.86
BERT-ST(all) 5094 73.09 68.84
BERT-DS(K=10)+BERT-ST 3148 71.45 56.55

HF

BERT(all) 7817 84.27 81.56
BERT-DS(K=10) 3397 83.73 82.98
BERT-ST(all) 7817 85.18 82.97
BERT-DS(K=10)+BERT-ST 3397 83.35 79.65

CB

BERT(all) 8095 77.05 71.36
BERT-DS(K=10) 1851 77.48 72.53
BERT-ST(all) 8095 78.20 72.58
BERT-DS(K=10)+BERT-ST 1851 79.09 74.92

DS

BERT(all) 8094 78.14 75.08
BERT-DS(K=10) 3023 81.88 81.18
BERT-ST(all) 8094 79.87 81.06
BERT-DS(K=10)+BERT-ST 3023 81.83 81.46

BE

BERT(all) 7962 78.14 75.08
BERT-DS(K=10) 2694 79.89 80.41
BERT-ST(all) 7962 83.44 77.72
BERT-DS(K=10)+BERT-ST 2694 76.70 65.01
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RQ4) How do the results of the proposed data selection model compare to the results of the self-

training approach?

First, we explored how the self-training approach compares to the BERT model that learns from all

source data. We noticed that the self-training (BERT-ST(all)) model achieved higher results than

BERT(all) in four cases and comparable results in two cases. The BERT-ST(all) model improved

the weighted F1 by 12.18% in the COVID-19 case. On average, it enhanced the weighted F1 and

macro F1 by 1.82% and 2.27%, respectively. BERT(all) worked better than BERT-ST(all) for the

HF data. The reason was that many irrelevant tweets from HF were misclassified and added to the

classifier in the next iteration as ground truth data, which degraded the performance.

Regarding RQ4, we found that BERT-DS(K=10) outperformed the BERT-ST(all) model

in three cases. The data selection model improved the macro F1 over the self-training approach

on KF, HF and BE by 4.38%, 11.21% and 2.43%, respectively. BERT-ST(all) achieved comparable

scores in two cases: JF and DS. However, the BERT-ST(all) model worked better for the CD

data. It surpassed BERT-DS(K=10) by 5.54% and 10.36% for the weighted and macro F1 scores,

respectively. Averagely, the data selection and self-training models produced comparable results.

BERT-DS(K=5) outperformed BERT-ST(all) in four cases. The self-training approach surpassed

the selection models when there was a significant feature distribution gap between the sources

and target (as for the COVID-19 case), shifting the weights gradually towards the target data.

Otherwise, the DS models generally worked better.

RQ5) Does combining the proposed selection method with self-training result in performance gain?

RQ5 explores whether self-training enhances the performance of the DS models. To answer this

question, we combined the self-training strategy with the best DS model BERT-DS(K=10). We

found that BERT-DS(K=10)+ST achieved the highest scores on the CD data. It enhanced the

weighted F1 and macro F1 by 12.53% and 10.36%, respectively. However, BERT-DS(K=10) pro-

duced a higher performance for KF and HF. Otherwise, they achieved comparable results in two

cases. Hence, adding the pseudo-labels to the training data does not constantly improve the per-

formance. We recommend using self-training on the relevancy detection task when the target event
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is very different from the source data, as in the case of COVID-19 and other disasters.

For the relevancy detection task, we excluded the crisis messages from the off-topic set

to reduce the false negatives (crisis messages classified as not crisis). However, we still need to

handle the irrelevant messages detected as relevant because they are about another crisis. For

example, we found instances related to COVID-19 were classified as on-topic in the DS and BE

data because examples of CD were chosen as the most similar data and were added to the selected

set with their positive labels, which resulted in false positives. As we mentioned earlier in Chapter 4

that one crisis can be discussed using hashtags from another. To demonstrate this, we performed

a 2D visualisation by t-SNE (Van der Maaten and Hinton, 2008) for randomly selected samples

from COVID-19, Dragon storms and Beirut explosion using the S-BERT embeddings. Figure 6.2

demonstrated that many tweets collected during Dragon storms were related to COVID-19. Such

messages can be considered outliers, which can be identified using outlier detection techniques such

as clustering-based approaches (P. Chauhan and Shukla, 2015) after the crisis detection task. We

left this for future work.

Figure 6.2: 2D visualisation of S-BERT embeddings for randomly selected samples from
COVID-19, Dragon storms and Beirut explosion.

Regarding the information category classification, we set the K value to 10. This task has

been assessed separately, i.e. we suppose that we managed to filter out all irrelevant posts and

need to categorise the crisis-related tweets into pre-defined information types. Table 6.2 displays
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the results of our experiments. When training the model on the chosen data, we obtained further

improvements in macro F1 scores ranging from 1.17% to 6.73% absolute gains over BERT(all).

Overall, data selection improved the performance in five out of six cases (RQ3 for the second

task). Similarly, BERT-ST(all) generally worked better than the BERT(all) model. Our proposed

approach worked better in identifying ‘cautions, preparations & other crisis updates’ tweets.

Comparing the performance of the data selection model with self-training on the information

classification task, we found that the average of all scores showed that BERT-ST(all) and BERT-SD

achieved comparable results (RQ4). BERT-ST(all) produced higher scores in four cases. Averagely,

BERT-SD(K=10)+ST resulted in lower performance on this task compared to the two adaptation

methods. For RQ5, we found that combining the data selection with self-training does not improve

the performance on information categorisation task. We recommend using the data selection domain

adaptation for information type classification as it trains much faster and because the self-training

could damage the performance as in the KF event, which failed to detect many cases related to

the ‘affected individuals’ class. Our results on both tasks demonstrate the effectiveness of the

data selection approach. Despite the smaller training set, it produced a better or comparable

performance to the self-training approach. We suppose that using monolingual Arabic S-BERT for

data representation may achieve better results. We will discuss this as future work presented in the

next chapter.

To establish the lower limits of performance of the data selection approach, we explored how

many source examples are required to learn an accurate classifier that outperforms our baseline

trained on all source data. Thus, we conducted an ablation study by systematically reducing

the size of selected sub-datasets and evaluating the models. For the relevancy detection task, we

experimented with different amounts of source data. We randomly chose 500, 1000 and 2000 samples

of the selected data when setting the most similar instances (k) to 3. We performed the experiments

for each target data. Then, we fine-tuned the BERT model using the randomly chosen samples.

Results are presented in Table 6.3.

We found that the performance degraded when reducing the training data size. It is worth
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Table 6.3: The performance for relevancy detection in macro F1 of the data selection method
with different training data sizes and the first baseline. (DS refers to the data selection and K is
the number of most similar instances. The keyword (all) indicates training on the whole labelled data and
n is the number of training examples.)

Target data BERT-DS
(n=500)

BERT-DS
(n=1000)

BERT-DS
(n=2000)

BERT-DS(K=3)
(4000>n>2000) BERT(all)

JF 65.42% 71.61% 73.66% 73.89% 73.52%
KF 71.34% 77.72% 78.65% 78.34% 72.39%
HF 80.04% 80.08% 84.25% 84.54% 76.39%
CB 53.67% 55.87% 59.99% 56.58% 55.43%
CD 51% 51.15% 52.47% 52.95% 49.88%
DS 72.68% 74.69% 77.27% 80.81% 71.24%
BE 75.82% 77.77% 80.78% 79.04% 78.10%

noting that the BERT trained on 2k examples produced better results than the BERT-DS(k=3)

for the CB and BE data. We relate this to the advantage of using balanced training data as we

randomly chose equal instances from each class. Training the classifier with 2K instances from the

selected data noticeably outperformed the BERT model that uses all training data in all cases. For

example, the BERT-DS(n=2000) improved the macro F1 over the BERT(all) model on HF and KF

by 7.86% and 6.26%, respectively. Similarly, training on one thousand tweets from the selected data

worked better than the baseline in five out of seven cases.

Using 500 training instances, the model produced results below the baseline. For example,

the baseline worked better than the BERT(n=500) by 8.1% when classifying the JF. Because of

the big difference in performance, we repeated the experiment for this case by randomly choosing

another subset and found that the model produced similar results. The performance of the BERT

model trained on selected data substantially degraded when using 500 tweets compared to the

BERT-DS(k=3) by values ranging from 2% to 8.5%. Figure 6.3 depicts the performance of all data

selection models using different k values and the models trained on random samples of selected data

versus the baseline. It shows how the performance degraded by reducing the training data until the

model produced results lower than the baseline in most cases when training on 500 tweets.

We also reduced the selected data for information classification and evaluated the models.

We experimented with 2000 and 1000 samples. In the first experiment, we included all examples
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6.3 Results and Discussion

Figure 6.3: The performance for relevancy detection in macro F1 of the data selection method
with different training data sizes versus the first baseline. (DS refers to the data selection and K
is the number of most similar instances. The keyword (all) indicates training on the whole labelled data and
n is the number of training examples.)
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6.3 Results and Discussion

Table 6.4: The accuracy scores for information classification of the data selection method
with different training data sizes and the first baseline. (DS refers to the data selection and K is
the number of most similar instances. The keyword (all) indicates training on the whole labelled data and
n is the number of training examples.)

Target data BERT-DS
(n=1000)

BERT-DS
(n=2000)

BERT-DS(K=10)
(4000>n>2000) BERT(all)

JF 72.42% 82.72% 87.44% 82%
KF 76.45% 77.54% 81.23% 79.01%
HF 77.16% 80.62% 83.73% 84.27%
CB 66.10% 78% 77.48% (n=1851) 77.05%
DS 77.58% 78.22% 81.88% 7814%
BE 73.77% 78.14% 79.89% 78.14%

in the minority classes (affected individuals & help infrastructure & utility damage) and randomly

took equal samples of the reset classes. As the selected data for the CB case is less than 2000, we

increased the number of similar instances to include 2000 tweets in the training set. When training

on one thousand samples, we down-sampled each class by randomly choosing 200 examples from

each category. Results are presented in Table 6.4.

Results show the influence of the size of training data on performance. As for the first task,

the accuracy scores degraded as we reduced the training data size. BERT-DS(K=10) enhanced

the results over the model trained on two thousand tweets by values ranging from 3.11% to 4.74%.

Training on 2k of selected instances instead of 1851 for the selection model resulted in a small

performance gain for the CB data. The performance was substantially reduced when limiting the

training data size to one thousand instances. For example, using only one thousand tweets generated

scores lower than those achieved by the BERT-DS(K=10) model by 15.02% and 11.38% for JF and

CB, respectively. The BERT-DS(n=2000) model produced slightly better results than the baseline

in three out of five cases. Unlike the first task, which is a binary classification, training on 1k tweets

for information classification produced performance lower than the baseline because of the small

number of samples per class, as each class has only 200 tweets. Based on the results, we recommend

using at least 1000 examples to fine-tune the BERT on the selected data for the relevancy detection

task and more than 2000 examples to classify tweets into information types.

115



6.4 Conclusion

6.4 Conclusion

This chapter described our selection-based multi-source domain adaptation approach to identify

crisis Twitter messages for new events. Data was selected using the cosine similarity metric in

the embedding space generated from transformer-based models. Selecting a subset of data that

is semantically similar to the target for fine-tuning BERT models showed promising results. The

proposed method outperformed two baselines: training on all data for both tasks and self-training

domain adaptation on relevancy detection. We also provided guidance on the training data size

used in the data selection approach. We think our instance-level domain adaptation approach is

helpful during the early hours of a crisis when no large unlabelled data is available from an emerging

disaster. In the next chapter, we will present the conclusions of this research.
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Chapter Seven

Conclusions and Future Work

The main goal of this research is to investigate the cross-event crisis detection problem from SM using

supervised learning approaches. The thesis demonstrated that DNNs trained on past emergency

events could predict crisis messages from current events. Such models can be utilised to build tools

to support crisis-affected communities and aid emergency responders. The research focused on crisis

detection from Arabic Twitter. It contributed to knowledge by creating, analysing and sharing a

multi-event Arabic Twitter corpus for 22 crises. Using the LDA technique, the main topics shared

on crisis tweets have been identified and used to label more than 12k messages from seven crises. It

also presented an empirical evaluation of several supervised models (such as SVM, NB and DNNs)

on two crisis detection tasks: relevancy detection and information classification. Finally, it proposed

a domain adaptation method to enhance the models’ generalisation for the target crisis.

Chapter 4 introduced our Arabic Twitter corpus for emergency events, Kawarith. It de-

scribed our iterative collection process and presented a quantitative and qualitative analysis of

Kawarith. The chapter showed the NLP techniques, such as LDAs used to identify the main infor-

mation categories discussed on Twitter during various crises. Finally, it presented the annotation

process to create our labelled dataset, which was used for cross-event classification in the following

chapters.

Chapter 5 presented an empirical assessment of three supervised classical ML methods

and different architectures of DNNs for crisis events classification. The chapter detailed the pre-

processing steps, models and training settings. It also evaluated the performance of different pre-
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7.1 Summary of Findings

trained embeddings. Results demonstrated the effectiveness of the BERT-based models as they are

more robust to the covariate shift across the training (multi-source) and test (target) data, partic-

ularly for the multi-label information categorisation task. The last section of the chapter discussed

the errors of the best-performing models. Error analysis suggests training BERT on a subset of

training data similar to the target and excluding any crisis-related messages from the off-topic class

to improve the generalisation.

Chapter 6 extended the study by proposing an unsupervised domain adaptation approach

that utilises the BERT models. The chapter described our instance-level data selection method,

which aims at finding an optimal set of training data from a multi-source domain that improves

the model generalisation for the target data. We showed that the selection-based method achieved

promising results. It worked better than a BERT model that learns from all source data, particularly

for the relevancy detection task. The experiments and training settings were described in the same

chapter.

7.1 Summary of Findings

Below, we briefly highlight the main research findings while revisiting the research questions. The

first question aims at identifying the main information types discussed during various crises to gain

insights into users’ communication during emergencies, check whether the collected data would be

helpful to support situational awareness and affected communities and propose a good annotation

scheme.

RQ1: What are the main information categories of conversations posted during different types of

crises on Arabic Twitter data?

We found that most of the information types used for situational awareness and coordinating hu-

manitarian relief efforts appear in our corpus as topics with varying frequency across crises. The

information categories include themes related to affected populations, rescue efforts, volunteering,

infrastructure damage, interrupted services, warnings, precautions, emotional support, prayers and
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7.1 Summary of Findings

opinions. We also found event-unrelated emerged topics representing spam and other events. Based

on our analysis, we propose a multi-label annotation scheme of main shared types as presented in

Chapter 4.

The second research question asked to evaluate the generalisation performance of different

supervised models in multi-source cross-event crisis detection.

RQ2: Using training data from multiple historical events, how does the performance of DNNs

compare to that of conventional ML classifiers in identifying crisis-related posts and categorising

relevant posts into different information types?

We experimented with different features for the conventional ML and DNN models. The selected

models were evaluated on two classification tasks. We found that all DNNs outperformed the SVM

and DT classifiers while the NB trained using BoWs produced comparable results on the relevancy

detection problem. Results of the multi-label information categorisation task showed that all DL

models outperformed the classical ML approaches. Initialising word vectors from pre-trained word

embeddings resulted in a noticeable performance gain.

We explored which DNN architecture performs better for the two crisis-related tasks and evaluated

different text representations. We found that the CNN models worked better in extracting relevant

tweets. The best CNN model outperformed the best-performing RNN model by 2.3% in the average

macro F1 scores. We observed that feeding the extracted CNN features into an LSTM network

enhanced the results over the best-performing CNN model of several cases, showing small gains in

performance on average. For the information classification task, results showed that RNNs produce

slightly higher scores. Finally, we experimented with the BERT embeddings in two ways: feature-

based and fine-tuned-based approaches. Results demonstrated that they remarkably improved the

performance for both tasks.

Chapter 6 proposed an instance-based selection domain adaptation approach and discussed

the following research questions while evaluating the model.

RQ3: How do the results of the proposed data selection model compare to the results of the BERT

model that learns from all source data?
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The data selection method outperformed the BERT model learnt from all source data on both tasks

and trained faster. We found that choosing different values of K for the nearest neighbours resulted

in slight differences in performance. For the binary classification task, the best data selection model

improved the macro F1 by values ranging from 1.38% to 9.93%. Regarding the second problem, the

improvements in macro F1 ranged from 1.17% to 6.73%.

RQ4: How do the results of the proposed data selection model compare to the results of the self-

training approach?

For the relevancy identification problem, the best-performing selection-based model outperformed

the self-training adaptation in three cases, resulting in 2.43%, 4.38% and 11.21% absolute gains.

In contrast, the self-training worked better for the COVID-19 event. For the other two cases, they

produced relatively similar scores. The approaches have comparable performance when classifying

informative tweets into pre-defined categories.

RQ5: Does combining the proposed selection method with self-training result in performance gain?

Following the data selection by self-training steps does not consistently improve the performance.

We recommend exploiting the self-training when the target event substantially differs in features

from the source data (as in the COVID-19 case).

7.2 Future Work

For future work, we seek to investigate several research directions on SM crisis classification. Future

studies should consider standardised datasets and evaluation frameworks (e.g. metrics and settings)

to conduct fair comparisons between crisis detection models and domain adaptation techniques.

As shown in the last chapter, our proposed data selection approach showed promising per-

formance. Nevertheless, messages related to other concurrent crises still need to be filtered out.

We will explore outlier detection methods such as clustering to solve this problem. Besides that,

we think the performance of cross-event data selection models can be improved using a monolin-

gual S-BERT model and pre-trained embeddings trained on in-domain crisis data. Instead of using
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general-purpose MLMs, we aim to pre-train/fine-tune MLMs on a crisis-related corpus, which in-

cludes news articles and tweets, and explore their performance on our downstream tasks. We also

aim to investigate how BERT-based models and our proposed domain adaptation approaches gen-

eralise to different types of crises, such as social unrest, which are common in the Arab World and

differ in feature distribution from floods and explosions. Another area to explore is cross-lingual

transfer learning techniques that exploit crisis datasets written in other languages. We want to

investigate how models learnt from in-type non-Arabic crisis data compare to the data selection

domain adaptation technique that learns from multi-source cross-type datasets.

For the information classification problem, it is helpful to consider fine-grained categories

such as fatalities, missing, injured, trapped, etc. We observed misinformation, rumours and false

news posted during some events, including COVID-19 and Kuwait floods, that should be filtered

out. Several studies addressed the task of misinformation and rumour detection during a specific

event/crisis, such as COVID-19 (Hossain et al., 2020; Al-Rakhami and Al-Amri, 2020; Haouari et

al., 2021b). Still, further research is required to evaluate the proposed detection models in the cross-

crisis setting and to explore whether their extracted features can be generalised to other emergency

events.

As mentioned in Chapter 2, little work considered cross-lingual and multi-lingual crisis de-

tection. In this study, we focussed our data collection on Arabic tweets. Messages written in Arabizi

or other languages such as English and French were excluded. In future, we would like to extend

this work to detect crises in the multi-lingual setting as it represents the actual scenario. It is bene-

ficial to extract messages posted by eyewitnesses as they should be prioritised over those composed

by other people or organisations. A recent study on eyewitness post detection demonstrated that

using textual features combined with domain-expert features, extracted based on analysing English

tweets, achieved the best classification performance (Zahra et al., 2020). As many of such features

are language-dependent, it is worth investigating this problem in the multi-lingual setting.

Finally, an impactful future research direction lies in developing and evaluating an end-

to-end crisis detection framework that automatically detects the events, identifies crisis posts and
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classifies them into information types. This thesis addressed the two classification tasks: relevancy

detection and information categorisation. In this work, we collected the dataset by tracking specific

crisis-related keywords. The collection process can be automated by performing an open-domain

event detection that utilises topic detection and tracking techniques (Fiscus and Doddington, 2002)

such as first story detection (Petrović et al., 2010), burst identification and clustering (C. Li et al.,

2012) or wavelet-based methods (Weng and B.-S. Lee, 2011; Cordeiro, 2012; Litvak et al., 2016).
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Appendix One

Data Annotation Task

Below is a description of the annotation task designed to annotate the Kawarith data. We showed

the annotation instructions and examples from the quiz used to train the annotators. The quiz

presents the instructions, example tweets from the dataset and explanations of the correct answer.

Task Description

The purpose of this task is to assign a set of short Arabic social media messages (tweets) to one or

more of the categories below. These tweets were collected during [crisis name] by tracking specific

event-related Twitter hashtags and keywords.

Event Description

Crisis Name: Date: Location:

Instructions:

➛ Please read each tweet and perform the following actions.

1. Decide whether the tweet is related to the crisis or not.

2. If the post is relevant, select the most suitable options/classes to describe its content,

based on the displayed text only. (All attached media and hyperlinks have been deliberately

hidden.)

➛ If you find it hard to judge the tweet for some reason (e.g. dialect variation that makes its

meaning difficult to understand), you may skip the question.

➛ Each option/category is followed by a description, along with some examples.

Display {Tweet Text}
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❍ Not related to the crisis

- discusses a different topic, event or crisis, regardless of the inclusion of some relevant hashtags.

- includes incomprehensible messages that require further context to be understood.

❍ Related to the crisis

❑ Affected individuals and help

Includes the following:

1. Reports or questions about fatalities, missing, trapped, injured, survivors or found, evacuated

or displaced persons.

2. Mention of damage to personal property.

3. Request or offer of help, donation, volunteering or rescue effort.

❑ Infrastructure and utilities damage

Includes the following:

1. Reports of infrastructure damage (roads, bridges, buildings etc.).

2. Reports of interrupted or restored services.

Exception:

If the post includes criticisms or questions about the built environment without providing any

information about damage, it is categorised as opinion and criticism.

❑ Caution, advice, preparations and other crisis updates

Includes the following:

1. Warnings, best practices and early preparations.

2. Crisis updates are not covered by any of the above categories, such as weather forecasts,

flood level, and emergency location.

3. Relevant events/news or event consequences.

❑ Emotional support, supplications and prayers

Including condolences and expressions of gratitude.

❑ Opinions and criticism

Including sarcasm and personal views.
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Examples from the training quiz

The following tweets were collected during the Kuwait floods by tracking certain event-related

Twitter hashtags and keywords.

Instructions:

➛ Please read each tweet and perform the following actions.

1. Decide whether the tweet is related to the crisis or not.

2. If the post is relevant, select the most suitable options/classes to describe its content,

based on the displayed text only.

Example 1:
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miss the big discount from Bath and Body, 20% off all products #discount #Kuwait_floods)

The tweet is: not related to the crisis.

Explanation: the tweet is an advertisement and does not provide any information about the crisis.

The tweet was collected because of the event-related hashtag (#Kuwait_floods).

Example 2:
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urges vehicle drivers to be cautious due to the changing weather conditions #Kuwait_rains.)

The tweet is: related to the crisis.

The information category is: caution, advice, preparations and other crisis updates.

Explanation: the purpose of the tweet is to advise drivers to take caution during rainy weather.

Hence, it is categorised as caution and advice.
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