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ABSTRACT

Quantum simulation refers to the use of controllable physical systems to simulate quan-

tum mechanical models. Since the concept was proposed in the early 1980s, quantum

simulation has grown into a major field, with important applications both within physics

and in the wider world. In this thesis, we present three works of quantum simulation.

Firstly, in an ultracold atom setting, we present the experimental realisation of a syn-

thetic dimension formed from the energy eigenstates of a harmonic trap when the system

is driven with a time-periodic potential. We characterise the scheme using Bloch oscilla-

tions of the cloud up-and-down the ladder of trap states, and demonstrate a long synthetic

dimension of several tens of sites. Secondly, we theoretically propose the use of the tem-

poral dynamics of an optical pulse in a 1D array of waveguides to engineer quantum Hall

physics. We show that the photonic band structure of a realistic model of a waveguide

array can be engineered to share some key features of a relevant quantum Hall model, and

then highlight a number of specific effects that could be observed in experiment, namely

a controllable optical delay and the steering of a wavepacket back-and-forth across the

array. Finally, we propose the use of lattices formed from commercially-available coaxial

cables as a quantum simulator. We calculate the dispersion of Bloch waves in a 2D brick

wall lattice of identical cables and three-port connector elements, and show that we find

dispersive bands that touch at Dirac points, and a flat band that is not isolated. The lower

dispersive band is conical for small momenta, suggesting we are in the nearly-free-photon

limit. We then show that we can control the location and gap of the Dirac points, sug-

gesting connections with the theory of artificial magnetic fields in strained graphene. We



further show that we can introduce energetically-isolated flat bands. These works have

many interesting future research directions, including the realisation of quantum Hall

physics using our shaken trap synthetic dimension scheme; the investigation of the inter-

play between photon-photon interactions and topology using the optical pulse/waveguide

array techniques, and the exploration of interacting physics in the coaxial cable lattice.
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OVERVIEW OF THESIS

STRUCTURE

This thesis is comprised of five chapters covering three pieces of work in the field of

quantum simulation, with Chapters 2 and 3 being manuscripts ready for publication,

and Chapter 4 reporting on some recently completed work. As the first author on both

manuscripts, I performed all analytical and numerical calculations, and some data analysis

in Chapter 2. I was also responsible for the majority of the writing in each manuscript. My

supervisor, Dr. Hannah Price, advised on the direction of the projects and assisted with

the writing and editing. Other co-authors on the papers were responsible for experimental

work, advice on the project direction and some writing and editing. More precisely:

• Chapter 1 is a review of the field of quantum simulation, with a particular focus on

the physics of 2D topological systems

• Chapter 2 consists of the manuscript: C. Oliver et al, “Artificial gauge fields in the

t-z mapping for optical pulses: spatiotemporal wavepacket control and quantum

Hall physics”, In preparation (2023), and additional introductory material relevant

to the experimental platform considered there

• Chapter 3 consists of the manuscript: C. Oliver et al, “Bloch Oscillations Along a

Synthetic Dimension of Atomic Trap States”, In: arXiv:2112.10648 [cond-mat.quant-

gas] (2021), and additional introductory material relevant to the experimental plat-

form considered there



CONTENTS

• Chapter 4 is a reports on recent results in the third project in this thesis

• Chapter 5 is a conclusion summarising the work and future research directions.



CHAPTER 1

INTRODUCTION

Quantum simulation refers to the use of controllable physical systems to simulate quantum

mechanical models [1]. We begin this introduction by reviewing this approach to quantum

mechanics, and we then focus on the essential physics of topological systems, which are a

class of system particularly well-suited to quantum simulation. In this thesis, we present

three different examples of quantum simulation in three different experimental platforms.

Each chapter contains additional introductory material that is specific to each platform.

Note also that Chapters 2 and 3 are comprised of two scientific paper manuscripts, and,

as such, there is introductory material to be found there too.

1.1 Introduction to Quantum Simulation

In general, quantum mechanical systems are extremely difficult to simulate on a clas-

sical computer, owing to the fact that the number of parameters needed to describe a

state or operator grows exponentially with the number of degrees of freedom. This dif-

ficulty therefore limits our ability to study quantum mechanical systems theoretically.

These exponentially-growing resource requirements can be circumvented by instead us-

ing a quantum computer, in which the elements comprising the machine are themselves

quantum mechanical. A comparatively small number of resources can therefore be used

to represent an exponentially-scaling amount of information.

1



CHAPTER 1. INTRODUCTION

The above could be achieved by using a digital quantum computer [2], in which a set

of qubits (two-level systems) can be prepared, evolved in time with a set of gates, and

finally measured. Such a device can be shown to be universal [2], loosely meaning that

it can be used to tackle a wide variety of problems. However, a major drawback of this

approach is that an enormous number of qubits is required to build a machine that is

fault-tolerant, meaning that the computation is robust against sources of errors in the

experimental platform. Therefore, there has been great interest in the more achievable,

shorter-term goal of analogue quantum simulation. Here, rather than using collections of

qubits and gates, a suitably-controllable analogue system is chosen whose Hamiltonian can

be engineered to correspond to that of some target model of interest. The behaviour of the

target model can then be studied by experimentally preparing the quantum simulator in

some chosen initial state, which is then evolved under the engineered Hamiltonian before

being measured.

To illustrate this general concept, we highlight a particularly well-established and

celebrated example of quantum simulation, namely ultracold atomic gases in optical lat-

tices [3, 4]. Without detouring into a detailed discussion of the physics, the general

approach is to cool an atomic gas (of either fermionic or bosonic species) to very low

temperatures, allowing one to focus on the quantum properties of the system without

thermodynamic effects washing them out. The ultracold gas is then loaded into an op-

tical lattice which, in the most modern experiments, can be either 1D, 2D or 3D and of

almost arbitrary geometry. Provided the lattice is sufficiently deep in energy, the gas is

well-described by a tight-binding Hamiltonian over the lattice, whose hopping energy can

be tuned in experiment, as can the interactions between the atoms. All-in-all, the sys-

tem therefore realises the notoriously computationally-difficult Hubbard model, which is

the paradigmatic model of many-body quantum physics [5]. The physics of the Hubbard

model, such as its quantum phase diagram or the dynamics generated by its Hamilto-

nian, can therefore be probed in this well-controlled experimental setting. This is in stark

contrast to electrons in a solid-state setting, where the control over the particle statis-
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1.2. INTRODUCTION TO TOPOLOGICAL PHYSICS

tics, lattice geometry, hopping energy and interactions are either limited or non-existent,

and where potentially unwanted effects such as disorder cannot be easily removed where

desired.

Apart from ultracold atomic gases in optical lattices, several other platforms have

emerged as powerful approaches to quantum simulation [6]. The major examples are: ar-

rays of trapped ions [7], optical tweezer arrays of Rydberg atoms [8]; ultracold molecules [9];

arrays of photonic cavities [10, 11]; superconducting circuits [12] and linear optical sys-

tems [13]. A major category of model that is often investigated with quantum simulation,

including in some of this thesis, is topological systems. Therefore, we next review the

relevant aspects of these systems, with a particular focus on 2D models and the quantum

Hall effect. The following section draws heavily from [14].

1.2 Introduction to Topological Physics

Since their discovery in the 1980s [15], topological phases of matter have become a major

field of physics [16, 17] due to their unusual properties in comparison to phases falling

under the usual Ginzburg-Landau description, with some of these properties having im-

portant implications for applications, as indicated shortly.

Usually, phase transitions are described using Ginzburg-Landau theory [18]. In this

formalism, we describe the system using a local order parameter, where the change to a

non-zero value of this order parameter signals the onset of a phase transition. Topologi-

cal phase transitions cannot be described in this way. Instead, they need a global order

parameter which is integer-valued. This integer-valued property gives rise to ‘topologi-

cal protection’; the integer-valued order parameter cannot be changed without a drastic

change to the system, such as a band gap closing, meaning that physical observables also

cannot change easily. One unusual consequence of this topological protection in some

systems is the existence of chiral edge states, which are localised on the system edges and

propagate robustly in one direction without scattering from corners or defects. These

3



CHAPTER 1. INTRODUCTION

unusual features are a major focus of applied research in topological physics; chiral edge

states suggest ready application anywhere that robust or one-way propagation is required,

such as some photonic devices like optical isolators [19] and topological lasers [20, 21].

The role of topology in the above description of topological phases is not immediately

clear. More explicitly, two phases are topologically equivalent if we can change between

them in a continuous way, without closing a band gap. This is analogous to the intu-

itive explanation of topology in a mathematical setting; two surfaces are topologically

equivalent if they can be continuously deformed into each other without cutting or tear-

ing [22]. Different integer-valued topological invariants can then be defined, where two

topologically-inequivalent surfaces have different values of the invariant. Analogously,

the aforementioned integer-valued global order parameter plays the role of a topological

invariant, distinguishing distinct topological phases.

A major class of topological systems are 2D models with broken time-reversal sym-

metry [16, 17]. The first topological systems that were discovered experimentally [15],

namely quantum Hall systems in which the symmetry breaking is provided by a magnetic

field, fall into this class and, as mentioned below, such systems are still at the forefront

of research. Therefore, we next summarise the physics of the quantum Hall effect, with a

particular focus on the non-interacting integer case, before connecting this physics with

quantum simulation.

1.2.1 The Quantum Hall Effect

The integer quantum Hall effect was discovered in 1980 [15, 17, 23, 24], and won the

Nobel Prize in 1985. It was originally discovered in a solid state setting, but analogous

quantum Hall effects have since been studied in other systems, as discussed below. The

experiment works as follows. A two-dimensional electron gas (i.e. assuming no electron-

electron interactions) is cooled to a very low temperature and a strong magnetic field is

applied perpendicular to the plane containing the gas. A current is then driven through

the sample, and the resistivity is measured in the perpendicular in-plane direction. The

4



1.2. INTRODUCTION TO TOPOLOGICAL PHYSICS

key findings are shown in Fig. 1.1, from which we can make a number of observations.

Figure 1.1: Plot showing a typical example of the integer quantum Hall effect measured
in a solid state experiment. For small values of the magnetic field, the transverse resistance
(upper line) is linear as expected in the classical Hall effect, and plateaus are visible in
the quantum regime as the field is increased. Figure adapted from [25].

• For a small magnetic field, the resistivity becomes linear, as in the classical Hall

effect.

• For a large magnetic field, we observe plateaus in the resistance. Their values are

h
e
1
ν
, where ν is an integer in the case of the integer quantum Hall effect. The case of

ν being a rational fraction is the fractional quantum Hall effect, which is a very rich

and complex problem that is associated with electron-electron interactions being

strong.

• The quantisation effect is universal, and does not depend on the geometry, material

type, disorder, etc. The physics displayed here is therefore very robust and can be

measured with very high precision.

• Although disorder does not disrupt the quantisation, it does still have an important

role to play. The length of the plateaus increases with increasing disorder, and in

the limit of zero disorder, the resistivity is only quantised for specific values of the

magnetic field.

The effect can be explained quantum mechanically using Landau levels. In short, these

are the energy levels found when a charged quantum particle is subjected to a constant

5



CHAPTER 1. INTRODUCTION

perpendicular magnetic field. Roughly, the particle moves around in a cyclotron orbit as

it would classically, but the particle’s wave-like nature means that it interferes with itself

when moving around the circle. Requiring constructive interference leads to quantised

energy levels. The relation to the integer quantum Hall effect is that the filling of these

Landau levels leads to quantised resistivity.

We can also understand some aspects of the integer quantum Hall effect using a simple

semiclassical picture. Fig. 1.2 shows a semiclassical ‘cartoon’ of the motion we expect.

In the bulk of the sample, far from any edges, the electrons move around in cyclotron

orbits due to the magnetic field and do not carry any current (i.e. the bulk states have

zero group velocity). The material is therefore an insulator in the bulk. Around the edges

however, we see different behaviour. The electrons close to the edge cannot complete a full

orbit because this would take them outside the sample. They instead elastically collide

with the edge and reflect off, resulting in the chiral ‘skipping’ orbits shown in the figure.

These are an example of the previously-mentioned chiral edge states that are found in

many topological systems.

Figure 1.2: Sketch showing the semiclassical explanation of the integer quantum Hall
effect. Electrons in the bulk move in cyclotron orbits and carry no current, whereas
electrons at the system edge cannot complete a full orbit without leaving the system, so
‘skip’ along the edges. Figure adapted from [23].

Having outlined the phenomenology of the quantum Hall effect and given some intu-

ition about its origin, we now explain the general formalism by which we describe topo-
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1.2. INTRODUCTION TO TOPOLOGICAL PHYSICS

logical phases in 2D, and illustrate how the integer quantum Hall effect can be explained

topologically.

1.2.2 The Berry Phase, Berry Curvature, Chern Number and

Integer Quantum Hall Effect

Ultimately, we want to talk about the aforementioned integer-valued global order param-

eter and show how it relates to observables in topological systems, such as those in the

integer quantum Hall effect above. For 2D systems, this quantity is called the first Chern

number. In order to get to this stage, we first need to define some related quantities. To

be more precise, we are interested in the topological properties of Bloch bands in momen-

tum space. As we will now show, we can describe the local geometrical properties of these

bands using a pair of quantities, the Berry phase and Berry curvature [16, 17, 26]. These

then lead us directly to the Chern number. The Berry phase and Berry curvature also

have a structure that is deeply analogous with electromagnetism, which leads to a very

elegant interpretation of the Chern number [17]. We therefore begin with a discussion of

these two concepts. The argument in this section is based on that of [17].

The first quantity to define is the Berry phase. We consider the adiabatic time evo-

lution of a quantum system. The time evolution comes from slowly varying a set of

parameters µ = (µ1, µ2, ...) that the Hamiltonian H depends on. We can define the

instantaneous eigenstates |n(µ)⟩ by

H(µ) |n(µ)⟩ = En(µ) |n(µ)⟩ , (1.1)

with instantaneous eigenenergies En(µ). If we prepare the system in a state |ψ0⟩ =

|n(µ(0))⟩ and slowly vary the parameters, the system will remain in an eigenstate provid-

ing the evolution is sufficiently slow. This means that only the phase of the wavefunction

|ψ(t)⟩ = e−iθ(t) |n(µ⟩) can contain any details of the evolution. Substituting this into the

7



CHAPTER 1. INTRODUCTION

Schrödinger equation and integrating gives the phase θ as

θ(t) =
1

h̄

∫ t

0

En(µ(t
′))dt′ − i

∫ t

0

⟨n(µ(t′))| ∂
∂t′

|n(µ(t′))⟩ dt′. (1.2)

The second term is the Berry phase, γn, which, when changing variables under the integral,

has the form

γn = i

∫

C
⟨n(µ)| ∇µ |n(µ)⟩ dµ, (1.3)

where C denotes the contour in parameter space that the time evolution traces out. The

Berry phase is an example of a geometrical phase, because it depends only on the contour

in parameter space that the time evolution defines, and not on how quickly the contour

is traversed.

Interestingly, although the Berry phase could have been discovered early-on [17, 27],

its significance was not realised until the 1980s [26]. This is because one might expect

that we could perform a gauge transformation and remove it. However, if the contour

in parameter space is closed, this is not true. In this situation, the Berry phase is non-

trivial and can give rise to topological properties. We can additionally define the Berry

connection as the integrand in Eq. 1.3.

An = i ⟨n(µ)| ∇µ |n(µ)⟩ . (1.4)

This then puts the expression for the Berry phase in a very suggestive form when Stokes’

theorem is applied in the case where µ is a 3D vector:

γn =

∫

S
Ωn(µ) · dS, (1.5)

where S is the surface enclosed by C, and Ωn = ∇µ ×An is the Berry curvature.

At this stage we can start to see the analogy with electromagnetism. The Berry

curvature acts like a magnetic field in parameter space with the Berry connection playing

the role of the magnetic vector potential. The Berry phase is then the magnetic flux

8



1.2. INTRODUCTION TO TOPOLOGICAL PHYSICS

through the surface defined by the contour that is swept out by the time evolution.

Furthermore, one can show that degeneracy points in parameter space (i.e. points where

two bands touch) act like magnetic monopoles, and hence are sources of Berry curvature.

We have thus set up the necessary formalism to describe the local geometry of bands

in parameter space, and demonstrated an analogy with electromagnetism. But how do

we get from this local geometry to global topology?

We can take inspiration from the link between geometry and topology in pure mathe-

matics. The local geometry of some surface S can be described by its Gaussian curvature

K. The Gauss-Bonnet theorem connects the Gaussian curvature to a global property of

the surface, its genus g. The genus counts the number of holes the surface has (e.g. a

torus has g = 1), and is hence clearly an integer. The theorem states

∫

S

KdS = 4π(1− g). (1.6)

It therefore constructs a global integer-valued topological invariant by integrating an

appropriate local quantity over a surface. The Chern number νn is calculated in an

analogous way:

νn =
1

2π

∫

S
Ωn · dS, (1.7)

where S denotes a closed surface in parameter space. Like the genus, it is an integer.

At first, it would appear that the Chern number must always be zero! Naively, we

could use Stokes’ theorem to convert the surface integral to a line integral over the surface

boundary. But, for a closed surface, there is no boundary, so the integral must vanish.

The resolution to this is that we can’t apply Stokes’ theorem if An has singularities on

the surface. We can turn this statement around to say that the Chern number is only

non-zero if the Berry connection has a singularity in the region of parameter space we are

considering.

We can again draw an analogy with magnetism. In electromagnetism, the magnetic

flux through a closed surface counts the number of magnetic monopoles enclosed within

9



CHAPTER 1. INTRODUCTION

that surface. From earlier, degeneracies in parameter space are analogous to magnetic

monopoles. Therefore, the Chern number counts the number of degeneracies in the region

of parameter space the surface encloses.

Finally, we can tie up our description by noting that, in practice, the parameter space

is often taken to be momentum space, and the closed surface used to define the Chern

number is the first Brillouin zone. The Chern numbers are calculated for each Bloch band

in the system. This then leads to the topological explanation of the integer quantum Hall

effect. The conductance can be expressed as the sum of the Chern numbers over all

occupied bands, which is known as the TKNN formula [28].

1.2.3 The Quantum Hall Effect Outside of the Solid State

Whilst the quantum Hall effect was originally discovered in the context of 2D electron

gases, 2D models with broken time-reversal symmetry have since been realised in a variety

of quantum simulation platforms by engineering the key ingredients [13, 29], namely the

2D geometry and time-reversal symmetry breaking. One motivation in engineering the

integer quantum Hall effect in these controllable artificial systems is as a stepping stone

towards the fractional quantum Hall effect [24], which can be realised if sufficiently strong

interactions can be engineered in the platform. Apart from the highly unusual properties

of the fractional quantum Hall ground state and excitations, such as fractional charge

and excitations, a controllable realisation of the effect is of great interest in topological

quantum computing, in which the (2 + 1)D world lines of the anyonic excitations of the

Hall liquid can be braided together and used to form gates for quantum computation [2,

24]. The key point is that the world-line braids are topologically protected, meaning that

computations are particularly robust against errors, in contrast to other approaches to

quantum computing.

We end this discussion on a practical note. In the solid-state quantum Hall effect,

the necessary time-reversal symmetry breaking required comes from the magnetic field

applied to the electrons. However, as discussed above, quantum simulators often use

10



1.2. INTRODUCTION TO TOPOLOGICAL PHYSICS

neutral particles such as photons or neutral atoms, so applying a physical magnetic field

will not have the desired effect. However, an effective artificial magnetic field can often be

engineered. In the context of lattice models, this can be achieved via the Peierls phase.

For a particle of charge q hopping on a 2D lattice threaded by a perpendicular magnetic

field, each hop in the x direction with lattice spacing a leads to the wavefunction acquiring

a phase:

θx(y) =
q

h̄

∫ x+a

x

Ax(x
′, y)dx′, (1.8)

where Ax(x, y) is the x-component of the magnetic vector potential, and where a similar

expression holds for hops in the perpendicular y-direction. In many quantum simulation

platforms for neutral particles, the phase acquired by the particle hopping can be directly

engineered, and hence associated with some effective gauge field via analogy with the

Peierls phase. In this way, effective magnetic fields for neutral particles can be designed.

To illustrate the idea, consider our old example of neutral atoms hopping in an optical

lattice, realising the Hubbard model. The strength of the hopping in the lattice can

be controlled using modulation-assisted tunnelling, in which the lattice is shaken peri-

odically [30, 31]. This periodic shaking causes corresponding oscillation in the atomic

quasi-momentum, and, for a high-frequency driving, the average of the energies explored

during the shaking leads to a renormalised hopping energy. Additionally using off-resonant

driving then leads to a phase on the renormalised hoppings, which can then be exploited

in the above way to engineer an artificial magnetic field.

Having defined and motivated quantum simulation in general, and given an overview of

2D topological physics in particular, we now turn to the new results of this thesis, in which

we cover three different examples of quantum simulation in three different experimental

platforms. In Chapter 2, we demonstrate the experimental realisation of a synthetic

dimension for ultracold atomic gases, in which the energy eigenstates of a harmonic trap

are interpreted as sites on a 1D lattice, coupled by an external driving potential. We then

characterise this synthetic dimension by demonstrating Bloch oscillations up-and-down

the ladder of trap states. In Chapter 3, we present a proposal to realise quantum Hall

11



CHAPTER 1. INTRODUCTION

physics in a 1D array of coupled optical waveguides, in which the propagation time of

an optical pulse plays the role of a continuous spatial dimension. We also suggest some

implications of this quantum Hall physics for optics. Finally, in Chapter 4, we present

the results of a recent proposal to use lattices formed from commercial coaxial cables

as a quantum simulator. We consider a particular 2D lattice, calculate the Bloch wave

dispersion, and show how to exploit the parameters of the lattice to control interesting

features such as Dirac points and flat bands. We now turn to the experimental realisation

of a synthetic dimension scheme for ultracold atomic gases.

12
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BLOCH OSCILLATIONS ALONG

A SYNTHETIC DIMENSION OF

ATOMIC TRAP STATES
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CHAPTER 2. BLOCH OSCILLATIONS ALONG A SYNTHETIC DIMENSION OF
ATOMIC TRAP STATES

Chapter 2 consists of a manuscript demonstrating the experimental realisation of a

synthetic dimension scheme for ultracold atomic gases, for future quantum simulation

applications. Although the paper contains some introductory material, before presenting

the manuscript itself we first provide a more detailed introduction. We begin by introduc-

ing the concept of a synthetic dimension and reviewing its history. We then demonstrate

the idea with an example scheme that the new work in this chapter is based on. Finally,

we briefly summarise the physics of Bloch oscillations, which we employ in the paper to

demonstrate and characterise our synthetic dimension scheme. The manuscript itself then

follows.

With reference to the author list on the manuscript, I performed all analytical and

numerical calculations and some data analysis under the guidance and supervision of

H.M.P., N.G. and G.S. All experimental work was carried out by A.S. and T.E. under

the supervision and guidance of of G.B. and V.G. I initially drafted the manuscript and

was responsible for the majority of the writing, with subsequent writing and editing by

all authors.
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2.1 Introduction to Synthetic Dimensions

Figure 2.1: (a): Schematic of the concept of a synthetic dimension. A set of states is
selected (coloured circles) and coupled together via e.g. an external drive, leading to a
set of tight-binding hopping energies {Ji}. The coupled states are then re-interpreted as
a ‘synthetic’ spatial dimension. (b): Schematic of the first proposed synthetic dimension
scheme, in which three atomic states (coloured circles), labelled by the angular momentum
quantum number m, are coupled together with a hopping energy Ω0. The synthetic
dimension is combined with motion along an optical lattice with lattice spacing a and
hopping energy t. The synthetic dimension hops include a Peierls phase xγ/a whose
value depends on the position in the optical lattice x, which produces a net phase gain
around a plaquette Φ, which leads to the interpretation as an artificial gauge field. (b) is
adapted from [32].

Synthetic dimensions are a powerful quantum simulation tool [13], used mostly in ul-

tracold atomic and photonic experimental platforms. The idea of most schemes is to

identify a set of states of some physical system, and to then re-interpret them as forming

a lattice along a ‘synthetic’ spatial dimension. The states are then coupled, for example

by applying an external driving potential, which is then thought of as being analogous
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to a tight binding hopping between the lattice sites. This situation is shown schemati-

cally in Fig. 2.1(a). The synthetic dimension can then be used to simulate 1D physics,

or be combined with some number of real and/or synthetic dimensions to implement

higher-dimensional models. Synthetic dimensions are useful for realising lattice physics

generally, particularly topological models and, excitingly, higher-dimensional models such

as the 4D quantum Hall effect [33–35]. They are a particularly useful technique to ex-

plore topological models because, as discussed in the Introduction, an important class of

such models depends on breaking time-reversal symmetry via a magnetic field. Complex

hoppings along a synthetic dimension often naturally occur as part of the scheme, and

can usually be further engineered to depend on the position along some other dimension,

leading directly to an effective magnetic field via the Peierls phase.

2.1.1 History of Synthetic Dimensions

The concept of a synthetic dimension in the context of topological physics was first in-

troduced theoretically in 2014 in a proposal for ultracold atomic gases [32]. The proposal

considered the engineering of a 2D magnetic lattice model, with one real spatial dimen-

sion provided by a 1D optical lattice, and with the second dimension being a synthetic

dimension of internal atomic states. These states are laser-coupled, including a position-

dependent phase factor which can be thought of as a Peierls phase, which is how the artifi-

cial magnetic field is introduced, as discussed previously. The setup is shown schematically

in Fig. 2.1(b). This proposal was followed by two independent experimental realisations

based on the use of hyperfine states [36, 37]. Whilst this atomic state scheme has certain

advantages, such as the natural occurrence of sharp edges at both ends of the synthetic

dimension, it does also have some drawbacks, with the major issue being the relatively

small synthetic lattices, often consisting of only a few sites. This initial line of research

has therefore spawned a number of other approaches to synthetic dimensions in ultracold

gases, in which other types of state are used as lattice sites. This includes momentum

states [38–43], which are particularly advantageous in that they can lead to relatively
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large lattices (although scaling this up to higher dimensions is technically challenging),

and each hopping can be controlled individually, giving a lot of tunability over the model

that is realised. Otherwise, one can use the eigenstates of a harmonic trap [44–46] (more

of which shortly), which is a relatively simple scheme that produces very long dimensions

of several tens of sites. Finally, molecular states [47, 48] are another proposed approach

which could have many of the same advantages as momentum state lattices, with control

over individual hoppings and very long lattices, facilitated by the rich state structure of

molecules. However, this approach is also technically challenging and is still under de-

velopment. We also note that the original internal atomic state scheme was also further

developed [35, 49–53], leading to the current state-of-the-art for this technique, in which

the J = 8 manifold of 162Dy is used, leading to a synthetic dimension of 17 sites [51].

Such a system is large enough to distinguish bulk and edge physics, but scaling it up to

the size of momentum space or harmonic state lattices is still challenging.

Away from ultracold gases, the other major platform in which synthetic dimensions

have been extensively studied is photonics [54, 55]. Whilst the photonic schemes are sim-

ilarly important in simulating models for fundamental science, they also suggest device

applications. For example, realising 2D topological models in photonic synthetic dimen-

sion schemes allows access to chiral, robust edge modes of photons. The one-way nature of

these modes may have applications in optical isolation, of huge importance for integrated

photonics [19], and the addition of gain elements may lead to lasing from the edge modes,

allowing the laser to inherit the robustness of the edge states [56].

As with ultracold gases, the main approaches to synthetic dimensions are distinguished

by the type of states that are coupled together, with the main candidates being orbital

angular momentum modes, which can readily be engineered to include sharp edges; fre-

quency modes [19, 57–61], which can be extended naturally towards high-dimensions, and

spatial eigenmodes [62]. Curiously, photonic systems can also use time as a synthetic spa-

tial dimension. Time can be used in a discrete way in a time-multiplexing scheme [63], in

which the arrival times of two optical pulses travelling around two fibre loops of different
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lengths can be thought of as a position along a 1D synthetic dimension, and this approach

has since been used to investigate a variety of 1D effects. Time can also be thought of as a

continuous synthetic dimension, as we discuss in Chapter 3 [64]. We note that there is one

other continuous synthetic dimension scheme in photonics, namely the angular coordinate

of a ring resonator [65].

2.1.2 A Synthetic Dimension of Atomic Trap States

Figure 2.2: Schematic of the shaken trap synthetic dimension scheme. A 1D harmonic
trap along the x-direction with energy level spacing h̄ω and eigenstates indexed by λ =
0, 1, 2... is driven with an external potential V (x, t). The driving potential is chosen to
couple neighbouring trap states together, forming a synthetic dimension.

Having reviewed the history of synthetic dimensions, we now consider a particular scheme

in more detail. This example will serve to further illustrate the idea of a synthetic di-

mension, and will provide important background for the work presented in this chapter,

where we experimentally demonstrate a synthetic dimension in which the lattice sites

are the energy eigenstates of a harmonic trap confining a cloud of cold atoms, with the
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states being coupled together by applying an external driving potential that shakes the

harmonic trap. Such a synthetic dimension scheme was first proposed theoretically in

2017 [44]. We now review some of the results from that proposal. We consider particles

of mass m confined in a 1D harmonic trap with frequency ω lying along the x-direction.

We can write the Hamiltonian as:

Ĥ0 =
p̂2x
2m

+
1

2
mω2x̂2 = ω

∞∑

λ=0

λ |λ⟩ ⟨λ| , (2.1)

where we set h̄ = 1, and we write the Hamiltonian in the basis of trap eigenstates which

we index with λ (λ = 0, 1, 2...). We can then apply a time-dependent potential to couple

the trap states together. In particular, we apply the simple potential:

V̂ (x, t) = κx̂ cos(ωDt+ ϕ), (2.2)

where we choose the driving frequency ωD ≡ ω−∆, where ∆ is a small detuning. κ is the

driving potential strength and ϕ is an overall phase, which we return to later. The setup

is shown schematically in Fig. 2.2. This driving potential gives the total Hamiltonian

Ĥ(t) = Ĥ0 + V̂ (x, t). This complicated time-dependent Hamiltonian is then understood

using the techniques of Floquet theory [66, 67]. In this approach, we take a time-periodic

Hamiltonian and aim to understand its dynamics stroboscopically, up to a driving period.

We define a static ‘Floquet’ Hamiltonian ĤF :

Û(0, TD) ≡ e−iTDĤF , (2.3)

where Û(0, TD) is the unitary time evolution operator over a single period of the driving

potential TD ≡ 2π/ωD. This static Hamiltonian captures the dynamics each driving

period, but any information within a period (known as micromotion) is averaged out.

We can always evaluate the exact Floquet Hamiltonian numerically via Eq. 2.3, but

in the case of the simple driving potential applied here (Eq. 2.2), we can analytically
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approximate it by employing the rotating wave approximation (RWA), in which we take

the high-driving-frequency limit ωD ≈ ω ≫ all other energy scales. In particular, we first

transform the full Hamiltonian to a frame rotating with frequency ωD using the unitary

operator exp(itωDλ̂), where λ̂ is the ‘position’ operator along the ladder of trap states.

We then make the RWA, neglecting terms that oscillate too quickly in the sense of the

limit above. This procedure produces the Hamiltonian:

ĤRWA = ∆
∞∑

λ=0

λ |λ⟩ ⟨λ|+
∞∑

λ=0

Jλ(e
iϕ |λ− 1⟩ ⟨λ|+H.C.) ≈ ĤF , (2.4)

where the position-dependent hopping energy Jλ ≡ κ
√
λ/8mω. Note that, in the paper

presented later in this chapter, we actually project a different driving potential onto the

atomic cloud that produces Floquet Hamiltonian hopping matrix elements that are nearly

independent of λ, suggesting that this approach to synthetic dimensions offers significant

control over the fine details of the effective Hamiltonian, provided that the applied shak-

ing potential can be well-controlled. We also note that we will shortly demonstrate a

particularly long synthetic dimension of several tens of trap states. Returning to the

present problem, we therefore see the synthetic dimension emerge explicitly, with adja-

cent trap states being coupled with the position-dependent hopping energy. We also see

that the detuning tilts the lattice, playing the role of a constant force along the synthetic

dimension. We exploit this feature in this chapter to demonstrate and characterise the

synthetic dimension. The overall driving phase ϕ appears as a unitary phase factor on

the hoppings, meaning that, if the phase can be made to depend on the position along a

perpendicular dimension, we find the natural emergence of a Peierls phase, as we return

to shortly. One finds good agreement between this analytical RWA Hamiltonian and the

Floquet Hamiltonian calculated numerically from the time evolution operator, provided

that the rotating wave approximation is not violated by, for example, using too strong a

driving potential.

As an aside, we note that there is much more to be said about the Floquet theory
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approach [66, 67]. In particular, the eigenstates and eigenvalues of the ‘Floquet operator’

Û(0, TD) (Eq. 2.3) are, by the Floquet theorem, time-periodic with the same period as the

driving, and form a complete basis for the problem. These states then give rise to a new

Hamiltonian over an enlarged Hilbert space, whose spectrum consists of an infinite number

of copies of the bands of the Floquet Hamiltonian, repeated periodically in multiples of the

driving energy. The field of ‘Floquet engineering’ then consists of reverse-engineering the

original time-dependent Hamiltonian to yield a desired Floquet Hamiltonian spectrum.

The periodicity in the spectrum can also give rise to new physics of its own, such as

anomalous Floquet topological phases [68].

Returning to the problem at hand, the 2017 proposal then goes on to demonstrate

the use of this synthetic dimension to engineer the Harper-Hofstadter model [69, 70].

This is a paradigmatic model for magnetic physics in lattice systems, illustrating the

physics of non-interacting particles moving on a 2D square lattice under the influence of

a perpendicular magnetic field. The model contains very rich physics, including a fractal

spectrum known as the Hofstadter butterfly. The model is proposed in the shaken trap

synthetic dimension scheme by allowing the particles to also move in a 1D optical lattice,

and by making the driving phase ϕ depend upon the position of the particle along that

real space dimension, as indicated earlier. This allows for the interpretation of the phase

as a Peierls phase, which can then be associated with an effective magnetic field. As

discussed in the paper we present later in this chapter, we note that 2D physics could

be achieved in an even more natural way by exploiting the motion of the atomic cloud

within the trap that they are confined in anyway.

The aforementioned single-particle physics is also extended by considering how the

usual contact interactions typical of atomic gases translate into the synthetic dimension.

The interactions are complicated, and are being investigated in detail as part of on-going

theoretical work. However, in general, they are long-range, and are quite different to

both the usual very short-range real-space contact interactions, and to the infinite-range

SU(N) interactions found in some other atomic synthetic dimension schemes [32]. The

21



CHAPTER 2. BLOCH OSCILLATIONS ALONG A SYNTHETIC DIMENSION OF
ATOMIC TRAP STATES

finite range of the interactions in this scheme is particularly interesting because they,

once combined with the aforementioned quantum Hall physics, may be a route towards

fractional quantum Hall states.

Having introduced the synthetic dimension scheme that we realise in experiment, we

now review the physics of Bloch oscillations, which are exploited in the manuscript to

demonstrate and characterise the synthetic dimension.

2.2 Bloch Oscillations

Bloch oscillations are a well-known piece of lattice physics, first proposed in the solid

state context [71], and they have since been observed experimentally in a number of other

systems also [72–87]. They have proven to be difficult to observe in a solid-state setting [88,

89], so most experiments have focused on other platforms, mainly ultracold gases in optical

lattices and cavities. Bloch oscillations refer to the oscillation of a particle’s position when

it moves on a lattice under the influence of an applied force. This is a surprising result

that emerges due to the presence of a lattice. For contrast, consider a free particle of mass

m, with the dispersion E(k) = h̄2k2/2m (i.e. moving in free space, without any lattice).

The semiclassical equation of motion for the particle under a constant applied force F is:

h̄
dk

dt
= F, (2.5)

which yields, upon integration,

k(t) = k(t = 0) + Ft. (2.6)

Note that the semiclassical approach we adopt here models the particle as a wavepacket

with both a well-defined position and momentum. We also assume that the force is weak

in comparison with the band gap, such that we only have translation of the initial state

along a band, and not transitions into higher bands. We also know that the particle group
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velocity is:

v(k) ≡ dE

dk
=
h̄k

m
. (2.7)

Integrating the velocity to calculate the particle position, and combining with the result

for the momentum increase as a function of time, yields:

x(t) = x(t = 0) +
h̄F

m
t2. (2.8)

Note that we assumed, for simplicity, that k(0) = 0. We therefore find that the particle

position increases monotonically with t, as we would expect for a free particle under

a constant applied force. However, if we instead place the particle on a tight-binding

lattice with nearest-neighbour hoppings, we find very different behaviour. In this case,

we instead have the dispersion E(k) = −2J cos(ka), where a is the lattice spacing and J

is the hopping energy. Carrying out the same calculation as above now shows that the

particle position is:

x(t) = x(t = 0)− 2J

F
cos

(
aFt

h̄

)
. (2.9)

We therefore find sinusoidal oscillations with an amplitude and frequency set by the

applied force F , in stark contrast to the free particle case. In the paper, we employ Bloch

oscillations along the lattice of atomic trap states as a simple but non-trivial piece of

physics to demonstrate and characterise our synthetic dimension.

Having introduced and motivated the physics behind this chapter, we now present the

paper itself.
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Synthetic dimensions provide a powerful approach for simulating condensed matter physics in
cold atoms and photonics, whereby a set of discrete degrees of freedom are coupled together and
re-interpreted as lattice sites along an artificial spatial dimension. However, atomic experimental
realisations have been limited so far by the number of artificial lattice sites that can be feasibly
coupled along the synthetic dimension. Here, we experimentally realise for the first time a very
long and controllable synthetic dimension of atomic harmonic trap states. To create this, we couple
trap states by dynamically modulating the trapping potential of the atomic cloud with patterned
light. By controlling the detuning between the frequency of the driving potential and the trapping
frequency, we implement a controllable force in the synthetic dimension. This induces Bloch oscilla-
tions in which atoms move periodically up and down tens of atomic trap states. We experimentally
observe the key characteristics of this behaviour in the real space dynamics of the cloud, and verify
our observations with numerical simulations and semiclassical theory. The Bloch oscillations thus
act as a smoking gun signature of the synthetic dimension, and allow us to characterise the effec-
tive band structure. Our methods provide an efficient approach for the manipulation and control
of highly-excited trap states, and set the stage for the future exploration of topological physics in
higher dimensions through the use of a tunable artificial gauge field and finite-range interactions.

I. INTRODUCTION

Synthetic dimensions provide a powerful approach for
simulating condensed matter physics in cold atoms1–14

and photonics16–19, and they are opening up many new
avenues for simulating and exploring exotic physics, in-
cluding quantum Hall ladders3,4,10, non-Hermitian topo-
logical bands22, topological Anderson insulators23, and
even lattice physics in four dimensions or higher1,11,24.
A key reason that this framework is so powerful is that
it is very general, and can be applied to a wide-range of
very different physical systems. For example, synthetic
dimensions have so far been realised experimentally in
cold atoms with hyperfine1,3,4, magnetic7, Rydberg8,9,
and clock states5,6, as well as with momentum10,11, or-
bital14 and superradiant states12. However, in these ex-
periments, the size of the synthetic dimension has been
so far limited by the number of states that can feasibly
be coupled. Indeed, the largest momentum state lattice15

employed so far consists of a 1D lattice of 21 sites.

Notably, it has been recently realised that such lim-
itations can be lifted if external degrees of freedom as-
sociated with trapping potentials are used to generate
the synthetic dimensions16,20,21. Indeed, trapping po-
tentials typically allow for tens or hundreds of trapped
states in each direction, and by suitably coupling them
one could implement very long synthetic dimensions, un-
leashing the full potential of this technique for quantum
simulation. Additionally, this kind of synthetic dimen-
sion is extremely appealing because it provides a frame-
work for the manipulation and control of trap states. A
range of applications including quantum simulations in

optical lattices25–27, trapped and guided atom interfer-
ometry28–30 and quantum thermodynamics31–33 require
the use of highly-excited trapped states, which are gen-
erally difficult to realise with a good degree of precision
and control.

In this work, we experimentally engineer a very long
synthetic dimension of many tens of atomic trap states
by dynamically modulating the harmonic trap of an ul-
tracold atomic sample20,21. By controlling the driving
frequency we generate a force along the synthetic dimen-
sion that induces Bloch oscillations, which act as a smok-
ing gun signature that the synthetic dimension behaves
as expected. Bloch oscillations were first famously pre-
dicted for electrons moving in a crystal under an electric
field, and have since been observed in various setups,
including optical lattices for cold atoms34, as well as syn-
thetic dimensions of photonic frequency modes35 and of
room-temperate molecular angular momentum states36.
However, Bloch oscillations in our experiment are phys-
ically very different from previous realizations, as they
correspond to atoms periodically oscillating between low-
and high-energy states of the harmonic trap. As such,
another benefit of the synthetic dimension Bloch oscil-
lations implemented here is that they allow us to ex-
plore highly-excited harmonic states, and thus can lead
towards a novel approach for quantum engineering of ex-
ternal atomic states. More generally, this work paves the
way for the exploration of higher-dimensional quantum
Hall physics with artificial magnetic fields, and opens new
opportunities in quantum simulations more widely. For
example, a tunable artificial gauge field can be imple-
mented by spatial modulation of the phase of the driving
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potential, allowing access to 2D quantum Hall physics.
Furthermore, mean-field interactions between the atoms
in real space should give rise to exotic interactions that
are long-range and decay with distance along the syn-
thetic dimension20, in contrast to the usual interactions
in atomic gases and to the SU(N) interactions in some
other atomic synthetic dimension schemes. We therefore
expect interesting ground state physics under the inclu-
sion of interactions which will be of interest for future
study.

II. OVERVIEW OF THE SCHEME

To introduce our scheme, let us consider an atomic
cloud in a cigar-shaped harmonic trap with trap frequen-
cies ωx = ωz ≫ ωy. In order to realise the synthetic
dimension, we couple together the atomic trap states of
the strong trapping potential along x with the spatially-
and temporally-varying driving potential given by:

VD(x, t) = −V0Θ(x sin(ωDt+ φ)) (1)

where V0 is the driving amplitude, Θ(x) is the Heavi-
side step function, ωD is the driving frequency and φ is
the initial driving phase. Physically, this corresponds to
illuminating the upper half of the atomic cloud with con-
stant power for the first half of the period, TD = 2π/ωD,
before illuminating the lower half with the same constant
power over the second half of the period (see Fig. 1(a)).
Classically, the driving potential provides a force:

FD = −∂VD
∂x

= V0δ(x)sgn(sin(ωDt+ φ)), (2)

which physically corresponds to a force localised on the
origin whose direction changes every half-period. This
driving protocol is chosen because it is simple to imple-
ment, robust and it leads to a simple Floquet Hamil-
tonian with near-constant nearest-neighbour hoppings,
corresponding to a textbook 1D tight binding model, as
discussed below. Combining Eq. 1 with the 1D harmonic
oscillator Hamiltonian along x gives the time-dependent
Hamiltonian:

Ĥ(t) = ℏωx

∑

λ

λ |λ⟩ ⟨λ| + VD(x, t), (3)

written in the eigenstate basis of the “strong” trap along
x, as indexed by λ = 0, 1, 2.... The stroboscopic dy-
namics of this system is captured by an effective time-
independent Floquet Hamiltonian, which we can approx-
imate over a large number of trap-states by (see Supple-
mental Material37):

Ĥ ≈ ℏ∆
∑

λ

λ |λ⟩ ⟨λ| + J
∑

λ

[
ieiφ |λ+ 1⟩ ⟨λ| + h.c

]
(4)

where ∆ ≡ ωx−ωD is the (small) drive detuning and J is
a uniform hopping amplitude, which itself depends on V0

and ωx and is calculated using Floquet theory37. Note
that this description is valid for near-resonant driving in
a deep harmonic trap, i.e. such that ωx ≃ ωD ≫ ∆, J/ℏ.
As depicted in Fig. 1(a), Eq. 4 describes a particle hop-
ping between nearest-neighbour sites along a 1D tight-
binding lattice with unit spacing in a synthetic dimen-
sion. The detuning plays the role of a constant force,
F ≡ −ℏ∆, which therefore can induce Bloch oscillations.
Note that the shaking phase φ appears in the effective
Hamiltonian as a hopping phase, which we will exploit
below to average over unwanted micromotion effects.

In the absence of a force along the synthetic dimension,
i.e. when ∆ = 0, the effective model in Eq. 4 is transla-
tionally invariant along the synthetic dimension and has
a single energy band in the Brillouin zone. Applying a
nonzero force (i.e. ∆ ̸= 0) accelerates a semiclassical
wavepacket formed in the synthetic dimension bulk, such
that it undergoes Bloch oscillations across the Brillouin
zone, with a center-of-mass (COM) position along the
synthetic dimension, λcom, that varies as20:

λcom(t) = λ0com +
2J

ℏ∆
(1 − cos(2πfBt)), (5)

from the initial position λcom(t = 0) = λ0com and where
fB is the Bloch oscillation frequency. As we can set
the spacing between the fictitious synthetic lattice sites
equal to one, the periodic Brillouin zone covers [−π, π].
The Bloch oscillation frequency is then set by the mag-
nitude of the applied force divided by the length of this
Brillouin zone, i.e. fB = |∆|/2π, and so is entirely con-
trolled by the detuning. Conversely, the amplitude of
the Bloch oscillations is proportional to the bandwidth
divided by the force, i.e. 4J/ℏ∆, and so depends on
the detuning but also, through J , on the trap frequency
and shaking power37. The Bloch oscillations therefore
provide a way to transport atoms between different trap
states, with independent control over both the timescale
and number of trap states explored. Experimentally, we
use a thermal cloud of 87Rb atoms in a harmonic trap
with trapping frequencies ωx = ωz ≃ 2π × 160 Hz and
ωy ≃ 2π × 10 Hz. The cloud was measured, both in-situ
and with standard time-of-flight techniques, to have an
initial temperature of T ≃ 20 nK. We used a rapid evap-
oration ramp to prevent the sample from condensing at
this temperature, thus reducing the effect of mean-field
interactions20, which may complicate the dynamics and
will be of interest in future investigations. To realise the
driving potential of Eq. 1, we utilise a digital micromirror
device (DMD) that allows us to dynamically and spa-
tially control the intensity profile of a laser beam with
wavelength 800 nm (see Appendix A). We verify that
the trapping and driving potentials are aligned to within
≃ 1µm. Our driving potential was chosen because it was
found to be the most effective and robust, in the sense
of not being sensitive to misalignments and other imper-
fections. This is in addition to the favourable theoretical
properties discussed above. We then perform absorp-
tion imaging of the atomic cloud in position space after a
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FIG. 1. Schematic of the experiment and signatures of the synthetic-dimension Bloch oscillations in real
space. (a): Schematic of the DMD pattern (red), which shakes the harmonic trap (blue/purple) and couples together nearest-
neighbour trap states with an approximately uniform hopping amplitude, J , in order to create the synthetic dimension. Bloch
oscillations (green) can be driven along the synthetic dimension by applying a force along λ, corresponding to detuning the
shaking frequency from the trap frequency. (b): Experimentally, the cloud is imaged after a short time-of-flight expansion,
as demonstrated here for a detuning of ∆ = 9.84 × 2π Hz. The colour scale is the column density in arbitrary units. The
full dynamics includes micromotion within each driving period, so the experimental data are averaged over several values of
φ. This averaging procedure makes the cloud appear to widen, although the true cloud width is approximately constant. (c):
The real-space center-of-mass position, xcom, of the atomic cloud is extracted, as shown here for the same data as in (b). The
experimental data (orange) are fitted (black) with a function motivated by Bloch oscillations in the synthetic dimension (see
Appendix B and Supplementary Material), which captures the real-space dynamics well. Also shown are numerical results
(blue) with a suitable TOF correction, discussed in the Main Text. The micromotion within each driving period can be seen in
the inset for an initial driving phase of φ = 0. To reduce these unwanted micromotion effects, we average both the experiment
and numerics over several values of φ (e.g. φ = 0 and π/2) to obtain the results shown in the main panel. As can be seen
numerically, the residual micromotion oscillations have a small amplitude, which can be further reduced by averaging over more
initial driving phases. Panels (b) and (c) use experimental parameters of V0 = 4.16 nK, T = 20 nK, ωy = 10 × 2π Hz, and
ωx = 166.5 × 2π Hz, where the latter is determined experimentally by shifting the oscillation frequency data to pass through
(|∆|, f) = (0, 0). Experimental errorbars are 1σ statistical errors.

very short time-of-flight (TOF) expansion of ttof = 5 ms,
chosen to increase the visibility of the dynamics. This
is demonstrated in Fig. 1(b) for a detuning of 9.84 Hz,
where we plot the real space cloud density as a function
of time for an example Bloch oscillation, showing the
cloud COM being displaced away from the origin. Note
that the density is averaged over several values of φ in
order to reduce the effect of micromotion. As such, the
cloud appears to widen along x in time, although the
cloud width is actually approximately constant. The ini-

tial temperature of T ≃ 20 nK, corresponds to λ0com ≈ 2
for an initial Maxwell-Boltzmann distribution of atomic
energies. This means that, initially, the atoms start near
one “edge” of the synthetic dimension (at λ = 0), and so
atoms must move up the synthetic dimension, irrespec-
tive of the sign of the detuning, i.e. the direction of the
force. The cloud also does not have a Gaussian distribu-
tion with respect to the synthetic dimension as the above
semiclassical theory implicitly assumes; nevertheless, as
we shall show, the prediction in Eq. 5 works well once
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FIG. 2. Bloch oscillation frequency and real space amplitude as a function of detuning (a): Frequency of the
Bloch oscillations for the experiment (orange for ∆ > 0 and black for ∆ < 0) and for numerics (blue). The observed trend
is in agreement with the analytical prediction (green) of fB = |∆|/2π for Bloch oscillations. (b): Amplitude in real space of
Bloch oscillations for the same data as plotted in panel (a). The analytical prediction (green) shows the expected real-space
amplitude as calculated under appropriate approximations from the synthetic-dimension Bloch oscillations (see Appendix D
and Supplementary Material), with the green error band calculated from the errors on J and other numerical parameters. The
numerical results are obtained by fitting the same function as in experiment to the TOF-corrected, RMS-averaged results like
in Fig. 1(c). Note that the numerical fit parameters also include error bars, but these are smaller than the datapoint size. We
use the same parameters as Fig. 1. Experimental errorbars are 1σ statistical errors.

appropriate corrections are included (see Appendix D).

III. EXPERIMENTAL AND THEORETICAL
RESULTS

Bloch oscillations in λ-space naturally translate into
atomic motion along x in real space, as different har-
monic oscillator eigenstates have different real-space pro-
files. The resulting motion can be seen in Fig. 1, where
we report the measured dynamics of the real-space COM
position under the action of the shaking potential, as a
function of time. It is important to notice that the full
dynamics also includes micromotion within each driving
period20; for the real-space COM, as shown numerically
in the inset of Fig. 1(c), the micromotion corresponds to
large and fast oscillations as the atoms slosh backwards
and forwards in the trap, while the stroboscopic Bloch
oscillations translate into variations in the envelope of
the dynamics. We are not able to reliably achieve the
high time resolution to observe the micromotion in exper-
iment, so we apply an averaging procedure to remove it.
This is because of drifts in experimental parameters on a
timescale of hours, which would make the large number of
measurements required to reconstruct fast dynamics im-
practical. To overcome this, we root-mean-square (RMS)
average over different experimental runs with suitably-
chosen different initial driving phases, φ. The raw cloud

images in Fig. 1(b) have themselves been averaged in this
way. This has the effect of making the cloud appear to
widen significantly over the oscillation, although in each
single shot the width is approximately constant. Note
that this averaging procedure slightly lowers the appar-
ent amplitude of the motion. However, by reducing the
micromotion effects, we can then clearly observe the real-
space signatures of the synthetic-dimension Bloch oscil-
lations, as reported in Fig. 1(c) for the same parame-
ters as Fig. 1(b) (orange), where the experimental data
is fitted by a function (black) motivated by synthetic-
dimension Bloch oscillations (see Appendix B and Sup-
plemental Material37):

x(t) = A
√

1 − e−gt cos(2πft+ ϕ), (6)

where we fit to find the amplitude A and frequency f . We
introduce the additional fit parameters g and ϕ to capture
some details of the experimental data (see Appendix B
and the Supplemental Material37). As can be seen, this
fit captures the behaviour of the data very well, with
agreement between the experiment and numerical simu-
lations (blue curve) of a non-interacting 2D thermal cloud
(see Appendix C and Supplemental Material37). Our nu-
merical simulations use the time-dependent Hamiltonian
to evolve an ensemble of states, each of which is a super-
position over the eigenstates of the 2D trap with random
phase factors to destroy the phase coherence. Physical
observables such as the cloud density are found by av-
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FIG. 3. Varying the shaking power to control the dynamics. (a): The real-space amplitude [c.f Fig. 2(b)] for different
shaking powers at a fixed detuning of ∆ = 8.3 × 2π Hz, with ωx = 162.6 × 2π Hz. As can be seen, the experiment (orange),
numerics (blue) and analytics (green) increase with the shaking power; this is because, as shown in the inset, the nearest-
neighbour hopping amplitude, J , from Floquet theory (see Supplemental Material), increases with V0 and hence the Bloch-
oscillation amplitude along the synthetic dimension increases. Analytics are only shown up to V0 = 4 nK, as at higher shaking
potentials the simple nearest-neighbour tight-binding model in Eq. (4) is no longer a good description (see Supplemental
Material), although the numerics and experiment still appear to exhibit Bloch-oscillation dynamics. This is shown further in (b),
where we plot the amplitude fit parameter (inset) and the frequency fit parameter, for V0 = 11.96 nK, with ωx = 142.1×2π Hz,
∆ < 0, and other parameters as in Fig. 1 and 2. Despite the large shaking power, we still observe similar trends to that at
low power [c.f. Fig 2], and still with agreement in panel (b) to the fB = |∆|/2π analytical result from the simple tight-binding
model. Experimental errorbars are 1σ statistical errors. Note that all numerical datapoints include error bars, but these are
smaller than the datapoints. The green error band on the analytics is calculated from the errors on J and other numerical
parameters.

eraging over these phases. To account for the fact that
we do not measure the true position of the cloud due
to the TOF expansion, we include an approximate TOF
correction to the cloud centre-of-mass position in our nu-
merical simulations. In particular, we use the simulated
COM momentum pcom to find the semiclassical cloud ve-
locity, and then shift the simulated cloud COM at each
timestep37.

To further characterise our experimental results, we
plot in Fig. 2(a) the values of the oscillation frequency ob-
tained by fitting our data for different detunings. As can
be seen, for both experiment and numerics, the frequency
increases linearly with detuning, as expected from the an-
alytical Bloch-oscillation frequency (green line) given by
fB = |∆|/2π in both real and synthetic space [c.f. Eq. 5].
The trapping frequency is determined by shifting a linear
fit to the measured oscillation frequencies to pass through
(|∆|, f) = (0, 0). This provides a straightforward way to
measure the trapping frequency, but does mean that any
systematic uncertainty would not be detected.

In Fig. 2(b) we show how the amplitude of the real-
space motion depends on the detuning by plotting the
amplitude fitting parameters. As can be seen, the exper-
iment (orange/black) and numerics (blue) both clearly
show the expected growth in the real-space amplitude as

the detuning decreases and higher-excited atomic trap
states are explored. To make a quantitative comparison
with semiclassical Bloch oscillations (Eq. 5), we have de-
rived an analytical expression (see Appendix D and Sup-
plemental Material37) that converts the expected Bloch
oscillation amplitude from synthetic space to real space
under appropriate assumptions, including a correction for
the finite fraction of atoms participating in the dynam-
ics, as discussed further below. The expression is based
on the formula:

xcom =

√
λcom − σ2

x +
1

2
, (7)

which connects the real space cloud COM xcom and width
σx to the synthetic space COM λcom under certain as-
sumptions. This result is derived in the Supplemen-
tal Material37. This analytical prediction is plotted in
Fig. 2(b) (green), with errors calculated from our nu-
merical parameters. As can be seen, there is agree-
ment between the experiment, numerics and the analyt-
ics, demonstrating that we have achieved good control of
the synthetic-dimension Bloch oscillations.

We can also independently increase the number of
atomic trap states explored (i.e. the Bloch oscillation
amplitude) while keeping the oscillation frequency con-
stant, by increasing the shaking power, V0, and hence
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FIG. 4. Example Bloch oscillation in synthetic space.
(a): Evolution of the COM, λcom, and the numerical density
distribution heatmap along the synthetic dimension (b) for
the same data as Fig. 1(b), for φ = 0. Both Bloch oscil-
lations and high-frequency micromotion are visible in the 2D
numerics (blue line) for a non-interacting thermal cloud37. We
also convert the corresponding real space experimental data
to synthetic space under suitable assumptions (see Appendix
E). The observed Bloch oscillation frequency is in good agree-
ment with the 1D analytical semiclassics (Eq. 5, red line), al-
beit with a lower amplitude as only around half the atoms
from the thermal cloud oscillate along the synthetic dimen-
sion [c.f. density distribution heatmap in (b)]. To correct for
this, the analytical result is rescaled (green line) as discussed
in the text. The heatmap shows the numerical atomic density
(integrated along the y direction) with respect to λ over the
oscillation, showing the cloud-splitting. Both panels use ex-
perimental parameters of ωx = 166.5× 2π Hz, ∆ = 2π× 9.84
Hz, V0 = 4.16 nK, T = 20 nK, and ωy = 10× 2π Hz. Exper-
imental errorbars are 1σ statistical errors.

the hopping parameter J [c.f. Eq. 4]. The dependence
of the real-space COM amplitude on V0 is shown in
Fig. 3(a) for a fixed detuning ∆ = 8.3 × 2π Hz, while
the inset shows the variation of the hopping J , as cal-
culated with Floquet theory37. As can be seen, the am-
plitude in experiment (orange), numerics (blue) and an-
alytics (green) all increase as the hopping increases [c.f.
Eq. 5]. Note that the analytical result is only plotted
for V0 ≤ 4 nK, as at higher shaking powers, our simple
analytical model (Eq. 4) breaks down (see Supplemental
Material37). Despite this, we still observe clear Bloch os-
cillation dynamics at high power. This is further demon-
strated in Fig. 3(b), where we use a very strong potential
of V0 = 11.96 nK, and still observe the same qualitative
trends (i.e. the amplitude decreasing with the detuning
and the frequency being equal to the detuning) as in the
low power regime. Finally, we can visualise the Bloch
oscillations along the synthetic dimension more directly,
by translating our real-space experimental measurements
[from Fig. 1(c)] into λ-space, under suitable approxima-
tions (see Appendix E). These experimental results are
plotted in Fig. 4(a) (orange), along with numerical sim-

FIG. 5. Bloch oscillation amplitude in synthetic space.
The extrapolated maximum value of λ reached by the oscillat-
ing part of the cloud as a function of ∆, demonstrating that we
have a long, controllable synthetic dimension. As discussed
in Appendix E, we convert the experimental fit parameters
in Fig. 2(b) to synthetic space (orange/black), correcting for
cloud splitting. We also plot our numerical maximum λ values
(blue) for φ = 0, again corrected for cloud splitting. Further-
more, we derive appropriate analytics (green) for comparison
(see Appendix D). Error bars on experimental points were cal-
culated by converting the real space errors to synthetic space,
while the error bars on the analytics were found by propagat-
ing errors on J and other numerical parameters. We use ex-
perimental parameters of ωx = 166.5× 2π Hz, V0 = 4.16 nK,
T = 20 nK, and ωy = 10× 2π Hz.

ulations (blue curve). Note that the latter is not av-
eraged over different initial driving phases; however, in
synthetic space, the micromotion is only a fraction of a
“lattice spacing” and becomes negligible as the trapping
frequency ωx increases20.

We also compare our experimental results directly with
the semiclassical analytical predictions [Eq. 5] with (green
curve) and without (red curve) multiplying by a constant
numerical re-scaling factor to account for the fraction of
atoms contributing to the dynamics37. This correction
was also used in Fig. 2 and 3 and is necessary because the
COM is skewed downwards by the thermal cloud split-
ting into two distinct parts, with approximately half of
the atoms remaining in low λ-states during the oscilla-
tion, as can be seen in the numerical density distribution
heatmap in Fig. 4(b). This effect is likely caused by small
oscillations in the Floquet Hamiltonian matrix elements,
and we discuss methods to reduce this splitting effect in
the Supplemental Material37.

Importantly, we can also convert our experimental am-
plitude fit parameters (Fig. 2(b)) to synthetic space and
divide by the constant numerical cloud splitting factor in
order to extrapolate how far up λ the oscillating part of
the cloud is actually exploring (see Appendix E). This is
plotted in Fig. 5 (orange/black), where we can see that
the fraction of the cloud involved in the Bloch oscillations
is moving up several tens of Bloch states, demonstrating
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that we are creating a very long synthetic dimension.
This is supported by our numerical (blue) and analyti-
cal results (green) (see Appendices C and D). Note that
the number of sites along the synthetic dimension will
eventually be limited experimentally by anharmonicities
in the trapping potential20; however, in this experiment,
this does not play an important role. We included the
appropriate quartic anharmonic terms in our numerical
simulations and found that they had no effect in the range
of trap states that are relevant here. We discuss the
properties of the excited states we create, and methods
to improve their fidelity, in the Supplemental Material37.
Finally, we note that our methods can be extended to-
wards single-site resolution to on the order of or below
ℏωx/kB . That would start the dynamics with only the
λ = 0 state populated. The subsequent dynamics would
maintain the single λ-state character. This point is dis-
cussed further in the Supplemental Material37.

IV. CONCLUSIONS

Our experimental results show that we have engineered
a synthetic dimension of atomic trap states by project-
ing a time-dependent shaking potential onto an atomic
cloud via a digital micro-mirror device. Through control
of the shaking potential’s detuning, we induced Bloch
oscillations along the synthetic dimension, observing the
key characteristics of these dynamics in the real-space
motion of the cloud. Our experiment demonstrates that
a long and controllable synthetic dimension can be cre-
ated. This opens up the way towards the exploration of
topological physics using a synthetic dimension of har-
monic trap states20,21 by introducing a controllable arti-
ficial gauge field using a spatially-varying shaking phase.
The spatio-temporal control of the shaking potential can
also allow for future investigations of phenomena such as
magnetic barriers, as well as the controlled population
of excited atomic trap states, including direct imaging
of the states38 and single-site resolution of our current
methods37. Moreover, the addition of mean-field inter-
actions in the cloud should lead to exotic interactions
along the synthetic dimension20 and, in turn, interesting
ground state physics.

APPENDIX A: EXPERIMENT

In our experimental sequence we load 87Rb atoms from
a 3d MOT into a crossed optical dipole trap and then
perform forced evaporative cooling39. The final trapping
frequencies are fx = fz ≃ 160 Hz, and fy ≃ 10 Hz, where
z is the vertical axis, resulting in a cloud elongated along
y, with N ≃ 2 × 104 atoms at ≃20 nK. We conclude a
posteriori that the degeneracy of the x and z trapping
directions does not affect the dynamics because of the
good agreement between theory and experimental data.
We also verified using horizontal imaging that there are

no significant dynamics along the z-direction. The op-
tical setup to realise the dynamical potential and high
resolution imaging is described in detail in Ref. 40. In
brief, the light produced by a 800 nm laser is reflected by
a DMD and then sent onto the atoms along the vertical
direction, using an optical setup that produces a demag-
nification of a factor 100. The DMD is an 2d array of
1920 × 1080 micromirrors, each with size 10.8 µm. Each
micromirror can be individually tilted every 100 µs, al-
lowing us to produce dynamical optical potentials. The
atoms are imaged on a CCD mounted in the vertical di-
rection using a 20× magnifying system with a resolution
of ≃ 2 µm. The numerical aperture of our imaging sys-
tem is 0.28. We verify the alignment between the driving
and trapping potentials to a precision of ≃1 µm by imag-
ing both the cloud and the DMD pattern at once. This
was done every 20 runs to avoid slow drifts. We also
note that we do not observe significant heating of the
cloud due to the driving potential. We determine this
by observing the width of the cloud in the weak trapping
direction after a short TOF expansion and finding that it
does not change, as shown by experimental data in Fig.
S1137. This is caused by any “heated” atom spilling out
of the weak trap, leading to some atom loss but a fixed
temperature.

APPENDIX B: REAL SPACE EXPERIMENTAL
DATA ANALYSIS

To reduce micromotion effects, the experimental data
for the real-space COM position is RMS-averaged over
initial driving phases drawn randomly from 2πn/30, with
n = 0, 1, ...30. (The effects of RMS-averaging are dis-
cussed further in the Supplemental material37.) The re-
sulting data are then fitted to the function:

x(t) = A
√

1 − e−gt cos(2πft+ ϕ), (8)

where A is the amplitude, f is the frequency, g is a damp-
ing factor and ϕ is a phase offset which accounts for ran-
dom variation in the state preparation. The functional
form of this fitting function is motivated by translat-
ing the semiclassical prediction for synthetic-dimension
Bloch oscillations (Eq. 5) into real space. As shown in
the Supplemental Material37, under certain approxima-
tions, this conversion can be achieved by taking:

xcom =

√
λcom − σ2

x +
1

2
, (9)

where xcom and σx are, respectively, the COM and width
of the cloud (in harmonic oscillator lengths) with respect
to the real position coordinate, x. Note that in choos-
ing the form of the fitting function, we assume that the
cloud width σx is approximately constant as a function
of time, as has also been verified numerically37. The fit-
ting parameters f and A are then plotted, for example,
in Fig. 2(a) and (b) respectively.
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APPENDIX C: NUMERICAL SIMULATIONS
AND DATA ANALYSIS

We perform our simulations by time-evolving an ap-
propriate initial state using the time-dependent Hamil-
tonian in Eq. 3 in the main text, where we also in-
clude weak-trap dynamics (i.e. terms that depend on
y). We simulate the dynamics of a non-interacting ther-
mal cloud by using an initial state of the form |ψθ⟩ =

A
∑N−1

i=0

√
pi exp (iθi) |ϕi⟩ , where A is a normalisation

factor, pi = exp (−βEi)/Z is the Boltzmann weight for
the ith eigenstate of the 2D harmonic trap |ϕi⟩ with en-
ergy Ei, β is the inverse temperature, Z is the partition
function for the 2D harmonic trap and θi is a random
phase drawn from a uniform distribution between 0 and
2π. We choose the first N states of the 2D harmonic
trap, and we check that the Boltzmann weight is small
enough that this is a good approximation. We sequen-
tially generate N ′ such states, each with a different set
of random phases, and then time-evolve each separately.
The resulting densities are then averaged together which,
as we show in the Supplemental Material37, reproduces
the density of a thermal cloud at t = 0.

From our numerical simulations, we obtain the cloud
density in either synthetic space ρ(λ, y, t) or real-space
ρ(x, y, t). From these densities, we can then calculate
the COM position as a function of time with respect to
λ and x respectively. The former is plotted in Fig. 4(a),
while the latter requires additional processing steps to
be compared with experiment. Firstly, to account for
the experimental TOF expansion of the cloud, we apply
a correction as x̃com = xcom + vcomttof, where the COM
velocity vcom is calculated from the numerical momentum
distribution. Secondly, we RMS average the M different
corrected centres-of-mass together to remove the micro-

motion: ⟨x̃com⟩ =

√
1
M

∑M
i=1(x̃

(i)
com)2. For the numerics

shown in the main text, we take M = 2 with φ = 0
and φ = π/2, as justified further in the Supplemental
Material37. Finally, we fit our data with the experimen-
tal fitting function [Eq. 8], although now with ϕ = 0 as
numerically there are no random variations in the state
preparation. The corresponding fitting parameters f and
A for the numerical data are then plotted, for example,
in Fig. 2(a) and (b) respectively.

APPENDIX D: ANALYTICAL RESULTS

The semiclassical prediction for synthetic-dimension
Bloch oscillations is given by Eq. 5 in the main text.
In order to plot this analytical result, we independently
calculate the nearest-neighbour hopping J/ℏ = 106±8Hz
from Floquet theory37. When calculating this hopping,
we observe that the hopping is independent of the de-
tuning, and that each hopping is nearly independent of
λ, except for small oscillations. We therefore calculate
the error bar by adding the standard deviations of the

hopping for each ∆ in quadrature. Note that this value
applies to our low-power data only; in the high-power
case, we have significant long-range hoppings so we can
no longer use this nearest-neighbour tight binding model.
Note also that, in practice, only a fraction of atoms par-
ticipates in the dynamics, which leads to a significant re-
duction in the apparent COM position in both synthetic
and real space, as shown in Fig. 4. To account for this,
we modify Eq. 5 to λcom(t) = λ0com + r 2J

ℏ∆ (1 − cos(∆t)).
Here, r = 0.52 ± 0.03 is the average cloud fraction that
undergoes the oscillation, as calculated from our numer-
ics for the low power data, where the error bar is the
standard deviation of the different r values for different
detunings. Note that we discuss methods to reduce the
cloud splitting effect in the Supplemental Material37.

To translate the analytical result from synthetic space
to real space, we make use of the conversion formula
[Eq. 9] under the assumption that the real-space cloud
width stays constant as a function of time. This leads to
the expression (see Supplemental Material37):

xmax =
1√
2
αrmsαtof

√
ℏ

mωx

√
λ0com + r

4J

ℏ∆
− σ2

x +
1

2
.

(10)
where we have included corrections for the reduction in
amplitude due to RMS averaging, αrms = 1/

√
2, and for

the TOF expansion, αtof = 5.25±0.08, as calculated from
our low-power numerics with an error bar correspond-
ing to the standard deviation across multiple detunings.
Note that the cloud width σx is here measured in har-
monic oscillator lengths

√
ℏ/mωx. This result is then

plotted, for example, in Fig. 2(b).

APPENDIX E: SYNTHETIC DIMENSION
EXPERIMENTAL DATA ANALYSIS AND

THEORETICAL RESULTS

To convert our real space experimental oscillation into
synthetic space (Fig. 4(a)), we use our conversion formula
(Eq. 9), assuming that the real space width σx (measured
in harmonic oscillator lengths) remains constant in time
and set by the trap frequency and initial temperature.
We then obtain:

λcom(t) =

(
xcom(t)

αrmsαtof

)2

+ σ2
x − 1

2
, (11)

where xcom(t) is the experimental real space COM mea-
sured in harmonic oscillator lengths. The conversion for
the data in Fig. 5 is similar, but here we convert the ex-
perimental amplitude fitting parameters, so we use the
conversion:

λcom =



(

xcom

αrmsαtof/
√

2

)2

+ σ2
x − 1

2


 /r, (12)

This is then compared against the corresponding nu-
merics, where we extract the maximum value of λcom
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and rescale by 1/r to account for the cloud splitting.
We also compare against an analytical expression,
λcom = λ0 + 4J/ℏ∆, as shown in Fig. 5.

Note Added: We note that Bloch oscillations of driven
dissipative solitons were recently detected in a photonics
synthetic dimension41.
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Büchler, T. Lahaye, and A. Browaeys, “Realization of a
density-dependent Peierls phase in a synthetic, spin-orbit
coupled Rydberg system,” Phys. Rev. X 10, 021031 (2020).

9 S. K. Kanungo, J. D. Whalen, Y. Lu, M. Yuan, S. Das-
gupta, F. B. Dunning, K. R. A. Hazzard, and T. C.
Killian, “Realizing Su-Schrieffer-Heeger topological edge
states in Rydberg-atom synthetic dimensions,” (2021),
arXiv:2101.02871 [physics.atom-ph].

10 E. Meier, F. An, and B. Gadway, “Observation of the topo-
logical soliton state in the Su–Schrieffer–Heeger model,”

Nat. Commun. 7, 13986 (2016).
11 K. Viebahn, M. Sbroscia, E. Carter, J. Yu, and U. Schnei-

der, “Matter-wave diffraction from a quasicrystalline opti-
cal lattice,” Phys. Rev. Lett. 122, 110404 (2019).

12 H. Cai, J. Liu, J. Wu, Y. He, S. Zhu, J. Zhang, and
D. Wang, “Experimental observation of momentum-space
chiral edge currents in room-temperature atoms,” Phys.
Rev. Lett. 122, 023601 (2019).

13 B. Sundar, B. Gadway, and K.R.A. Hazzard, “Synthetic
dimensions in ultracold polar molecules.” Sci. Rep. 8, 3422
(2018).

14 Jin Hyoun Kang, Jeong Ho Han, and Yi Shin, “Creutz lad-
der in a resonantly shaken 1d optical lattice,” New Journal
of Physics 22, 013023 (2020).

15 Fangzhao Alex An, Bhuvanesh Sundar, Junpeng Hou, Xi-
Wang Luo, Eric J. Meier, Chuanwei Zhang, Kaden R. A.
Hazzard, and Bryce Gadway, “Nonlinear dynamics in a
synthetic momentum-state lattice,” Phys. Rev. Lett. 127,
130401 (2021).

16 E. Lustig, S. Weimann, Y. Plotnik, Y. Lumer, M.A. Ban-
dres, A. Szameit, and M. Segev, “Photonic topological
insulator in synthetic dimensions,” Nature 567, 356–360
(2019).

17 A. Dutt, Q. Lin, L. Yuan, M. Minkov, M. Xiao, and S. Fan,
“A single photonic cavity with two independent physical
synthetic dimensions,” Science 367, 59–64 (2020).
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In Section I, we discuss the details of our numerical
results, covering the method used in our simulations. In
Section II we describe the data analysis needed to ex-
tract the Bloch oscillation amplitude and frequency. We
then discuss our analytical results: Section III shows the
derivation of the conversion formula between synthetic
and real space; Section IV shows how we arrive at the
Floquet Hamiltonian in the main text by numerical cal-
culation of its matrix elements; and in Section V we show
how the analytical results used in the main text were ob-
tained. Finally, in Section VI we report the experimen-
tal results concerning the creation of atomic samples in
highly excited harmonic states, and comment on meth-
ods to improve the fidelity of these states.

I. DETAILS OF NUMERICAL SIMULATIONS

As shown in the main text, we numerically simulate
the motion of a thermal cloud in two dimensions under
the time-dependent Hamiltonian Ĥ(t) (Eq. 2 in the main
text, with the y-terms restored). In so doing, we choose
to work in the λ − y basis; this avoids discretising the
x-direction and hence reduces the size of the matrix rep-

FIG. S1. The 1D atomic density obtained from random-
phase-state averaging (blue) compared to the known density
of a thermal cloud (red) (Eq. S7) with temperature T = 20nK
in a harmonic trap of frequency ωx = 2π × 166.5 Hz, and
N = 16. In (a), we average over 5 random phase states, and
in (b) over 100 states. As can be seen, (a) shows significant
fluctuations which decrease with averaging over more states,
as shown in (b).

resenting the Hamiltonian in the numerics. From our
numerical simulation of the wave-function, we then cal-
culate the cloud density ρ(λ, y, t), and convert this into
real space to yield ρ(x, y, t). The time evolution of the
wave-function is done by numerically time-evolving an
appropriate initial state as:

|ψ(t+ dt)〉 = exp

(
− iĤ(t)dt

~

)
|ψ(t)〉 , (S1)

where dt is a sufficiently small timestep. In order to sim-
ulate the dynamics of a non-interacting thermal cloud
(i.e. a non-interacting gas which is distributed over the
levels of the trap according to a classical Boltzmann dis-
tribution), we choose an initial state of the form [S1, S2]:

|ψθ〉 = A

N−1∑

i=0

√
pi exp (iθi) |φi〉 , (S2)

where A is a normalisation factor, pi = exp (−βEi)/Z
is the Boltzmann weight for the ith eigenstate of the 2D
harmonic trap |φi〉 with energy Ei, β is the inverse tem-
perature, Z is the partition function for the 2D harmonic
trap and θi is a random phase drawn from a uniform dis-
tribution between 0 and 2π. Note that a finite number,
N , of harmonic trap states is used in this construction; in
order to safely neglect higher-energy trap states, we check
numerically that the Boltzmann weight has decayed to a
sufficiently small value.

In the numerics, we then sequentially generate N ′ such
random phase states, each with a different set of random
phases. Each state is then time-evolved and the resultant
densities are averaged together. By averaging over ran-
dom phase factors, we destroy the phase coherence of the
state; omitting this step would correspond to selecting a
particular (and likely unphysical) coherent superposition
of trap states. To further illustrate the importance of the
random-phase averaging, we show how this can repro-
duce the expected density for a thermal cloud at t = 0.
The latter can be found from the system’s density matrix
ρ̂ =

∑
i pi |φi〉 〈φi| , as:

ρ(r) = 〈r| ρ̂ |r〉 =
∑

i

pi|φi(r)|2, (S3)
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FIG. S2. Example unprocessed data from the numerical simulations corresponding to Fig. 1(b) and 3(a) and (b) in the main
text. (a): synthetic dimension COM as a function of time for ϕ = 0, showing the Bloch oscillation and micromotion. (b): real
space COM, also showing micromotion under the Bloch oscillation envelope (blue), together with the root-mean-square average
over a pair of initial driving phases 0 and π/2 (red). (c): real space cloud width (blue) and its micromotion average (red),
which is approximately constant in time to one decimal place. The phase-averages are used in Section V to verify the result
derived there. We use the parameters: V0 = 4.16 nK, ωx = 166.5× 2π Hz,∆ = 9.84× 2π Hz, ωy = 10× 2π Hz, T = 20 nK, as
in Fig. 1, 2, 3 and 4 in the main text.

where φi(r) = 〈r|φi〉 [S3]. We can also calculate the
density of the random phase state as:

ρθ(r) = 〈ψθ|r〉 〈r|ψθ〉
=
∑

ij

√
pipj exp (i(θi − θj)) 〈φj |r〉 〈r|φi〉. (S4)

which, as can be seen, involves a double sum over the har-
monic trap states. However, averaging over the random
phases gives:

ρ(r) =
1

(2π)N ′

∫ 2π

0

N ′∏

i=1

dθiρθ(r) =
∑

i

pi|φ(r)|2, (S5)

as desired, where we used the identity:

∫ 2π

0

exp (i(θi − θj))dθi = 2πδij . (S6)

The random phase state therefore reproduces the density
for a thermal cloud at t = 0 under suitable averaging.

We can also demonstrate the effects of phase-averaging
numerically as shown in Figure S1, where this technique
is applied to a 1D harmonic trap for (a) only five random
phase states and (b) for 100 random phase states. In
both cases, the blue curve is the density calculated via
the above method and the orange curve is the expected
thermal cloud density calculated explicitly as:

ρ(x) = Ae−
x2

2σ2 , (S7)

where A is a normalisation constant and σ = kBT/mω
2
x

is the cloud width, controlled by the trap frequency and
temperature [S3]. For large enough numbers of random
phases states included in the average (Fig. S1(b)), we see

good agreement with the expected thermal cloud density.
Note that in so doing, we have assumed that our cloud
is non-interacting, because if interactions are present, we
can no longer use a Boltzmann-weighted superposition
over single-particle trap states. Throughout this work,
we use 50 random phase states in our numerics.

II. DETAILS OF DATA ANALYSIS

Here we describe the data analysis steps carried out on
the simulated cloud density (Section I) in order to extract
the Bloch oscillation frequency and amplitude, which we
have then compared to experiment and analytical results
in the main text.

Firstly, the cloud center-of-mass (COM) and width are
calculated from the real space cloud density ρ(x, y, t),
found using the method in Section I. An example is shown
in Fig. S2, where we see oscillations in both the syn-
thetic and real space COM ((a) and (b) respectively), in-
cluding high-frequency micromotion, as discussed in the
main text. Note that the λ-space COM is calculated as
λcom =

∑
λ λρ(λ, t), where ρ(λ, t) is the probability den-

sity with respect to the synthetic dimension, calculated
numerically as in Section I, with the y-dependence inte-
grated out. We also see that, although the cloud does
visit higher harmonic oscillator states, the cloud width
(panel (c)) is approximately constant in time. We use
this observation in Section V to simplify our analysis.
Throughout this section, we use the typical experimen-
tal parameters: V0 = 4.16 nK, ωx = 166.5 × 2π Hz,∆ =
9.84×2π Hz, ωy = 10×2π Hz, T = 20 nK and the initial
driving phase ϕ = 0 for any data including micromotion
and ϕ = 0 and π/2 for any data where micromotion has
been averaged out, as discussed further below. These
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FIG. S3. The effect on the synthetic space dynamics of dif-
ferent signs of the detuning for the two initial driving phases
used for all the numerics. For ϕ = 0 (blue and yellow), we
see a small difference in oscillation amplitude of around 1 syn-
thetic lattice site for different signs of ∆, whereas for ϕ = π/2
(red and purple) the amplitudes are unchanged. We use the
same parameters as Fig. S2, but with |∆| = 5× 2π Hz.

are the same parameters as in Fig. 1, 2, 3 and 4 in the
main text. As an aside, we mention the effect of differ-
ent signs of detuning (i.e. different signs of the effective
force) on the dynamics in synthetic space. In Fig. S3, we
plot the synthetic space dynamics for both ϕ = 0 (blue
and yellow) and π/2 (red and purple) for opposite de-
tuning signs. We see that, for ϕ = 0, there is a small
amplitude difference of around 1 synthetic lattice site,
whereas for ϕ = π/2 the two amplitudes are the same.
This means that we expect our oscillation amplitudes to
be similar regardless of the sign of ∆, as we find in our
results in the main text. Note that the presence of a hard
wall boundary at λ = 0 makes this different to the ex-
pected result for a wavepacket prepared in the synthetic
dimension bulk. In that case, we expect the wavepacket
to move in opposite directions for opposite signs of ∆.

Secondly, we need to take into account the time-of-
flight expansion (TOF) carried out in the experiment, as
this is not included in the numerical method described
in Section I. If this is not accounted for, then the experi-
mental COM oscillations will be significantly larger than
in the simulation. To correct for this in the numerics, we
use the simulated momentum distribution to calculate
the COM momentum in real space, pcom, and hence find
the semiclassical cloud COM velocity vcom = pcom/m at
each time-step, such that we can correct the COM posi-
tion from the numerics as:

x̃com = xcom + vcomttof, (S8)

where ttof is the TOF expansion time, corresponding to
5ms in this experiment. This method applied to our ex-
ample oscillation (Fig. S2) is shown in Fig. S4(a). We
see the same qualitative form as Fig. S2(b), but with
an amplitude around five times larger. Thirdly, as dis-

FIG. S4. Steps in the analysis of simulated real space COM
data. (a): example real space COM with an applied TOF
correction and ϕ = 0, showing a larger-magnitude oscillation
(blue), together with its RMS average over driving phases
(red), with ϕ = 0, π/2. The RMS-averaged curve shows a
smaller amplitude than the full oscillation. (b): fit of Eq. S10
(red) to the TOF-corrected, RMS-averaged example oscilla-
tion (blue), showing that our fitting function captures the
dynamics well. The error bars on the reported fitted ampli-
tude and frequency are those provided by the least-squares
fit. These results use identical parameters to Fig. S2, and to
Fig. 1(c) and 3 in the main text.

cussed above and in the main text, we need to remove
the micromotion before we can extract the amplitude and
frequency of the Bloch oscillation. Experimentally, this
is done by repeating the experiment for multiple different
starting phases ϕ of the driving potential, as discussed in
Appendix B. The micromotion is approximately removed
by taking the root-mean-square (RMS) average over the
M chosen driving phases:

〈x̃com〉 =

√√√√ 1

M

M∑

i=1

(x̃
(i)
com)2, (S9)
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FIG. S5. Example of the conversion formula (Eq. S21, red)
applied to the same numerical simulation as Fig. S2 (blue),
showing agreement up to a small offset. The formula is ap-
plied using the RMS time-averaged data in Fig. S2(b) and
(c).

where x̃
(i)
com is the COM for the i-th initial driving phase.

Physically, the choice of ϕ controls the phase of the mi-
cromotion oscillations. This approach is applied directly
to the experimental data, as well as to the simulated data
after the TOF correction.

If the driving phases are chosen randomly or if the mi-
cromotion is very complicated, then we expect to take the
large M limit in Eq. S9 and average over many experi-
mental or numerical runs. However, if the micromotion
were described by a perfectly sinusoidal function, such as
e.g. f(t) = sinωDt, then we would in fact only need to
average over any two values of ϕ that are separated by
(2k + 1)π/2, with k = 0, 1, 2..., using the property that
(f(t))2 + (f(t+ (2k + 1)π/2))2 = 1.

In practice, our numerical simulations (Fig. S4(a)
and S2) suggest that the micromotion is close to being
sinusoidal and so we try averaging over only one pair of
phases related by (2k + 1)π/2. Indeed, Fig. S4(a) shows
an example of this RMS-averaged oscillation (red curve)
over two phases (ϕ = 0, π/2), together with the ϕ = 0
un-averaged data (blue curve). As can be seen, averag-
ing over only two runs is already sufficient to remove the
majority of the micromotion, with a small residual that
could be removed by using more pairs of phases. How-
ever, the amplitude of the averaged curve is smaller than
the un-averaged result, and we will return to this point
later when discussing corrections to the analytical results
in Section V. Finally, to extract the oscillation amplitude
and frequency, we fit the function:

x(t) = A
√

1− e−gt cos(2πft+ φ), (S10)

to the real space COM in both simulation and experi-
ment, as introduced in the main text. This functional
form is motivated by the analytical results; if we convert
the expected oscillation in synthetic space (Eq. 4 in the

main text) to real space (using Eq. 6 in the main text
which is derived in Section III below), we obtain:

xcom =

√
λ0

com − σ2
x +

1

2
+

2J

~∆
(1− cos(∆t)). (S11)

Since, in our numerics, xcom(t = 0) = 0, we have
λ0

com−σ2
x+1/2 = 0, where we assume that σx is constant

in time as justified previously. This then suggests the
functional form of the above fitting function (Eq. S10).
By hand, we then add in the exponential damping factor,
to capture wavepacket splitting effects (see below) and
other sources of damping in experiment (e.g. heating),
as well as the phase φ to account for random variation
in the position of the cloud after state preparation in the
experiment. (Note that for the numerics we have defined
x(t = 0) = 0, and so we set φ = 0 to reduce the number
of fitting parameters.) Figure S4(b) shows an example fit
(red curve) using Eq. S10 applied to our numerical data
(blue curve) from Fig. S4(a). The error bars on the fit
parameters are from the least-squares fit. The fitted am-
plitude A and frequency f are plotted in the main text
for varying detuning and shaking power.

III. MAPPING FROM THE SYNTHETIC
DIMENSION TO REAL SPACE

Analytical results for our synthetic dimension scheme
are expressed in terms of the synthetic dimension λ, but
the experiment naturally probes real space x. We there-
fore now derive a formula linking these, which is given as
Eq. 6 in the Main Text, and which is used to justify the
fitting function as discussed above, and to process the an-
alytical results in Section V. Our aim is to link the COM
of a state |ψ〉 with respect to the synthetic dimension,
λcom, to the COM and width of the state in real space,
xcom and σx respectively. To start, we will expand our
state in the harmonic-trap basis as:

|ψ〉 =
∑

λ

cλ |λ〉 , (S12)

where cλ are complex coefficients with
∑
λ |cλ|2 = 1. In

terms of the COM variables, it is straightforward to show
that

λcom = |α|2, α ≡ xcom + ipcom√
2

, (S13)

where:

xcom = 〈ψ| x̂ |ψ〉 , (S14)

pcom = 〈ψ| p̂ |ψ〉 , (S15)

are the COM in real and momentum space respectively.
Here, xcom is measured in units of

√
~/mωx, and pcom in

units of
√
~mωx. We can also write

σ2
x = 〈ψ| x̂2 |ψ〉 − x2

com, (S16)
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which follows from the usual expression for the variance
of a random variable. Now writing x̂ = 1√

2
(â+â†), where

â† and â are the usual harmonic oscillator raising and
lowering operators, and substituting into Eq. S16, yields:

σ2
x = 〈ψ|

(
â†â+

1

2

)
|ψ〉+1

2
(〈ψ| â2 |ψ〉+〈ψ| â†2 |ψ〉)−x2

com,

(S17)
where we have used the commutator [â, â†] = 1. Now
inserting our expansion of |ψ〉 (Eq. S12) produces:

σ2
x = λcom +

1

2
+

1

2
(S + S∗)− x2

com, (S18)

where we identified λcom =
∑
λ |cλ|2λ and where:

S =

∞∑

λ=0

c∗λcλ+2

√
(λ+ 1)(λ+ 2). (S19)

Finally, re-arranging for λcom gives:

λcom = x2
com + σ2

x −
1

2
− 1

2
(S + S∗). (S20)

To gain some intuition for the S terms, consider the limit
of preparing the system in a particular eigenstate of the
harmonic trap |λ0〉, so cλ = δλ,λ0

. This makes S = 0,
and we have:

λcom = x2
com + σ2

x −
1

2
. (S21)

If, instead, the state is a semiclassical Gaussian
wavepacket with cλ ∼ exp(−(λ− λ0)2/2σ2

λ), we expect
Eq. S21 to hold approximately when σλ is sufficiently
small. Figure S5 shows an example of this result (red
curve) compared against the COM calculated directly
from a numerical simulation (blue curve), with agreement
up to a small offset. The numerical curve displays small
micromotion oscillations as expected, as does the curve
calculated from our formula. The formula shows these
oscillations because using only a single pair of phases
during micromotion averaging does not perfectly remove
the micromotion, as discussed in Section II. Note also
that the example data and parameters used in this sec-
tion are the same as the previous one, although the level
of agreement is similar in all cases studied. This result
demonstrates that the derived conversion formula still
holds in the case of the thermal cloud. We can repeat
the above calculation but working in terms of momentum
rather than position to find:

λcom = p2
com + σ2

p −
1

2
, (S22)

where σp is the width of the state in momentum space,
and the momenta are measured in units of

√
~mωx. An

example of this formula applied to the oscillation in
Fig. S5 is shown in Fig. S6, showing similar agreement
to the real space result.

FIG. S6. The momentum space conversion formula (Eq. S22)
applied to the same oscillation as Fig. S5. The result of ap-
plying Eq. S22 to the RMS phase-averaged momentum COM
and width (blue) is compared to the synthetic space COM
calculated numerically (red) and we see agreement up to a
small offset.

IV. EFFECTIVE TIME-INDEPENDENT
HAMILTONIAN DESCRIPTION

In this section, we show how we arrive at the effective
time-independent Hamiltonian shown in the main text:

Ĥ = ~∆
∑

λ

λ |λ〉 〈λ|+ J
∑

λ

[
ieiϕ |λ+ 1〉 〈λ|+ h.c

]

(S23)
starting from the full time-dependent Hamiltonian (Eq.
2 in the main text). Note that this effective Hamiltonian
is different to that of [S4] in the sense that we can assume
that our nearest-neighbour hoppings are constant in λ,
whereas those of [S4] scale as

√
λ; this is due to the choice

of driving potential. As the Hamiltonian is periodic in
time, we can use Floquet theory to define the Floquet
Hamiltonian, ĤF , according to:

ĤF =
i~
TD

log(Û(TD; 0)) (S24)

where Û(TD; 0) is the time-evolution operator over a full
period of the driving, TD = 2π/ωD, where ωD is the
driving frequency [S5]. This Hamiltonian can be calcu-
lated numerically by splitting the time-evolution opera-
tor (Eq. S24) into sufficiently many small timesteps dt.
For simplicity, we have neglected terms in the Hamilto-
nian that depend on the y - direction to work with a 1D
Hamiltonian in the λ - basis.

We first investigate the matrix elements of Eq. S24 for
the low-V0 case (V0 = 4.16 nK), as considered in Fig.
1, 2, 3 and 4 in the main text. The Floquet Hamilto-
nian matrix elements are plotted in Fig. S7 for several
detunings and for parameters listed in the caption. More
precisely, we plot the real (top row) and imaginary (mid-

dle row) parts of the first five diagonals of ĤF , as well as
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FIG. S7. Numerically-calculated matrix elements of the Floquet Hamiltonian (Eq. S24) for ωx = 2π × 166.5 Hz, V0 = 4.16 nK
and ϕ = 0, for ∆ = 2π × 0,−2, 2 and 7 Hz in columns (a), (b), (c) and (d) respectively. These parameters correspond to the
low-power data shown in Fig. 1, 2, 3 and 4 in the main text. The top row shows the real part of the first five diagonals,
the middle row shows the imaginary part, and the final row shows a heat map of |ĤF |. The on-site terms are in blue, the

NN hoppings in red and longer-range hoppings in other colours. We see that we can approximate ĤF by a nearest-neighbour
tight-binding model where ∆ plays the role of a force along the synthetic dimension. The onset of instability regions (IR),
marked by the black dotted lines, show long-range hoppings for some λ and are a numerical artifact and are not physical.

|ĤF | as a heat map to show the longer-range structure of
the Hamiltonian (bottom row). For all figures in this sec-
tion, the on-site terms are in blue, the nearest-neighbour
(NN) hoppings are in red, and longer-range hoppings in
other colours. For this low-power figure, we have applied
a constant offset to the time-dependent Hamiltonian to
ensure that the on-site matrix elements are zero for λ = 0.
This shifts the location of the instability regions (see be-
low) and allows the behaviour for ∆ < 0 to be seen more
clearly.

As can be seen, for many values of λ, the Hamiltonian
can be approximated by the form used in the main text.
Firstly, the detuning induces a tilt on the on-site matrix
elements (blue curve) ∼ ∆λ, which allows us to interpret
this detuning as a constant force along the synthetic di-
mension (see e.g. Fig. S7 columns (b), (c) between λ ≈ 0
and λ ≈ 20). Note that we verified that the slope of
the on-site terms is equal to the detuning by fitting a
straight line to these plots. Secondly, across the same re-
gions, we also find nearly-flat NN hoppings (red curve),
such that the NN hopping energy J can be calculated
by taking the average of the NN matrix elements up to
the onset of the instability region (see below). This hop-
ping energy does not vary significantly as a function of

detuning, and we find the value J/~ = 106 ± 8Hz for
V0 = 4.16nK. To calculate this error bar on J , we add
the standard deviations of the NN hoppings for each of
the N∆ detunings in quadrature to obtain σ, and then
use the error bar σ/

√
N∆. Thirdly, we also see that we

have a small long-range hopping (purple curve) which we
neglect. Note that all the matrix elements show small os-
cillations with respect to λ, which may act as a potential
minimum around λ = 0 and be the cause of the cloud
splitting effects discussed in the main text and below.
This is discussed further in Section VI. Finally, we see the
“odd” diagonals of the Hamiltonian (nearest-neighbour,
NNNN, etc.) are purely imaginary and the others are
purely real, which is caused by the initial driving phase
ϕ playing the role of a Peierls phase in the effective model.

For non-zero detuning in Fig. S7, there also appear to
be regions of λ where we no longer have linear on-site
terms and flat NN hoppings, but instead have significant
long-range hoppings (e.g. between λ ≈ 20 and λ ≈ 60 in
column (b)). However, these are an artifact of our nu-
merics and should not be physical. These regions arise
because the Floquet Hamiltonian is not unique, but de-
pends on the branch of the matrix logarithm (Eq. S24).
In the numerics, the principal branch is always taken,
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FIG. S8. Floquet Hamiltonian matrix elements for a higher
shaking power than Fig. S7. We have ωx = 2π × 142.1 Hz,
V0 = 11.96 nK and ϕ = 0, and ∆ = 2π × 0 and −2 Hz in
columns (a) and (b) respectively. These parameters corre-
spond to the high-power data shown in Fig. 3(a) in the main
text. Unlike the low-power case, we find significant long-range
hoppings for all λ, and that a detuning does not simply induce
a slope on the on-site terms. This is not a numerical artifact,
but a result of the failure of the rotating-wave approxima-
tion, and precludes building a simple effective Hamiltonian.
We use the same layout and colour schemes as Fig. S7.

meaning that the Floquet Hamiltonian is constructed to
have eigenvalues that only lie between −π/TD and π/TD.
This leads to the apparent“wrapping around” of onsite
terms and an associated variation in off-diagonal terms
when the on-site shift due to the detuning becomes large.
This can be seen by noting that for larger detuning (col-
umn (d)), the apparent breakdown happens earlier and
more frequently, and between these regions, the matrix
elements look regular and well-behaved. We have also
checked our interpretation numerically by adding a con-
stant offset to the time-dependent Hamiltonian Ĥ(t) that
changes the size and location of the apparent breakdown
regions while leaving the on-site slope and NN hoppings
otherwise unchanged. Finally, we also do not observe any
qualitative change in behaviour of our numerical simula-
tions (Section I) when the cloud moves in the instability
regions, further confirming that these are not a physical
effect.

It is important to distinguish between the above nu-

merical artifact and a genuine breakdown of the effective
Hamiltonian employed in the low-V0 case, caused by the
failure of the rotating-wave approximation. This is ap-
parent e.g. in Fig. S7 (a) above λ ≈ 55, where we observe
that the matrix elements begin to deviate from their pre-
vious values.

For larger values of V0 (such as considered in Fig. 2 in
the main text), we also observe numerically that the ma-
trix elements become less uniform and more long-ranged.
This is shown in Figure S8, where we plot the Floquet
Hamiltonian matrix elements for V0 = 11.96 nK for two
detunings, with parameters as listed in the figure cap-
tion. As can be seen, in this case, we find significant
long-range hoppings for all λ, and a non-zero detuning
does not simply add a slope to the on-site terms. This
therefore precludes building a simple analytical model for
this behaviour, although we still find that our numerical
simulations agree well with experimental results, as in
Fig. 3 in the main text.

V. DETAILS OF ANALYTICAL RESULTS

Here we describe in detail how the analytical results
for Bloch oscillations in both real and synthetic space
are obtained, including corrections to make them com-
parable to numerical and experimental data, as plotted
and discussed in the main text.

As stated in the main text, we expect the cloud COM
to oscillate with respect to the synthetic dimension as:

λcom(t) = λ0
com +

2J

~∆
(1− cos(∆t)). (S25)

We therefore expect an oscillation frequency of ∆/2π and
a maximum λ of λmax = λ0

com +4J/~∆. We can then use
our result connecting the real and synthetic dimension,
Eq. S21, to calculate the maximum displacement of the
cloud from x = 0. This gives:

xmax =

√
λmax − σ2

x +
1

2
, (S26)

as discussed in the main text, and where we measure xmax

and σx in units of
√

~/mωx. We can analytically calcu-

late the width for a thermal cloud σx =
√
kBT/mω2

x [S3],
and approximate the cloud width as constant in time, as
justified in Section II.

We now take into account cloud splitting, as described
in the main text. Note that we discuss methods to reduce
this effect in Section VI. The COM with respect to the
synthetic dimension is calculated as:

λcom(t) =
∑

λ

λρ(λ, t), (S27)

where ρ(λ, t) is the synthetic space density, calculated nu-
merically as in Section I, where we have integrated out
the y-dependence. The presence of a split wavepacket
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FIG. S9. Cloud-splitting corrected analytical synthetic space
amplitude (red) compared to the maximum λcom obtained nu-
merically (blue). We see good agreement, up to a constant
offset of around two synthetic lattice sites. Error bars on
analytical results are calculated by propagating errors on nu-
merical parameters. Lines are a guide to the eye. Here, we
use parameters for the low-power data, as in, for example,
Fig. S4.

component skews this average downward, and the ana-
lytical result (Eq. S25) therefore overestimates numerical
and experimental amplitudes.

To correct for this, we define a cutoff in λ, λc, that
cleanly separates the two wavepacket components near
the peak of the oscillation. In particular, we choose λc =
2J/~∆, because this is about half of the maximum λ
coordinate at the oscillation peak (Eq. S25). Near the
oscillation peak, we can then write:

λcom = (1− r)λ<com + rλ>com, (S28)

r =
∑

λ>λc

ρ(λ), (S29)

where λ<com (λ>com) is the centre of mass of the lower
(upper) wavepacket respectively, and r is the amount
of wavepacket above the cutoff. We can calculate r
numerically and find that it is approximately constant
with respect to the detuning, with an average value of
r = 0.52 ± 0.03, where the error bar is the standard de-
viation of the r values over the detunings. This value
is for the low-power data, with V0 = 4.16 nK, ωx =
166.5 × 2π Hz, ωy = 10 × 2π Hz and T = 20 nK. To
make our analytical result for λmax comparable to the
numerics and experiment, we hence correct it as:

λmax = λ0
com + r

4J

~∆
. (S30)

This result is plotted in Fig. S9 (red) and compared
against the maximum λcom in the numerics (blue). We
see good agreement, up to a roughly constant offset of
around two synthetic lattice sites. We can also use this

FIG. S10. Bloch oscillation amplitude for variable detuning
as in Fig. 2(b) in the main text. The experimental ampli-
tude fit parameter (orange) is compared to the fit parame-
ter for the numerics (blue) and the analytical result (green),
where the TOF correction in the analytics is analytically es-
timated (Eq. S33). We see that this TOF correction also
produces good agreement between the anayltics, experiment
and numerics, although it overestimates the size of TOF ef-
fects. Three experimental datapoints (black) are have their
driving frequency above the trap frequency, whereas all others
are below. Here we have: ωx = 2π× 166.5 Hz, V0 = 4.16 nK,
T = 20 nK, ωy = 2π × 10 Hz and ϕ = 0, π/2.

corrected expression for λmax in our real space result
(Eq. S26) to get:

xmax =

√
λ0

com + r
4J

~∆
− σ2

x +
1

2
. (S31)

We now need to apply three further corrections to this
real space result in order to compare to the experimental
and numerical results including TOF.

Firstly, we need to estimate the effect of TOF expan-
sion. To do this, we numerically calculate the ratio of
the maximum of the real space oscillation including TOF
(Section II) to the maximum of the oscillation without.
We find that this is approximately independent of de-
tuning, and has a value of αtof = 5.25 ± 0.08, where the
error bar is the standard deviation of the αtof values over
the detunings. As for r above, this is calculated for the
low-power data. We then correct our real space result as:

xmax → αtofxmax. (S32)

Alternatively, we can consider correcting our result an-
alytically by calculating the COM velocity vcom at the
oscillation peak. To do this, we can use the momentum
space version of the λ formula (Eq. S22) to calculate pcom

at the oscillation peak, including the wavepacket splitting
correction, and then calculating vcom = pcom/m, to yield:

vcom =

√
~

mωx

1

m

√
λ0

com + r
4J

~∆
+

1

2
− σ2

p, (S33)
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where σp is calculated from the numerics and assumed
constant in time, and we measure σp in units of

√
~mωx.

We can then apply this time-of-flight correction to xmax:

xmax → xmax + vcomttof. (S34)

The effect of doing this, together with the two correc-
tions described below, is shown in Fig. S10 (green curve),
where the blue curve is the amplitude fit parameter for
the numerical simulations, and the orange points are the
fit parameter for the experimental data, as discussed in
Section II and the main text, and where we use the same
low-power parameters as Fig. 1, 2, 3 and 4 in the main
text. We see that the level of agreement between these
analytics and the numerics and experiment is compara-
ble to the method using a numerical TOF correction,
although this method clearly overestimates the effect of
TOF.

Next, we correct for the effect of RMS averaging. As
described in Section II, the RMS average over initial
driving phases to remove micromotion slightly underes-
timates the true size of the oscillation (Fig. S4(a)). If we
model the dynamics of the COM as a beat:

xcom(t) = A sin(ωDt) sin

(
ωBt

2

)
, (S35)

where ωB is the slow Bloch oscillation frequency, we can
then RMS-average out the micromotion using two initial
driving phases of 0 and π/2:

〈xcom〉2 =
1

2
((A sin(ωDt) sin (ωBt/2))2+

(A sin(ωDt+ π/2) sin (ωBt/2))2). (S36)

Here, we have shifted the micromotion part of the beat
by π/2. Simplifying gives 〈xcom〉2 = A2 sin(ωBt/2)2/2.
We can then calculate a scale factor between the averaged
and un-averaged results, αrms ≡ 〈xcom〉max/A = 1/

√
2.

We then apply the correction:

xcom → αrmsxcom. (S37)

Note that we can calculate a scale factor based on an
infinite number of driving phases by doing the RMS time-
average, and we find the same result. As discussed in
Section II, our numerical results can be well-described
by such a sinusoidal beat, so this approach works well
for our data.

Our final correction is due to the fitting function used
(Eq. S10). Neglecting damping, our fitting function will

have a maximum value of xmax =
√

2A, and we analyti-
cally calculate xmax. We therefore correct our analytical
result so far as:

xmax →
1√
2
xmax, (S38)

so that we can compare directly to the fit parameters
obtained from the numerics and experiment. Our final

FIG. S11. (a) Column density distribution integrated along
the y direction of our atomic samples after 5 ms of time of
flight. The shaded areas correspond to the average of 30 ex-
perimental runs where we vary the shaking phase. The solid
lines are examples of density distributions that are obtained
with fixed phase. The number of atoms is ' 15 × 104. (b)
and (c) are the column densities averaged over 30 runs with
different phases in the shaking potential that we observe after
5 ms of time of flight and with 20 and 40 ms of shaking time
respectively.

analytical result for xmax, as shown in the main text, is
then:

xmax =
1√
2
αrmsαtof

(√
~

mωx

(
λ0

com + r
4J

~∆
+

1

2

)
− σ2

x

)
,

(S39)
where we have restored SI units. Finally, note that these
same analytical results are used for the variable-power
data in Fig. 3(b) in the main text, where the numeri-
cal parameters αtof, J and r were re-calculated for this
dataset.

VI. CREATION OF HIGHLY-EXCITED STATES

Bloch oscillations along the synthetic dimension offer a
way to controllably populate highly-excited atomic trap
states. Indeed, by stopping the shaking at a certain given
time it is possible to ‘freeze’ the dynamics. If this is
done when the Bloch oscillation is exploring high λ states,
the resulting state will have a considerable admixture of
highly-excited harmonic trap states. In Fig. S11 we show
an example of states obtained after a 5ms TOF expan-
sion with such a technique with ∆/2π ' 17 Hz, V0 ' 1.2
nK and stopping the Bloch evolution when the oscilla-
tion has reached the peak (40 ms) and half way (20 ms).
By averaging over several different phases of the shaking
potential, we can reconstruct the whole set of states that
can be obtained for a given Bloch evolution time, this is
shown as shaded areas in Fig. S11 (a) and the column
density profiles in Fig. S11 (b) and (c). We observe that
the resulting density profiles acquire the characteristic
double-lobe structure typical of highly-excited harmonic
trap states. Additionally, as the Bloch dynamics evolve,



10

FIG. S12. (a): Time evolution of the integrated synthetic space density for a thermal cloud under our usual driving potential
using typical parameters, for a detuning of ∆ = 5× 2π Hz. We see significant cloud splitting and a relatively wide oscillating
component. We use identical parameters to our low-power data elsewhere in this work, with ϕ = 0. (b): The result in (a) but
with increased trapping frequency and decreased temperature, showing that the oscillating part of the cloud becomes much
narrower in synthetic space. Note the different colour scale to (a). We use the same parameters as (a) but with T = 5 nK
and ωx = 2π × 500 Hz. (c): Time evolution of the integrated synthetic space density of a thermal cloud for a modified driving
potential, showing that the entire cloud moves, with no split component. Note that the linear driving potential together with
parameters as in (a) produces a wide oscillating cloud, so we also increase the trapping frequency and decrease the temperature

here to compensate for this. We use: κxqho = 1 nK, with xqho =
√

~/mωx, ωx = 500× 2π Hz, ∆ = 5× 2π Hz, T = 10 nK and
ωy = 10× 2π Hz. The insets of each panel shows the corresponding λ COM as a function of time. Note that the results for (a)
and (b) are not rescaled to take into account cloud splitting.

we observe that the distance between the two lobes in-
creases, as expected when populating increasingly higher
states. Notably, by controlling the phase of the shaking
potential, it is possible to accurately control the shape
and position of the final state. This is shown in Fig. S11
(a), where the two solid lines correspond to averages over
several runs with the same phase both for the 20 and 40
ms cases.

We have additionally measured the lifetime of the
states created by measuring the number of atoms as a
function of time after the Bloch evolution is stopped.
We then performed an exponential decay fit, whose de-
cay time sets the lifetime of the state. Concerning the
states shown in Fig. S11 in particular, we have measured
that the lifetime for the states produced after 20 ms of
shaking potential is '1 s, while for those produced af-
ter 40 ms is '600 ms. Therefore the lifetime of these
highly-excited states is sufficiently long to allow one to
practically use them. As an example, they would provide
a good overlap with a double-well potential enabling new
possibilities for trapped atom interferometry [S6].

The fidelity of the excited states could be further im-
proved by decreasing the proportion of the cloud that
remains in the low-lying λ states, and by decreasing the
width with respect to λ of the portion that does oscil-
late. One approach to achieving this is by a combination
of using a stronger trap (i.e. increasing ωx) and/or a
lower temperature, both of which reduce the width of
the initial Maxwell-Boltzmann distribution. Fig. S12(a)
and (b) show the synthetic space density profile, with y-
dependence integrated out, for a numerical simulation of

a thermal cloud with (a) the typical parameters used else-
where in our work, and (b) a larger trapping frequency
and lower temperature, over a single Bloch oscillation pe-
riod. As can be seen, in panel (b) the part of the cloud
that oscillates is narrower with respect to λ than with
our more typical parameters in panel (a). Note that, for
a small enough temperature, a significant initial conden-
sate fraction may also affect the dynamics. However, we
have verified numerically that an initial state with the
whole cloud in the λ = 0 state (i.e. a non-interacting
BEC) still undergoes Bloch oscillations under the driv-
ing potential.

We also note that the width of the oscillating part of
the cloud also depends upon the detuning. In Fig. S13,
for the low-power parameters used in the Main Text and
a detuning of ∆/2π = 2Hz (panel (a)) and ∆/2π = 5Hz
(panel (b)), the density with respect to λ is shown close
to the peak of the oscillation. The oscillating part of the
cloud can be seen to have a full-width at half-maximum
(FWHM) of around 8 states in (a). This width depends
upon the detuning, with larger detunings yielding smaller
widths. For example, in panel (b), the FWHM is around
5 states. Note that these methods to reduce the width
of the cloud with respect to λ could be extended towards
single-site resolution.

Another strategy for improving the fidelity is to opti-
mize the driving potential. As an example, Fig. S12(c)
shows the effect of a different driving potential, V (x, t) =
κx cos(ωDt), upon a lower-temperature thermal cloud
(T = 10 nK), as calculated numerically using the tech-
nique described in Section I. Note that this driving po-
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FIG. S13. Cloud density with respect to λ for the low power
parameters used in the Main Text and a detuning of ∆/2π =
2Hz (panel (a)) and ∆/2π = 5Hz (panel (b)). The density is
extracted from close to the peak of the oscillation. We clearly
see the oscillating part of the cloud, which has a full-width at
half-maximum of around 8 states in (a) and around 5 states
in (b).

tential is the same as that of [S4] (see Eq. 2 therein). As
can be seen, the entire cloud undergoes the Bloch oscil-
lation, with no split component. This difference is likely
because for the experimental driving potential (Eq. 1
in the Main Text), there are oscillations in the Floquet
Hamiltonian matrix elements (e.g. Fig. S7) at low λ,
which include, for example, an effective potential mini-
mum at λ = 0 which may trap some atoms, leading to
the cloud splitting. For the linear driving potential, on
the other hand, the Floquet Hamiltonian does not ex-
hibit such oscillations, although there is then a strong
λ-dependence in the hopping elements [S4]. Going fur-
ther, quantum control approaches could be used to fur-
ther numerically optimize the driving potential, in order
to improve the fidelity of desired state preparation. Fi-
nally, another possible strategy for improving the fidelity
of excited states would be to employ a two-step protocol.
Firstly, the cloud could be placed into an excited trap
state without using the driving potential [S7]. Secondly,
the driving potential could be activated, causing Bloch
oscillations in the synthetic dimension bulk.
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CHAPTER 3. ARTIFICIAL GAUGE FIELDS IN THE T-Z MAPPING FOR
OPTICAL PULSES: SPATIO-TEMPORAL WAVEPACKET CONTROL AND
QUANTUM HALL PHYSICS

Chapter 3 consists of a manuscript demonstrating a novel way to engineer quantum

Hall physics for photons in arrays of coupled optical waveguides, and the implications of

this physics for optics. The paper contains some introductory material, but before pre-

senting the work itself we provide a more detailed introduction in addition. In particular,

we review the idea of coupled waveguide arrays for quantum simulation, indicating the

key physical ideas and discussing the history of the platform. The manuscript itself then

follows.

With reference to the author list on the manuscript, I carried out theoretical work

under the guidance of H.M.P., I.C., S.M. and M.C.R. The project was conceived and

designed by H.M.P., I.C. and M.C.R. C.O. drafted the manuscript, which was then revised

by all authors.

3.1 Waveguide Arrays for Quantum Simulation

Figure 3.1: (a): Schematic and (b): image of an array of laser-written optical waveguides
in a honeycomb lattice arrangement. The light propagates mostly in the z-direction, along
the length of the waveguides in (a). Adapted from [13].

1D and 2D arrays of optical waveguides have been used as a platform to realise a variety

of physical phenomena for many years. In this section, we review the typical theoretical

and experimental approach that is often used, and give an overview of the range of

46



3.1. WAVEGUIDE ARRAYS FOR QUANTUM SIMULATION

physical phemonena that have been explored. We then build on this work in the paper.

References [13, 90] give an overview of the essential physics of this platform, with the

latter having a particular emphasis on the topological physics that can be realised.

Fig. 3.1 shows a typical waveguide array system: a femtosecond laser is translated

along the length of some optical medium, forming regions of increased material density and

hence an increased refractive index (i.e. a dielectric waveguide). This is done repeatedly

to form either a 1D or 2D lattice of some chosen geometry. The waveguides are not

independent, but weakly coupled to each other. The mechanism for this coupling is

evanescence; the waveguides do not perfectly confine light, but allow some leakage into the

background optical medium. If two waveguides are sufficiently close, these evanescent tails

overlap, and allow some transfer of light between waveguides. At this point, the intuitive

connection to quantum simulation is clear. We can think of each waveguide as an artificial

atom, with the discrete modes of each waveguide being analogous to atomic orbitals. The

‘atoms’ are then assembled into a lattice via the above laser writing procedure. The

inter-waveguide evanescent coupling then plays the role of the overlap of atomic orbitals,

leading to an analogy with the usual tight-binding picture of solid state physics. Moreover,

as we discuss shortly, the paraxial propagation of light along the length of the waveguides

is directly analogous to time evolution in quantum mechanics. Overall, we therefore see

that the diffraction of light through a lattice of optical waveguides naturally simulates the

time evolution of a 1D or 2D quantum lattice model.

More formally, the propagation of monochromatic light of frequency ω in a waveguide

with refractive index n(r) is described by the Helmholtz equation [13, 91]:

(
∇2 +

ω2

c20
n(r)2

)
E(r) = 0, (3.1)

where E(r) is the electric field and c0 is the speed of light in vacuum. If we now assume

that the propagation is paraxial, meaning that it travels mostly along, say, the z-direction,
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we can decompose the electric field as:

E(r) = a(r)eiβz, (3.2)

where we assume that the envelope a(r) depends only weakly on z, and where β is the

propagation constant. Substituting this into the Helmholtz equation and neglecting a

term ∼ ∂2a/∂z2 produces:

∂2a

∂x2
+
∂2a

∂y2
+ 2iβ

∂a

∂z
− β2a+

ω2

c20
n2a = 0. (3.3)

We then include the weak refractive index perturbation (i.e. the waveguide) in the problem

by writing n(r) = n0 +∆n(r), where n0 is the refractive index of the unwritten medium

and ∆n is the small refractive index perturbation due to the waveguide, and by writing

β ≈ ωn0/c0. This leads to:

i
∂a

∂z
= − c0

2n0ω

(
∂2a

∂x2
+
∂2a

∂y2

)
− ω

c0
∆n(r)a. (3.4)

We therefore see that the Helmholtz equation resembles a Schrödinger equation when the

monochromatic light propagates paraxially through a waveguide of the type we discussed.

We see that the diffraction of the light in the x− y place, perpendicular to the waveguide

axis, plays the role of kinetic energy, and that the waveguide can be thought of as a

potential well. Note that we adopted a continuum description of a single waveguide here;

we could then include the aforementioned evanescent coupling to other waveguides via:

i
∂ai
∂z

= −βaj − C(aj−1 + aj+1), (3.5)

where C denotes the coupling strength between the waveguide j and its neighbours, with

the electric field envelopes in each waveguide being ai. Therefore, as advertised earlier, the

propagation of the light along the z-direction is equivalent to time-evolution in quantum
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mechanics.

The simple picture of waveguide arrays outlined above can naturally be extended in

a number of ways, allowing for the investigation of a variety of single-particle quantum

phenomena [92–99] or interacting physics if the optical medium is nonlinear [100–104].

The interacting regime can be reached by employing Kerr-nonlinear optical media, which

lead to a cubic nonlinearity in the effective Schrodinger equation, much like a Gross-

Pitaevskii equation for Bose-Einstein condensates.

The recent interest in exploring topological models in these waveguide array sys-

tems [13, 105] is based upon breaking the z-reversal symmetry, which corresponds to

breaking time-reversal symmetry in the quantum mechanical case. Broken time-reversal

symmetry then allows access to a large class of topological models as discussed in the

Introduction. In practice, the z-reversal symmetry is broken by using waveguides that

are helical, not straight. Note that the pitch of the helix should be large enough that

the paraxial approximation is not violated, and an input mode is transported adibatically

through the array [106]. It can be shown that this leads to an artificial magnetic vector po-

tential in Eq. 3.4, which can be included at the level of the tight-binding model as a Peierls

phase on the hoppings. If the lattice is chosen to be honeycomb for example, the system

then maps exactly onto the Haldane model [107]. A major early achievement in this arena

was in 2013 [106]. These propagating geometries have since proved themselves to be a

powerful tool for studying a wide variety of topological physics, including the investiga-

tion of the interplay between nonlinearity and topology [108–110], topological physics in

non-2D geometries [111–114], non-Hermitian effects in topology [115, 116], disorder [117],

Thouless pumping schemes [118, 119], transport [120] and quantum walks [121].

In the manuscript comprising the rest of this chapter, we further extend the technique

of waveguide arrays as a quantum simulator by considering the propagation of an optical

pulse, not monochromatic light. We show that the Helmholtz equation in this case now

acquires a term proportional to the second time derivative of the electric field, which,

in the quantum mechanical analogy, can be thought of as a kinetic energy term along
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a synthetic time dimension. We go on to show how this extra degree of freedom can

be exploited to engineer quantum Hall physics in a 1D waveguide array, with a view

towards fractional quantum Hall states of photons if strong-enough nonlinearities can be

introduced [122, 123]. Now that we have provided some motivation and context for this

work, we present the paper itself.
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Abstract: We extend the 𝑡 − 𝑧 mapping formalism of time-dependent paraxial optics by
identifying configurations displaying a synthetic magnetic vector potential, leading to a non-
trivial band topology in propagating geometries. We consider a 1D array of coupled optical
waveguides beyond the standard monochromatic approximation, and show that the wave equation
describing paraxial propagation of optical pulses can be recast in the form of a Schrödinger
equation, including a synthetic magnetic field whose properties can be controlled by varying
the waveguide properties across the array. We use an experimentally-motivated model of a
laser-written waveguide array to demonstrate that this synthetic magnetic field can be engineered
to produce interesting observable effects such as cyclotron motion, a controllable Hall drift of the
wavepacket displacement in space or time and unidirectional propagation in chiral edge states.
These results significantly extend the variety of physics that can be explored within propagating
geometries and pave the way for exploiting this platform for higher-dimensional topological
physics and strongly correlated fluids of light.

© 2023 Optica Publishing Group

1. Introduction

A remarkable result of paraxial optics is that the electromagnetic field of paraxially-propagating
classical light can be described by a Schrödinger-like equation [1]. In this equation, the usual
time evolution of a wavefunction is replaced by the propagation of the electric field envelope
along the optical axis, 𝑧, of the medium. In practice, a major platform for investigating paraxial
propagation is arrays of coupled optical waveguides, laser-written into a substrate [2]. In
general, these propagating geometries can be used to emulate a variety of single-particle quantum
phenomena [3–10] or mean-field interacting physics if the medium is nonlinear [11–15]. This
interacting physics includes Bose-Einstein condensates of photons, and opens the way to studies
of fluids of light [16–18], with interesting perspectives towards quantum features [19].

One exciting avenue that has been explored intensively over the last 15 years is that of topological
photonics [20,21]. In this field, the physics of topological phases of matter, originally discovered
within the context of electrons in solids, is applied to photonics. Propagating geometries have
proven to be a very fruitful platform in this context, with a major early achievement [22] being
the investigation of Floquet topological insulators, in which a honeycomb array of waveguides
acquires a non-trivial topology when a helical patterning of the waveguides is introduced. Since
the propagation distance 𝑧 plays the role of the temporal evolution, the breaking of the translational
symmetry along the 𝑧-direction of the helical waveguide system is analogous to the breaking of
time-reversal symmetry in a 2D tight-binding model of electrons under a temporally periodic
modulation [23]. More generally, similar propagating geometries have proven to be a powerful



tool for studying a wide variety of topological physics, including the investigation of the interplay
between nonlinearity and topology [24–26], topological physics in non-2D geometries [27–30],
non-Hermitian effects in topology [31,32], disorder [33,34], Thouless pumping schemes [35,36],
transport [37] and quantum walks [38].

So far, most if not all works on topological photonic effects using propagating geometries have
employed monochromatic light, and so do not make significant use of the temporal dynamics
associated with an optical pulse. From paraxial optics [1], it is well known that the Schrödinger-
like equation describing the propagation of an optical pulse in a dispersive medium also includes
a second-order time derivative term, with the same structure as a kinetic energy term in quantum
mechanics. This allows us to interpret time 𝑡 as an additional spatial dimension in addition to the
transverse 𝑥, 𝑦 ones, while the coordinate 𝑧 along the propagation direction plays the role of a
time. This interchange of the role of space and time is known as the 𝑡 − 𝑧 mapping and has also
been investigated at the quantum level in [19, 39–41].

In this work, we propose a novel configuration based on an array of coupled optical waveguides
where a synthetic gauge field naturally appears when the temporal dynamics of an optical pulse
is taken into account under the 𝑡 − 𝑧 mapping. In particular, we consider propagation across a 1D
array of coupled optical waveguides with slightly different properties, and show that the 2D wave
equation for the classical optical field propagation in a mixed spatial 𝑗 /temporal 𝑡 plane has the
form of a Schrödinger equation including a synthetic vector potential term as in the coupled wire
model of quantum Hall physics [42–44]. A realistic configuration resulting in a sizable synthetic
magnetic field and a non-trivial band topology is put forward, and experimentally accessible
signatures of the magnetic effects are pointed out. These include a cyclotron motion of light
wavepackets in the spatio-temporal 𝑗 − 𝑡 plane, a Hall drift in response to additional synthetic
electric fields in either the spatial or the temporal direction, as well as unidirectional propagation
in chiral edge states. As compared to previous schemes [20, 45] for synthetic magnetic fields and
synthetic dimensions in arrays of microcavities [46, 47] or waveguides [48–51], our proposal has
the crucial advantage that it does not require a dynamical modulation of the system and provides
a new tool for the manipulation of the spatio-temporal shape of optical wavepackets. Moreover,
the local interactions in our system suggest exciting prospects for strongly-correlated fluids of
photons if the interaction strength can be scaled up.

The structure of the Article is the following: Sec. 2 summarizes the mapping of the paraxial
wave equation onto the Schrödinger equation with a synthetic magnetic field. The quantum
Hall coupled wire model is reviewed in Sec. 3 and an experimentally realistic configuration for
realizing it is presented in Sec. 4. Observable signatures of the synthetic magnetic field and
the non-trivial band topology are presented in Sec. 5. Conclusions and perspectives towards
quantum topological photonics and quantum fluids of light are finally sketched in Sec. 6.

2. Mapping the paraxial wave equation onto a Schrödinger equation with a
synthetic magnetic field

In this first Section, we review the derivation of the well-known wave equation for the paraxial
propagation of a pulse though an array of coupled waveguides [1]. For suitably designed
inhomogeneous arrays, we then map the wave equation onto a Schrödinger equation for a particle
in a synthetic magnetic field, where time plays the role of a synthetic spatial dimension and
propagation through the array corresponds to time evolution. This equation will be our workhorse
for the rest of the paper. Consider an optical pulse propagating through a 1D array of 𝑗 = 1, . . . , 𝑁
single-mode waveguides whose optical axis points in the 𝑧-direction, as shown schematically in
Fig. 1(a). We can write the electric field in waveguide 𝑗 as:

𝐸 𝑗 (r, 𝑡) = 𝑒 𝑗 (𝑥, 𝑦)𝑎 𝑗 (𝑧, 𝑡)𝑒𝑖 (𝛽 𝑗ref (𝜔0 )𝑧−𝜔0𝑡 ) , (1)



Fig. 1. (a): A schematic of our proposed setup consisting of a 1D array of coupled
single-mode waveguides. Each waveguide has a propagation constant 𝛽 𝑗=1,...,𝑁 (𝜔)
and neighbouring waveguides are coupled together evanescently with a coupling
strength 𝐶. The waveguide axis lies along the 𝑧-direction. The waveguide properties
(e.g. the width and refractive index) vary across the array to engineer a non-trivial
synthetic magnetic field. (b): Example of the band structure of a quantum Hall coupled
wire model formed by 𝑁 wires with periodic boundary conditions in the continuous
𝑥-direction. For each state of the band structure, the color coding indicates its average
spatial position along 𝑦. We measure 𝑘𝑥 in units of 1/𝑙𝐵, where 𝑙𝐵 =

√︁
ℏ/𝑞𝐵 is the

magnetic length. The one free parameter of the Hamiltonian, the ratio of the two energy
scales 𝑟 ≡ (ℏ2/𝑚𝑙2𝐵)/(ℏ𝐽), is set to unity. We find, at low energies, dispersionless
bulk Landau levels and chiral states localised on the system edge in the gaps, as is
characteristic of a quantum Hall model.

where 𝑒 𝑗 (𝑥, 𝑦) is the electric field profile in the plane perpendicular to the optical axis; 𝜔0 is the
pulse carrier frequency and 𝛽 𝑗ref (𝜔0) is the carrier propagation constant in the 𝑗 = 𝑗ref waveguide
used as a reference. We choose this decomposition in order to to separate out the the envelope
𝑎 𝑗 (𝑧, 𝑡) which, within the paraxial approximation, is assumed to be slowly varying as a function
of 𝑧 and 𝑡. We do not consider non-trivial polarisation effects so 𝐸 𝑗 can represent any polarisation
component of the electric field. We assume that the waveguides are effectively single-mode,
meaning that any excited modes are well-separated from the fundamental mode in propagation
constant, so that they play no role in the dynamics.

In Fourier space, the propagation of the pulse is described by the coupled equations for the
field amplitudes in the different waveguides:

𝑖
𝜕�̃� 𝑗

𝜕𝑧
= − (

𝛽 𝑗 (𝜔′ + 𝜔0) − 𝛽 𝑗ref (𝜔0)
)
�̃� 𝑗 − 𝐶

(
�̃� 𝑗−1 + �̃� 𝑗+1

)
, (2)

where �̃� 𝑗 (𝑧, 𝜔′) is the Fourier transform of 𝑎 𝑗 (𝑧, 𝑡) with respect to 𝑡 in terms of the frequency
variable 𝜔′ = 𝜔 − 𝜔0 and 𝐶 is the evanescent coupling between neighbouring waveguides. For
simplicity, this is assumed to be frequency-independent in the range of interest.

We now Taylor-expand 𝛽 𝑗 (𝜔) about 𝜔0:

𝛽 𝑗 (𝜔) ≈ 𝛽 𝑗 (𝜔0) +
𝑑𝛽 𝑗 (𝜔)
𝑑𝜔

����
𝜔0

(𝜔 − 𝜔0) + 1
2
𝑑2𝛽 𝑗 (𝜔)
𝑑𝜔2

����
𝜔0

(𝜔 − 𝜔0)2, (3)

where we neglect terms 𝑂 ((𝜔 − 𝜔0)3) and higher. We then identify:

𝑣
( 𝑗 )
𝑔 =

[
𝑑𝛽 𝑗

𝑑𝜔

����
𝜔0

]−1

, 𝐷 𝑗 =
𝑑2𝛽 𝑗

𝑑𝜔2

����
𝜔0

, (4)

as the group velocity and the group velocity dispersion in waveguide 𝑗 , respectively. Substituting
this expansion into Eq. 2 and Fourier-transforming back to the time domain produces the wave



equation:

𝑖
𝜕𝑎 𝑗

𝜕𝑧
=

𝐷 𝑗

2
𝜕2𝑎 𝑗

𝜕𝑡2
− 𝑖

𝑣
( 𝑗 )
𝑔

𝜕𝑎 𝑗

𝜕𝑡
− (

𝛽 𝑗 (𝜔0) − 𝛽 𝑗ref (𝜔0)
)
𝑎 𝑗 − 𝐶 (𝑎 𝑗+1 + 𝑎 𝑗−1). (5)

which can be easily mapped onto a Schrödinger equation.
To this purpose, we transform to a frame co-moving with the group velocity 𝑣 (ref )

𝑔 ≡
𝑑𝛽 𝑗ref/𝑑𝜔

��
𝜔0

in the 𝑗ref reference waveguide using a Galilean transformation with space and
time interchanged, Z ≡ 𝑧 and 𝜏 ≡ 𝑡 − 𝑧/𝑣(ref)

𝑔 . After completing the square to eliminate the first
time-derivative, Eq. 5 becomes:

𝑖
𝜕𝑎′𝑗
𝜕Z

=
1

2𝑚 𝑗

(
−𝑖 𝜕

𝜕𝜏
− 𝐴(𝜏 )

𝑗

)2
𝑎′𝑗 +𝑉 𝑗 𝑎

′
𝑗 − 𝐶

(
𝑎′𝑗+1 + 𝑎′𝑗−1

)
, (6)

where we have defined

𝑚 𝑗 = − 1
𝐷 𝑗

, 𝐴(𝜏 )
𝑗 =

1
𝐷 𝑗

(
1

𝑣
( 𝑗 )
𝑔

− 1
𝑣 (ref)
𝑔

)
, 𝑉 𝑗 =

1
2𝐷 𝑗

(
1

𝑣
( 𝑗 )
𝑔

− 1
𝑣 (ref)
𝑔

)2

−(
𝛽 𝑗 (𝜔0) − 𝛽 𝑗ref (𝜔0)

)
(7)

and where 𝑎′𝑗 (Z, 𝜏) is the electric field envelope in the co-moving frame (denoted from now on
by the prime symbol).

This set of equations has the form of coupled Schrödinger equations, where propagation along
the optical axis of the waveguide array plays the role of time evolution, as we expect from the 𝑡 − 𝑧
mapping. The particle with unit charge moves in a 2D system with one discrete ( 𝑗) dimension
and one continuous (𝜏) dimension: in the former direction, the hopping amplitude is 𝐶; in the
latter, the particle has a position-dependent mass 𝑚 𝑗 . On top of this, the particle experiences a
magnetic vector potential in the 𝜏-direction 𝐴(𝜏 )

𝑗 and a scalar potential𝑉 𝑗 . Crucially, the magnetic
vector potential is oriented along 𝜏 and is waveguide-dependent, so non-trivial magnetic field
effects can be engineered by modulating the characteristics of the waveguides across the array.
Since time-reversal is automatically broken by propagation, our proposal does not require any
dynamical modulation of the system [52, 53]. In contrast to models where a synthetic dimension
is encoded in momentum-space quantities [52,53] or in the light frequency [45–51], our proposed
topological model is based on propagation in real space-time coordinates, which is of utmost
interest in the long term to integrate local nonlinearities and realize strongly interacting photon
models.

We also note that, if one is not to make the Taylor expansion in Eq. 3 and wishes to keep
the complete form of the waveguide dispersion 𝛽 𝑗 (𝜔), one obtains in the co-moving frame the
following form of the evolution equation in Fourier space,

𝑖
𝜕�̃�′𝑗
𝜕Z

= −
(
𝛽 𝑗 (𝜔′ + 𝜔0) − 𝛽 𝑗ref (𝜔0) − 𝜔′

𝑣 (ref )
𝑔

)
�̃�′𝑗 − 𝐶 (�̃�′𝑗+1 + �̃�′𝑗−1) . (8)

for both this and our Schrödinger equation (Eq. 6), the propagation eigenmodes of the array are
then obtained by searching for stationary solutions of this equation in the form

�̃�′𝑗 (Z, 𝜔′) = 𝑒𝑖 Δ𝛽
′ Z �̃�′𝑗 (𝜔′) (9)

where the propagation constant in the comoving frame, Δ𝛽′, is related to the laboratory frame
one by:

𝛽(𝜔) = 𝛽 𝑗ref (𝜔0) + 𝜔 − 𝜔0

𝑣 (ref )
𝑔

+ Δ𝛽′ (𝜔) . (10)



For visualization purposes, in the following we will study the dispersion in terms of Δ𝛽′, where
Δ highlights that we consider propagation constants relative to a reference.

Finally, we note that, in the simplest limit where the mass is constant across the array
𝑚 𝑗 = 𝑚, the scalar potential vanishes, and the vector potential displays a linear gradient along 𝑗 ,
𝐴(𝜏 )
𝑗 = −𝐵 𝑗 , with 𝐵 being a uniform magnetic field, this equation reduces to the well-known

quantum Hall coupled wire model that we review in the next Section. This simple model will
serve us as an intuitive guide for the following developments of the paper.

3. The quantum Hall coupled wire model

In the quantum Hall coupled wire model, a charged particle is subject to a uniform magnetic field
and moves within a system of 𝑁 coupled wires: the particle can either freely move along each
wire (as denoted by the continuous dimension, 𝑥) or hop between neighboring wires (along the
discrete dimension, 𝑦) [42]. Hence, this model lies between the fully-continuous Landau levels
for a particle in free space and the fully-discrete Harper-Hofstadter model for a particle on a 2D
square lattice [54]. Originally, the coupled wire model was investigated in the context of the
fractional quantum Hall effect [42–44]; its interest is related to the ability to control the band
flatness by varying the hopping between wires. Recently, it has also been realized experimentally
using the internal atomic states as a (discrete) synthetic dimension in addition to a real spatial
dimension [55].

In mathematical terms, the coupled wire model is summarized by the Hamiltonian

Ĥ =
ℏ2

2𝑚

(
�̂�𝑥 + 𝑞𝐵

ℏ
𝑦

)2
+ ℏ𝐽

∑︁
𝑦

( |𝑥, 𝑦 + 𝑎⟩ ⟨𝑥, 𝑦 | + H.C.), (11)

where 𝑞 and 𝑚 are the particle’s charge and mass along 𝑥 respectively, and 𝐽 is the hopping
between adjacent sites along the discrete dimension 𝑦, of lattice spacing 𝑎. The magnetic field is
uniform and equal to 𝐵, and a Landau gauge is adopted with the vector potential oriented along
the continuous 𝑥 direction, A = −𝐵𝑦𝑒𝑥 . In our 𝑡 − 𝑧-mapped Schrödinger equation (Eq. 6), the
waveguide index 𝑗 corresponds to 𝑦 and the time in the co-moving frame 𝜏 corresponds to 𝑥.
The hopping 𝐽 corresponds to the evanescent coupling 𝐶 between neighbouring waveguides and
the particle mass corresponds to the (reciprocal of the) group velocity dispersion. The magnetic
vector potential −𝐵𝑦 corresponds to our 𝐴(𝜏 )

𝑗 . We note that, if we measure 𝑘𝑥 in units of the
inverse of the magnetic length 𝑙𝐵 ≡

√︁
ℏ/𝑞𝐵 and the Hamiltonian in units of ℏ𝐽, there is only one

free parameter, namely the ratio of the two kinetic energy scales 𝑟 ≡ (ℏ2/𝑚𝑙2𝐵)/(ℏ𝐽).
To gain some intuition for the physics of the coupled wire model, we take periodic boundary

conditions along the continuous (𝑥) direction, as in [42]. This allows us to exploit the conserved
momentum 𝑘𝑥 to diagonalise the Hamiltonian. An example of the coupled wire model band
structure calculated from the above procedure is shown in Fig. 1(b), where the colouring of the
states denotes their average position with respect to the discrete dimension.

Physically, the most important features of this band structure are the existence, at low energies,
of dispersionless bulk band states and of unidirectionally propagating edge states. The former
are localised in the discrete bulk (green/blue colouring) and have an almost constant energy,
corresponding to no group velocity; as such, they are a semi-discrete analog of the flat Landau
levels of charged particles subject to homogeneous magnetic field in free space. The latter are
localised on the edges of the system (yellow/purple colouring) and their 𝑘𝑥-dependent energy
falls in the gaps between the flat levels; these states are one-way chiral edge states with non-zero
group velocity and are protected by the non-trivial topology of the model, i.e. the non-zero Chern
number of the bands.

Intuitively, the appearance of these two types of states can be simply understood from Eq. 11.
In the absence of the inter-wire coupling 𝐽, the dispersion consists of 𝑁 parabolae (corresponding



Fig. 2. Plots of (a): the co-moving frame propagation constant at the minimum of the
waveguide dispersion and (b): the corresponding 𝜔′ value, each as a function of the two
main model parameters. Each plot shows contour lines for each surface (black), with a
particular contour line of the propagation constant minimum shown in red. This red
contour line is sampled to obtain the parameters for a waveguide array (white points).
We use a reference waveguide with refractive index depth and width 𝛿𝑛ref = 10−3 and
𝜎ref = 0.1`m respectively, and a carrier frequency corresponding to a wavelength of
0.5`m. Other parameters are as discussed in the Main Text.

to each of the 𝑁 wires) which are equally-spaced along 𝑘𝑥 due to the uniform magnetic field, and
their minima have all the same energy. As energy increases, each parabola crosses sequentially
with those of the neighbouring wires, except for the ones at the edges of the array, where
neighbours are only present on one side. Turning on the inter-wire coupling 𝐽 then lifts the
degeneracies around the crossings, mixing states and giving rise to the bulk bands in the center
of the band structure and the localised one-way states at the edges that are visible in Fig. 1(b).

In the next section we will see how this model can be naturally realized by the coupled
Schrödinger equations (Eq. 6) in a suitably-designed waveguide array, and we will assess the
impact of additional features such as the on-site potential 𝑉 𝑗 and position-dependent mass 𝑚 𝑗

terms.

4. An experimentally-motivated model of a laser-written waveguide array

From our discussion in the previous sections, the key ingredient to generate the synthetic magnetic
field for photons is to design the 𝑗-dependence of the waveguide dispersion 𝛽 𝑗 (𝜔) in order to
obtain a finite gradient along 𝑗 of the group velocity. To this purpose, we consider a model of 𝑁
waveguides embedded in a medium of frequency-dependent refractive index 𝑛0 (𝜔). Within each
waveguide 𝑗 , light is confined by a (frequency-independent, for simplicity) lateral spatial profile
of the refractive index. More precisely,

𝑛 𝑗 (𝑥, 𝜔) = 𝑛0 (𝜔) + 𝛿𝑛 𝑗 exp

(
−

(
𝑥2

2𝜎2
𝑗

)𝑚)
, (12)



Fig. 3. (a): Propagation constants in the lab frame for an array of 𝑁 = 10 uncoupled
waveguides with refractive index profile as in Eq. 12, after the waveguide widths and
refractive index perturbations have been tuned to make the co-moving frame coupled
array band structure have some similar features as the quantum Hall coupled wire model.
The insets show two different frequency ranges, with the order of the curves reversed
between the two, showing that the curves intersect each other. (b): The uncoupled
propagation constants in (a) transformed into the co-moving frame as described in the
Main Text. We find minima at approximately the same propagation constant value
and approximately uniform spacing in frequency. Physically, these correspond to
having only a small scalar potential and a near-uniform magnetic field respectively.
(c): The dispersion curves in (b) when a nearest-neighbour evanescent coupling of
𝐶 = −0.02mm−1 is included, showing avoided crossings. The colour of each state
denotes the expectation value of its position with respect to the discrete direction. We
see that this band structure includes bulk states (green) that are nearly dispersionless
(see inset) and chiral edge modes (purple/yellow) within the gap like in the coupled
wire model. (d) and (e): The uncoupled [(d)] and coupled [(e)] co-moving frame
dispersions calculated from our Schrödinger equation, showing agreement with (b) and
(c). Throughtout this figure, the parameters are as in Fig. 2, but for the final co-moving
frame results we choose the 𝑗 = 𝑁/2 waveguide as a reference, and a carrier frequency
corresponding to the minimum of the 𝑗 = 𝑁/2 dispersion.

where for concreteness we consider the refractive index 𝑛0 (𝜔) of a SCHOTT-SF glass, whose
high Abbe number gives a large dispersion [56], and an experimentally motivated 𝑚 = 10 value
is taken for the super-Gaussian power of the spatial profile.

In order to obtain the synthetic magnetic field, different values of the width 𝜎𝑗 and the
refractive index depth 𝛿𝑛 𝑗 ≪ 1 must be taken for the different waveguides. In experiments, these
parameters are controlled by varying the speed at which the optical medium is translated across
the beam used for writing. We calculate the dispersions 𝛽 𝑗 (𝜔) for our refractive index profile by
numerically solving the Helmholtz equation for our refractive index profile [1, 20]:

𝑖
𝜕�̃� 𝑗 (𝑥, 𝑧, 𝜔)

𝜕𝑧
= − 𝑐

2𝑛0 (𝜔)𝜔
𝜕2�̃� 𝑗 (𝑥, 𝑧, 𝜔)

𝜕𝑥2 − 𝜔

𝑐
𝛿𝑛 𝑗 exp

(
−

(
𝑥2

2𝜎2
𝑗

)𝑚)
�̃� 𝑗 (𝑥, 𝑧, 𝜔), (13)



which has the form of a Schrödinger equation in which the refractive index perturbation plays
the role of a potential well. We write �̃� 𝑗 (𝑥, 𝑧, 𝜔) = �̃� 𝑗 (𝑥, 𝜔)𝑒𝑖 𝛿𝛽 𝑗 (𝜔)𝑧 , where 𝛿𝛽 𝑗 (𝜔) is the
part of the propagation constant due to the waveguide itself, and we diagonalise the resulting
equation. We choose the fundamental mode, and verify that the other modes are well-separated
in propagation constant. This produces the total dispersion 𝛽 𝑗 (𝜔) ≡ 𝑛0 (𝜔)𝜔/𝑐 + 𝛿𝛽 𝑗 (𝜔). We
can then employ our mapping (Eq. 10) to change to the co-moving frame.

We then need to adjust our free parameters of the array, 𝛿𝑛 𝑗 and 𝜎𝑗 , to make our co-moving
frame dispersion curves as close as possible to the coupled wire model (i.e. a uniform horizontal
spacing between the curves corresponding to a uniform magnetic field, and the minima of the
curves all being level vertically, corresponding to no on-site potential). To do this, we sweep
out the (𝜎, 𝛿𝑛) parameter space and, for each point in the space, we find the co-moving frame
dispersion 𝛿𝛽′ (𝜔′) in the above way. Initially, we choose the co-moving frame to be defined by
the reference waveguide with parameters 𝛿𝑛ref = 10−3 and 𝜎ref = 0.1`m, and we choose a carrier
frequency corresponding to a wavelength of 0.5`m. We then plot the Δ𝛽′ propagation constant
and 𝜔′ frequency of the minimum as a function of the two model parameters. The results of this
are shown in Fig. 2. To select the parameters for our array, we choose a contour of the minimum
propagation constant surface in order to force all the curves to have their minima at the same
value, corresponding to a vanishing on-site potential. We then sample 𝑁 points from the chosen
contour for an array of 𝑁 waveguides (contours in red and black, with the sampled points in
white). We also want the chosen parameters to correspond to frequencies of the minimum that
are approximately equally-spaced, corresponding to a uniform synthetic magnetic field.

Once our array is selected, the final co-moving frame propagation constants we use are actually
the result of another co-moving frame transformation, in which we now choose the reference
waveguide to be the central one in the array, with 𝑗ref = 𝑁/2, and the new carrier frequency
chosen to be the frequency at the minimum of the 𝑗ref = 𝑁/2 dispersion. This is to make our
band structure as symmetric as possible about 𝜔′ = 0. The end results in the lab frame are plotted
in Fig. 3(a), and in the co-moving frame in Fig. 3(b).

Including the evanescent coupling 𝐶 into our un-coupled dispersion and diagonalisation of
the co-moving frame equation (Eq. 8) gives the eigenmodes shown in panel Fig. 3(c) and, in a
magnified view, in the inset of this panel. The qualitative resemblance with the quantum Hall
coupled wire model is apparent: the bottom of the dispersion forms isolated bands corresponding
to almost flat Landau levels that transform into edge states on the sides of the dispersion. The
color scale highlights the spatial location of the different states: as expected, Landau levels are
localized in the bulk, while the chiral edge states sit on the extreme waveguides 𝑗 = 1 (purple)
and 𝑗 = 𝑁 (yellow).

For comparison, we also calculate the band structure for the waveguide array using our
Schrödinger equation (Eq. (6)). To this purpose, we use our lab frame waveguide dispersions
𝛽 𝑗 (𝜔) to calculate the effective mass, scalar on-site potential and magnetic vector potential around
the reference waveguide and carrier frequency, as shown in the Supplemental Material [57]. We
then diagonalize the Schrödinger equation (Eq. 6) for different values of 𝜔′ to find the propagation
constants in the comoving frame. The results for no coupling (𝐶 = 0) and for a finite coupling 𝐶
are shown in Fig. 3(d) and (e) for the same parameters as for panels (b) and (c). The agreement
between the two calculations is excellent, which further confirms the power of our configuration
to generate a non-trivial synthetic magnetic field and thus realize a topological quantum Hall
coupled wire model. As an aside, we mention that the engineering of the photonic band structure
to have quantum Hall features is not unique to this model. In the Supplemental Material, we
present an analytically-solvable toy model, whose band structure we also tune to resemble the
coupled wire model [57]. In the next section we will investigate observable signatures of the
synthetic magnetic field on optical quantities of experimental interest.



Fig. 4. (a): In our wavepacket dynamics with Eq. 9 we find cyclotron orbits, as shown
here by the wavepacket center-of-mass coloured according to the position along the
optical axis, Z . (b): The frequencies of the cyclotron orbits extracted with a fit (blue)
compared to the coupled wire model classical theory (orange). The small deviation
between the curves is principally due to minor differences between the coupled wire
model band structure and the full optical ones in Fig. 3. (c): We apply a temperature
gradient across the array, corresponding to an on-site potential. Tuning the strength
of this potential introduces a Hall drift into the dynamics. The parameters used are
the same as Fig. 3. The example results in (a) and (c) use a coupling 𝐶 = −0.02mm−1.
For the coupled-mode wavepacket dynamics, the wavepacket is prepared with an initial
center-of-mass of 𝑗0 = 5 and 𝜔′ = 0, and with widths of 𝑠𝜔′ = 1/750 × 1015Hz and
𝑠 𝑗 = 1. In (c) we use an electric potential of Δ𝑛 𝑗 (𝜔0/𝑐) = 0.001 𝑗mm−1.

5. Observable signatures of the synthetic magnetic field

Having engineered our waveguide band structure in the co-moving frame to resemble that of
a quantum Hall coupled wire model, we now numerically demonstrate novel optical effects
that result from the synthetic magnetic field. These provide the smoking gun for non-trivial
topological physics in this system.

5.1. Cyclotron orbits

As a first example, we consider the optical equivalent of bulk cyclotron orbits that arise for a
semiclassical charged particle in a magnetic field. As discussed above, equispaced Landau levels
are present in the bulk of the coupled wire model (Fig. 1(b)). A wavepacket prepared in a suitable
superposition of Landau levels will execute semiclassical cyclotron orbits, moving in a circular
trajectory with the characteristic cyclotron frequency set by the level spacing and a (clockwise or
anti-clockwise) direction set by the sign of the effective magnetic field. In the presence of an
additional synthetic electric field, the cyclotron motion will be supplemented by a so-called ‘Hall
drift’, that is a sideways motion perpendicular to the direction of the applied electric field.

As we now show, such orbits naturally arise for photons in our system. To this purpose, we
prepare an initial Gaussian wavepacket in the 𝑗 − 𝜔′ space, spatially centered in the bulk of
the array and with a central frequency located in the Landau level region of the bands. The
Gaussian spatial width 𝑠 𝑗 is taken of the order of the inter-waveguide spacing, while the chosen
frequency-space width 𝑠𝜔′ corresponds to a Gaussian pulse duration on the order of 100fs.
Such pulse durations are well within the range of standard techniques in ultrafast optics such as
mode-locked lasers, and the light then has to be focussed onto the input facet of the array with
the appropriate spot waist to realise the desired Gaussian spatial profile. The wavepacket is then
evolved along Z according to the Fourier-space comoving-frame evolution equation (Eq. (8)),
and Fourier-transformed into 𝑗 − 𝜏 space. The details of the numerical calculations throughout
this section are discussed in the Supplemental Material [57].

Fig. 4(a) shows an example trajectory of the pulse center-of-mass, calculated for the waveguide
array parameters used in Fig. 3. A clear cyclotron orbit is visible, where the amplitude of the



oscillations along the spatial direction 𝑗 is of the order of a waveguide, so they are detectable
in experiment. In order to further characterize the oscillations, we repeat these simulations for
different values of the inter-waveguide coupling, which physically corresponds to varying their
spacing. For each calculation, the cyclotron frequency is extracted from a fit of the Z-evolution,
the details of which are discussed in the Supplemental Material [57]. The blue line in Fig. 4(b)
shows the value of the fitted cyclotron frequency as a function of the coupling 𝐶; as expected, it
grows for increasing values of the coupling.

A deeper insight into the cyclotron oscillations can be obtained by comparing these numerical
results with the prediction of an approximate classical calculation based on the equations of
motion for a classical particle with constant, yet anisotropic masses and subject to the synthetic
magnetic field according to the coupled wire model with no external potential. This calculation
leads to the prediction

𝜔𝑐 =
|B|√

𝑚 (𝜏 ) 𝑚 ( 𝑗 )
= |B|

√︃
2

��𝐶 𝐷 𝑗ref

�� (14)

where |𝑚 (𝜏 ) , ( 𝑗 ) | = 1/|𝐷 𝑗ref |, 1/(2 |𝐶 |) are the absolute values of the effective masses in the
temporal and spatial directions respectively 1, andB ≡ (𝐴(𝜏 )

𝑗=10−𝐴
(𝜏 )
𝑗=1)/(𝑁−1) is the approximately

uniform magnetic field corresponding to our magnetic vector potential. The result of this
approximate calculation is shown as an orange line in Fig. 4(b) and displays a good agreement
with the numerics for the full model (blue). The small deviation between the two curves is
principally due to the minor differences between the ideal coupled-wire model bands and our
full optical results in Fig. 3. For the chosen system parameters, the typical period Z𝑐 = 2𝜋/𝜔𝑐

of the cyclotron oscillations is of the order 10s of centimetres, and so should be accessible
in experiment. It is further reduced for stronger values of the evanescent coupling and of the
waveguide dispersion.

5.2. Hall drift on the pulse arrival time

We now exploit another feature of quantum Hall physics to introduce a Hall drift into the cyclotron
dynamics we found above. As mentioned previously, if an additional electric field is applied to a
particle in a quantum Hall system, we expect the particle to drift in the direction perpendicular to
that field. We first consider applying a synthetic electric field across the array in the 𝑗-direction,
which will correspond to a drift in the 𝜏-direction. If this drift could be controlled, natural
applications of the resulting delay/advance include delay lines, which have a widespread uses
throughout optics, including interferometry, ultrafast optics and telecommunications.

The Hall drift can be introduced, with controllable magnitude and direction, by imposing
suitable perturbations to the waveguide array, e.g. a temperature gradient along 𝑗 . This induces
a corresponding spatial gradient of the refractive index Δ𝑛 𝑗 along 𝑗 . Formally, this can be
described by including an additional term of the form:

𝑖
𝜕�̃�′𝑗
𝜕Z

= . . . + Δ𝑛 𝑗 (𝜔0/𝑐) �̃�′𝑗 (15)

to the right-hand side of our model equation (Eq. 8). An elementary calculation within the
coupled wire model shows that the temporal drift under a synthetic electric field Etherm =
−(𝜔0/𝑐) (𝑑Δ𝑛 𝑗/𝑑𝑗) in the spatial direction is equal to

𝜏𝐻 = −Z Etherm
B . (16)

An example of this effect is illustrated in Fig. 4(c), where we show the appearance of the Hall
drift along 𝜏 under the effect of a potential gradient as small as Δ𝑛 𝑗 (𝜔0/𝑐) = 0.001 𝑗 mm−1,

1Depending on the relative sign of the masses in the two directions (namely of 𝐶 and 𝐷 𝑗ref ), the Landau levels appear
for states displaying the same or opposite phases in neighboring wires.



Fig. 5. (a): We apply a travelling refractive index perturbation to create an effective
electric field in the 𝜏 direction, which causes a displacement of the wavepacket across
the waveguides as we expect for a quantum Hall system. (b): Reversing the sign of
the modulation reverses the direction of displacement. We use the same parameters
as Fig. 4, but we use an electric field with magnitude |Etrav | = 0.0001(fsmm)−1, with
Etrav > 0 for (a).

corresponding to a refractive index perturbation of ∼ 10−7. We note that the upper limit on the
perturbation strength is due to the size of the band gap in Fig. 3(c); a perturbation of the order
of or larger than the gap will introduce significant non-adiabatic effects and blur out the effect
shown in Fig. 4(c).

5.3. Hall drift in real space

In the previous Subsection, we showed how the displacement along the 𝜏-direction can be
introduced. Now we propose a method to exploit the same quantum Hall effect to control the
spatial displacement of a wavepacket across the array, i.e. along the 𝑗-direction, in response to a
perturbation along the temporal 𝜏 direction.

The idea of the scheme is to implement a spatial displacement in a reconfigurable way by
means of a travelling refractive index perturbation. This could be realised in experiments by
means of the electro-optic or acousto-optical effects, as was recently investigated in [49, 51]. In
the simplest case, we consider a refractive index perturbation that is uniform across the array and
travels along the waveguides at the same speed as the reference group velocity 𝑣 (ref )

𝑔 :

Δ𝑛(𝑧, 𝑡) = Δ�̄�
𝑧 − 𝑣 (ref )

𝑔 𝑡

ℓ
, (17)

where ℓ is the length of the device in 𝑧 and Δ�̄� is the strength of the perturbation. Such a
perturbation can be included in our model by adding a term of the form:

𝑖
𝜕𝑎′𝑗
𝜕Z

= . . . − Etrav𝜏𝑎
′
𝑗 (18)



to the right-hand side of the Schrödinger equation (Eq. 6), where Etrav = Δ�̄� 𝜔0 𝑣
(ref )
𝑔 /(ℓ𝑐) is the

synthetic electric field along the 𝜏-direction. Two examples of light propagation under such a
perturbation are shown in Fig. 5(a) and (b) for the same magnitudes of the synthetic electric field
but opposite signs. We see the wavepacket, prepared in the system bulk, transported across the
array towards larger or smaller 𝑗 . These numerics are carried out using Eq. 9, where we include
the perturbation with a term of the form 𝑖Etrav𝜕�̃�

′
𝑗/𝜕𝜔′ added to the right-hand side.

We note that we could realise the same effect by instead introducing a variation of the magnetic
vector potential 𝐴(𝜏 )

𝑗 in the Schrödinger equation (Eq. 6) during the evolution. According to
the 𝑡 − 𝑧 mapping, this requires us to vary the waveguide properties along the waveguide axis.
Analogously to classical electrodynamics, this produces an effective synthetic electric field
Ez-mod = −𝑑𝐴(𝜏 )

𝑗 (Z)/𝑑Z oriented along the 𝜏 direction which, by the quantum Hall effect, induces
a drift along the orthogonal spatial direction 𝑗 . As an example, this could be obtained in our
setup by designing the waveguide parameters as:

𝛿𝑛 𝑗 (𝑧) = 𝛿𝑛 𝑗−𝑤𝑧 (𝑧 = 0) (19)
𝜎𝑗 (𝑧) = 𝜎𝑗−𝑤𝑧 (𝑧 = 0) (20)

where evaluation of the waveguide parameters at the continuous-valued 𝑗 − 𝑤𝑧 is obtained by
interpolating their values at 𝑧 = 0 in-between neighboring waveguides. Within the coupled wire
model, this leads to

Ez-mod = −
𝑑𝐴(𝜏 )

𝑗 (Z)
𝑑Z

= −𝑤B. (21)

The corresponding Hall drift in the spatial direction can be straightforwardly evaluated to be:

𝑗𝐻 = −Z Ez-mod
B (22)

Finally, we note that these two approaches are actually the same from the point of view of the band
structure; both methods involve an adiabatic transport of the state along the band, corresponding
to a change in the spatial position along the 𝑗-direction, as indicated by the colouring of the bands
in Fig. 3(c). Note also how the displacement appears in spite of the modulation being independent
of 𝑗 ; this further confirms its origin from the synthetic magnetic field via the quantum Hall effect.

5.4. Propagation along the edge

The plots in Fig. 5 refer to relatively short propagation distances, so that the Hall-drifted
wavepackets are still within the bulk of the waveguide array. At longer propagation distances,
the wavepacket can reach the spatial edge of the waveguide array at 𝑗 = 1 or 𝑗 = 𝑁 . At this
point, as is usual in topological systems under a synthetic electric field [58], the wavepacket
gets converted into an edge excitation which propagates along the edge. The ensuing fast chiral
motion along the spatial edge of the system is clearly visible in the plots in Fig. 5(a) as well as in
the animation that is available as Supplemental Material [57]; since we are dealing with a spatial
edge, the chiral motion is along the temporal 𝜏 direction, with a different sign depending on
which edge the wavepacket hits. Finally, we note that we do not have an edge in the 𝜏-direction,
so any advance or delay that we see from either the temperature gradient or from this chiral edge
mode propagation could be of arbitrary size.

6. Conclusions

In this work, we have demonstrated a novel framework to generate a synthetic magnetic field for
light in a one-dimensional array of coupled waveguides. Based on the 𝑡 − 𝑧 mapping of paraxial
propagation of time-dependent optical pulses, a two-dimensional model is obtained in the 𝑗 − 𝑡



plane spanned by the (discrete) waveguide index and the (continuous) temporal variable. With a
suitable gradient of the waveguide properties across the array, an effective synthetic magnetic
field is induced which provides an optical realization of the quantum Hall coupled wire model.
Observable signatures of the synthetic magnetic effects are anticipated as a chiral cyclotron
motion in the 𝑗 − 𝑡 plane, a Hall drift in the temporal or spatial direction under the effect of a
synthetic electric field directed along the array or in the temporal direction, and a fast propagation
in chiral edge states.

Generalization of our scheme to physically two-dimensional waveguide arrays provides a
natural way to realize three-dimensional models. Building atop available schemes for topological
photonics in waveguide arrays [8, 20], this requires working with time-dependent pulses rather
than monochromatic light. Future work will be devoted to the investigation of topological
models involving two discrete 𝑗1,2 coordinates and a continuous 𝑡 one in our platform and the
identification of observable optical signatures of the geometrical and topological properties of
the band structure.

From a wider point of view, important advantages of our proposal over previous work on
synthetic dimensions in photonics [20, 45] can be pointed out. Firstly, our proposal does not
require any external modulation of the system and allows for a spatio-temporal manipulation of
optical pulses [52, 53]. Secondly, in contrast to topological models exploiting the light frequency
as a synthetic dimension [46–49] where nonlinearities would typically result in long-range
interactions along the frequency direction [59], the fact that the spatial coordinates of the
topological model are encoded in the waveguide index 𝑗 and the temporal variable 𝑡 translates a
spatially local nonlinearity of the medium into local interactions in the topological model. This
feature is of extreme importance [60] when one is to scale up the interaction strength and realize
strongly correlated states like fractional quantum Hall liquids of light [61, 62].
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Supplemental Material for “Artificial gauge fields
in the t-z mapping for optical pulses:
spatio-temporal wavepacket control and
quantum Hall physics"

We cover three topics in this Supplemental Material. In Sec. 1, we discuss a simple, analytically-
solvable toy model for a 1D coupled waveguide array, which we use to demonstrate that the idea
of engineering the co-moving frame band structure to have quantum Hall features is quite general
and not specific to the particular model chosen. For the other two sections, we return to the
experimentally-motivated model introduced in the Main Text. In Sec. 2, we show the calculation
of the Schrödinger equation effective mass, magnetic vector potential and on-site potential which
we use in some of the results in the Main Text. Finally, in Sec. 3, we give the technical details of
the wavepacket dynamics numerical simulations and data analysis that are employed in the Main
Text.

1. An Analytical Toy Model for Coupled Waveguides

To further demonstrate the engineering of non-trivial magnetic field effects from tuning waveguide
parameters as discussed in the Main Text, we now consider a simple, analytical model for a
coupled waveguide array, consisting of metal waveguides each with a refractive index profile 𝑛 𝑗 .
We can exactly solve the paraxial Helmholtz equation to find that the TE10 modes, which we
choose for simplicity, have the dispersion [1]:

𝛽 𝑗 (𝜔) =
𝑛 𝑗

𝑐

√︃
𝜔2 − 𝜔

( 𝑗 )
𝑐

2, (S1)

where 𝜔
( 𝑗 )
𝑐 = 𝜋𝑐/(𝐿 ( 𝑗 )

𝑥 𝑛 𝑗 ) is the cutoff frequency in waveguide 𝑗 , below which no modes can
propagate. The cutoff frequency depends on the waveguide width 𝐿

( 𝑗 )
𝑥 which we allow one

to spatially vary in order to engineer a non-trivial magnetic field. In particular, we choose
𝐿
( 𝑗 )
𝑥 = 𝐿0 +Δ𝐿

√
𝑗 to ensure that the spacing between adjacent dispersion curves is approximately

constant to approach the case of a uniform magnetic field.



Fig. S1. (a): Propagation constants in the lab frame for our toy model. The blue
labelled curve is the dispersion for waveguide 𝑗 = 1. (b): The dispersion curves in (a)
for larger frequencies, showing that the order of the curves has reversed and hence that
the dispersions cross over each other. (c): Direct mapping of the dispersions in (a)
to the co-moving frame using our modified Doppler shift. We see the maxima of the
dispersion curves all have the same Δ𝛽′𝑗 value as we expect. (d): Results in (c) now
including a coupling between neighbouring waveguides, showing avoided crossings.
This results in a band structure resembling the coupled wire model, including bulk
Landau levels (c.f. inset) and chiral edge modes in the gap. (e): Propagation constants
in the co-moving frame for this model calculated using our Schödinger equation without
any coupling, showing qualitative agreement with our analytical results in (c). (f):
Results in (e) including a coupling between neighbouring waveguides. Throughout,
we use 𝑁 = 10 waveguides with 𝐿0 = 10`m, Δ𝐿 = 1`m and 𝑛1 = 1.5, and we take
𝜔0 = 10𝜔 (1)

𝑐 . We take the coupling to be 𝐶 = 103`m−1.

We can now transform the dispersion into the co-moving frame using the mapping in the Main
Text (Eq. 10). Note that, in the co-moving frame, we actually plot Δ𝛽′𝑗 (𝜔′) = 𝛽′𝑗 (𝜔′) − 𝛽′ref (0)
for consistency with our definition of propagation constants in our Schrödinger equation. In
this model, we choose the reference waveguide to be the 𝑗 = 1 waveguide in the array. We can
then use the transformed dispersions to tune the refractive index 𝑛 𝑗 such that the maxima of
the dispersions in the co-moving frame all take the same value, which makes the resultant band
structure as similar as possible to the coupled wire model (discussed in the Main Text). We tune
our refractive index profile as:

𝑛 𝑗 =
𝑛1√︄

1 +
(
𝜔

(1)
𝑐

𝜔0

)2 ((
𝐿
( 𝑗)
𝑥

𝐿
(1)
𝑥

)2
− 1

) (S2)

which we calculate by differentiating our transformed propagation constants with respect to 𝜔′

and enforcing that the maxima are all equal in Δ𝛽′𝑗 . The resulting dispersions in both frames are
shown in Fig. S1(a), (b) and (c). In the lab frame, we see a set of dispersion curves that cross
over each other (c.f. the reversed order of the curves in (a) vs. (b)). In the co-moving frame,
we have a set of curves with maxima that are all at the same Δ𝛽′𝑗 value as expected from our
chosen refractive index profile (c.f. panel (c)). Introducing a coupling between neighbouring
waveguides results in avoided crossings (Fig. S1(d)), and we see a band structure that resembles



Fig. S2. Effective mass, magnetic vector potential and on-site potential in panels (a),
(b) and (c) respectively for our Schrödinger equation, calculated from data in Fig. 3 in
the Main Text. We see a weakly-varying effective mass, near-linear magnetic vector
potential (corresponding to a uniform magnetic field) and a small residual on-site
potential.

that of the quantum Hall coupled wire model (c.f. Fig. 1(b) in the Main Text). In particular, we
see flat Landau level states in the bulk and chiral edge states in the gap, which is characteristic of
quantum Hall systems.

We can also calculate the band structure from our Schrödinger equation (Eq. 6 in the Main
Text) by using our propagation constants (Eq. S1) to calculate 𝑚 𝑗 , 𝐴

(𝜏 )
𝑗 and 𝑉 𝑗 , and then writing

𝑎′𝑗 (Z, 𝜔′) = 𝑎′𝑗 (𝜔′)𝑒𝑖 (𝛽′Z −𝜔′𝜏 ) and diagonalising the resulting Hamiltonian. Example results are
shown in Fig S1(e) and (f), without and with an inter-waveguide coupling respectively. Comparing
to the corresponding exact results in (c) and (d), we see that, as expected, the Schrödinger equation
captures the dispersions very well close to 𝜔′ = 0 because the truncated Taylor expansion is most
accurate there. Moving away from 𝜔′ = 0 in either direction leads to disagreement between the
two approaches, most notably in the heights of the maxima not being identical in (e), leading to
dispersion even in the flat Landau level states in (f). Finally, we note that the bands we find for
this model are inverted relative to the bands for the experimentally-motivated model we consider
in the Main Text (i.e. the bands for the toy model have stationary points that are maxima, not
minima). This is because the group velocity dispersions in the two models have opposite signs.
Overall, these results therefore demonstrate that we do not require a complex model to engineer
the kind of physics we find here.

2. Schrödinger equation effective mass, magnetic vector potential and on-site
potential

In this section, we show the results of using the waveguide dispersions calculated in the Main
Text to find the effective mass, magnetic vector potential and on-site potential in the Schrödinger
equation, which we then use to calculate some of the results in Fig. 3. We use the lab-frame
propagation constants (Fig. 3(a)) and evaluate the three quantities using Eq. 7 in the Main
Text. The results are shown in Fig. S2. We see a near-constant effective mass (with variation
on the order 1% across the array), a magnetic vector potential that is very close to linear in 𝑗
(corresponding to a uniform magnetic field), and a very small on-site potential.

3. Details of Wavepacket Dynamics Simulations

As discussed in the Main Text, we use wavepacket dynamics simulations to investigate bulk
cyclotron orbits and other physical observables. We prepare a Gaussian wavepacket of the form:

�̃�′𝑗 (Z = 0, 𝜔′) = 𝐴𝑒𝑖𝑘 𝑗 ( 𝑗− 𝑗0 )𝑒
− ( 𝑗− 𝑗0 )2

2𝑠2
𝑗 × ( 𝑗 → 𝜔′), (S3)



Fig. S3. (a): Example wavepacket density in the co-moving frame time domain for a
Gaussian wavepacket prepared in the bulk. We see part of a cyclotron orbit with a Hall
drift. (b): Plot of the center-of-mass of the wavepacket in (d) in the discrete direction as
a function of Z together with a fit to Eq. S6, showing that the fitting function captures
our data very well, and can be used to extract the cyclotron frequency. We use the same
parameters as the wavepacket dynamics simulations in Fig. 4 in the Main Text, with a
coupling 𝐶 = −0.02mm−1.

where 𝐴 is a normalisation constant; 𝑘 𝑗 is the wavepacket momentum in the 𝑗 direction; 𝑗0 is
the initial center-of-mass position and 𝑠 𝑗 is the wavepacket width along 𝑗 . ( 𝑗 → 𝜔′) indicates
we use the same form for the 𝜔′ part of the wavepacket. We choose the wavepacket to be
localised in the 𝑗-bulk and to have an initial frequency in the bulk part of the bands in order to
target Landau level states. We then numerically propagate the wavepacket through the array by
discretising the 𝜔′ dimension into 𝑀 ≫ 1 points and hence representing our initial wavepacket
as an 𝑁𝑀-component column vector 𝑎(Z = 0). We then evolve the initial vector via:

𝑎(Z + 𝛿Z) = 𝑒−𝑖𝐻 𝛿Z 𝑎(Z), (S4)

where 𝛿Z is our small ‘timestep’ and 𝐻 is the 𝑁𝑀 × 𝑁𝑀 matrix representing the right-hand
side of the coupled mode equation (Eq. 8 in the Main Text) in our finite difference basis. More
precisely, we have:

𝐻 = 𝐻diag −

©«

0 𝐶 0 · · · 0

𝐶
. . .

. . .
. . .

...

0
. . . 0

...
. . . 𝐶

0 · · · 0 𝐶 0

ª®®®®®®®®®®®¬

⊗ 𝐼𝜔′ , (S5)

where 𝐻diag is a diagonal matrix formed by placing (-1 times) the discretised co-moving frame
propagation constants 𝛽 𝑗 (𝜔) − 𝛽 𝑗ref (𝜔0) − 𝜔′/𝑣(ref)

𝑔 along the main diagonal. The second term,
representing the coupling between neighbouring waveguides, is an 𝑁 × 𝑁 tridiagonal matrix with
the couplings inserted on to the two diagonals either side of the main diagonal. We then Fourier
transform the state with respect to 𝜔′ to map it into 𝜏-space, and consider the corresponding 𝑗 − 𝜏
density as a function of Z . An example of the wavepacket density for the optical model is shown
in Fig. S3(a), corresponding to the center-of-mass trajectory in Fig. 4 in the Main Text. We use
this density to calculate the wavepacket center-of-mass as a function of Z , 𝑗COM (Z) and 𝜏COM (Z).

When investigating bulk cyclotron orbits, we fit to the 𝑗COM (Z) trajectory using the function:

𝑓 (Z) = 𝐴 sin(𝜔𝑐Z + 𝜙)𝑒−𝑔Z + 𝐵, (S6)



and extract the cyclotron frequency 𝜔𝑐, an example of which is shown in Fig. S3(b). We choose
this function because we expect cyclotron orbits to be circular trajectories in ( 𝑗 , 𝜏). We include
an exponential damping factor to take into account the small damping seen in some of our
numerics. We see that the fit captures our numerical data well. We note that, for large coupling,
the wavepacket trajectory becomes more elongated along the 𝑗-direction, which introduces
some edge effects into the dynamics. However, the frequency of the cyclotron orbit can still be
well-obtained with our above fitting function.

As discussed in the Main Text, besides the bulk cyclotron orbits, we also investigate two
other physical observables. The first is a travelling refractive index perturbation. We model
this with a term of the form 𝑖Etrav𝜕�̃�

′
𝑗/𝜕𝜔′ which corresponds, in the Schrödinger equation,

to an effective electric field along the 𝜏 direction, −Etrav𝜏𝑎
′
𝑗 . We include this term within our

numerical scheme by representing the 𝜕/𝜕𝜔′ operator by a standard 𝑀 × 𝑀 finite difference
first derivative matrix 𝑑𝜔′ . We hence include the term in our total finite difference matrix as
𝐻 → 𝐻 + 𝑖Etrav𝐼 𝑗 ⊗ 𝑑𝜔′ , where 𝐼 𝑗 is the 𝑁 ×𝑁 identity matrix. Finally, we also consider applying
a temperature gradient across the array, which we model with a term of the form Δ𝑛 𝑗 (𝜔0/𝑐)�̃�′𝑗 ,
where we choose Δ𝑛 𝑗 = 𝑈 𝑗 . We include this in our numerical scheme by 𝐻 → 𝐻 +𝑈𝐽 ⊗ 𝐼𝜔′ ,
where 𝐽 = diag(1, ..., 𝑁) and 𝐼𝜔′ is the 𝑀 × 𝑀 identity matrix.
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CHAPTER 4. QUANTUM SIMULATION USING ELECTRIC CIRCUITS OF
COAXIAL CABLES

In this final main chapter, we present a proposal to use electric circuits of coaxial cables

as a quantum simulator. We begin by motivating this idea by appealing to established

circuit QED techniques. We then introduce our system of interest, namely a 2D brick wall

lattice formed from coaxial cables and T-shaped connector elements. We explain in detail

the physics of wave propagation in such a lattice, and present a calculation of the Bloch

wave dispersion. We then demonstrate techniques to control the interesting features of

this dispersion by altering the properties of some of the coaxial cables in each unit cell,

and indicate some of the interesting physics that could then be realised with this.

4.1 Motivation via Circuit QED

Figure 4.1: (a): Schematic of a co-planar waveguide resonator, consisting of a single-
wavelength (λ) section of superconducting co-planar waveguide (turquoise), together with
a superconducting qubit (green) which mediates interactions between the microwave pho-
tons. The corresponding lumped-element circuit is also shown. (b): Experimental images
of a resonator (top) and capacitive coupling of resonator endpoints (bottom). Panel (a)
adapted from [124] and panel (b) adapted from [125].

Circuit QED is a major sub-field of quantum simulation and quantum information, which

is concerned with the quantum electrodynamics (QED) of microwave photons in electric

circuits [126]. We begin by briefly outlining the idea of circuit QED from the quantum

simulation point of view. At the theoretical level, the photons are the quanta of the
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4.1. MOTIVATION VIA CIRCUIT QED

electromagnetic field in lumped LC circuits, where we can neglect dissipation due to the

system being cooled to superconducting temperatures, as will become relevant momen-

tarily. We will also discuss the details of the concrete experimental realisation of such

LC circuits shortly. The individual LC resonators can then be coupled via capacitances.

This setup can then be exploited to realise a tight-binding model of microwave photons

hopping via the capacitive coupling in a chosen lattice geometry.

Crucially, strong photon-photon interactions can then be engineered by the introduc-

tion of superconducting Josephson tunnel junction elements owing to the very strong

coupling between the microwave photons and the Josephson elements. In this way, circuit

QED platforms have been exploited in beautiful experiments to realise materials made

from photons (‘photonic materials’) [12]. Note that all this is in stark contrast to the

behaviour of light in free space, since free-space photons have no mass or charge, and do

not interact with each other (at least practically). As an aside, we highlight that we took

a point of view that focuses on the microwave photons themselves for quantum simulation

applications, but circuit QED has also emerged as a leading platform in digital quantum

computing [127]. This side of the field focuses instead on the superconducting elements,

which behave as artificial atoms with a set of discrete energy levels. These elements

can therefore be thought of as qubits and used to store quantum information, and are

manipulated and measured by the microwave photons.

To motivate the work we present in this final chapter, we now focus on the experimen-

tal details of the LC oscillator components of circuit QED systems. One experimental

approach is to fabricate microwave co-planar waveguide (CPW) resonators, which can be

thought of as the 2D equivalent of coaxial cables [126, 128–131]. A typical resonator is

shown both schematically and physically in Fig. 4.1. The lattice is formed when the res-

onators are brought into contact at their endpoints (Fig. 4.1(b)), introducing a capacitive

coupling. A Hamiltonian for the lattice can then be derived:

Ĥ =
∑

i

ω0a
†
iai +

1

2
ω0C

∑

endpoints

Φ−Φ+, (4.1)
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where a†i is the creation operator for a microwave photon in the resonator i with resonant

frequency ω0, C is the capacitance coupling between the resonator endpoints and Φ± are

the generalised fluxes (related to to the voltage) on either side of the capacitance. This

can be re-written explicitly as a tight-binding Hamiltonian:

ĤTB =
∑

i

ω0a
†
iai −

∑

⟨i,j⟩

(tija
†
iaj +H.C.), (4.2)

where the hopping tij = −1
2
ω0Cϕ

(end)
i ϕ

(end)
j , where ϕ

(end)
i is the wavefunction in resonator

i evaluated at the endpoint. A crucial property of such systems is that the resonant

frequencies and hoppings do not depend on the precise geometry of the system itself, in

stark contrast to, for example, electrons in a tight-binding solid. This property allows for

the engineering of more exotic models with complicated connectivities by simply changing

the wiring of the circuit.

Figure 4.2: (a): Experimental image and (b): schematic diagram of a heptagonal hon-
eycomb lattice of co-planar waveguides (CPWs) with capacitive couplings. In (b), the
layout lattice corresponding to the device in (a), with edges representing the CPWs, is
shown in light blue. The modal or line-graph lattice, where lattice sites are associated
with the CPWs and edges are inserted according to the capacitive couplings, is shown in
dark blue (edges) and yellow (sites). Figure adapted from [12].

For example, CPW lattices allow the global topology of the system of interest to be
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4.1. MOTIVATION VIA CIRCUIT QED

controlled, for example by introducing periodic boundary conditions [132]. The link be-

tween the global topology of the space and the ground state degeneracy of systems such

as fractional quantum Hall fluids, and the connections between these strongly-correlated

fluids and topological quantum computing, make this an exciting prospect for both fun-

damental physics and applications [24]. Complex connectivities can also be exploited to

engineer models in which the particles effectively live in non-Euclidean geometries, which

have connections to the study of quantum field theories in curved spacetimes. In some

of these geometries, the particles also experience destructive interference, leading to the

emergence of flat bands in which particles have no kinetic energy, so that interaction

effects dominate [133, 134], provided that the flat band is energetically isolated from any

dispersive bands. A famous example of a CPW lattice realising a tight-binding model on

a curved geometry is shown in Fig. 4.2 [128], with the physical device shown in panel (a)

and the lattice shown in panel (b) (discussed in more detail below).

The physics of CPW lattices can, in the Euclidean case, be investigated by diago-

nalising the Hamiltonian and hence finding the dispersion of Bloch waves in the usual

way [129]. However, the lattices admit a beautiful graph-theoretic description which

allows the dispersion to be calculated in a simple way, and which also applies to non-

Euclidean geometries for which there is no Bloch band theory, as we now discuss. As

suggested in the description above, the lattice naturally formed by the connected CPW

resonators (which we refer to as the layout lattice) is not the lattice whose dispersion we

actually want. The CPW resonators form the edges of the layout lattice, and the con-

nection points form the sites. However, the modes which are capacitively coupled ‘live’

on the CPW resonators, i.e. on the edges of the physical lattice. This suggests that we

should construct a new lattice whose sites are the edges of the layout lattice and whose

edges are inserted according to the capacitive coupling in the layout lattice. We refer

to this second lattice as the ‘modal’ lattice, and we want to find the dispersion of Bloch

waves propagating in it. The two types of lattice are exemplified in Fig. 4.2(b), where

the layout lattice is shown in light blue, and the sites and edges of the modal lattice are
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denoted by the yellow points and dark blue lines respectively. This idea can be formalised

using the language of graph theory [129]. We associate a graph X with the layout lattice

in the natural way, by associating vertices with the lattice sites and edges with the edges

in the lattice. The graph corresponding to the modal lattice is known in the graph theory

literature as the line graph of the graph X, denoted by L(X). A theorem then relates the

Bloch wave dispersions on the two lattices:

EL(X) =





d− 2 + EX

−2

, (4.3)

where EX and EL(X) denote the energies for the layout lattice and modal lattice respec-

tively, and d is the coordination number of the layout lattice X. In other words, we

simply shift the dispersion of the layout lattice and insert a flat band. If the lattice is

carefully chosen, the flat band may be energetically isolated, making it useful for simula-

tion interacting models as mentioned above. For example, the flat band that emerges in

the Kagome lattice is not isolated, but the heptagonal honeycomb lattice in Fig. 4.2 does

feature an isolated flat band.

The CPW resonator lattices, whilst extremely powerful, do have some limitations. In

particular, the circuits are fabricated using a relatively complicated lithographic proce-

dure, which also fixes the lattice geometry and precludes any dynamical changes to the

structure on-the-fly. They also need to be cooled to superconducting temperatures before

they can be used. In short, the CPW lattices suffer from some practical experimental dif-

ficulties. Given that CPWs are 2D analogs of coaxial cables, a natural question to ask is

whether we could investigate similar physics by constructing lattices formed by standard,

commercially-available coaxial cables connected by standard connector elements. Such a

system could have the major advantage of the CPW lattices, namely the decoupling of the

relevant physical parameters from the circuit geometry, without the practical limitations

listed above. Although, we note that we would not be working in the strongly-correlated

quantum regime, which would preclude the investigation of physics such as the fractional
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quantum Hall effect.

As an aside, we note an alternative approach is to use classical electric circuits to

simulate lattice models. One can consider lattices formed from inductors, resistors and

capacitors (LRC circuits), in which the circuit Laplacian plays the role of a Hamiltonian

for a lattice model, which can be engineered to target some chosen system [135]. Such

lattices have been used to realise topological models such as the SSH model [135, 136]

(in this context, they are known as ‘topolectrical circuits’). This approach also has the

advantage of the effective Hamiltonian (the circuit Laplacian in this case) not depending

on the geometry of the circuit itself, only the connectivity. These lattices can therefore

also be used to explore models of higher dimensionality [137–139], or models on spaces

that are curved and/or have non-trivial global topology. We also note that there are a

small number of works from around 20 years ago that consider the properties of coaxial

cable lattices (where they are known as ‘photonic crystals’, but are distinct from photonic

crystals in which the microscopic structure of the material is engineered to give desired

optical properties) [140–144]. These works consider, for instance, the effect of nonlinear-

ities and defects in lattices of this type, but they are more focused on applications in

photonics, as opposed to the simulation of physics models.

In the remainder of this chapter, we present an early foray into using lattices of coax-

ial cables for quantum simulation, inspired by circuit QED as discussed above. We first

present the relevant theory of signal propagation in coaxial cables, namely the transmis-

sion line equation. We then consider a simple but non-trivial brick wall lattice of coaxial

cables and three-port T-shaped connector elements. We present a general technique to

find the dispersion of Bloch waves in lattices of coaxial cables, and demonstrate it on the

brick wall lattice. Note that the calculation of the dispersion is achievable in the CPW

case using standard tools, because the lattice is naturally in the tight-binding limit. We

do not have such a Hamiltonian description in our coaxial cable systems, so we need an

alternative way to find the dispersion, which allows us to understand whether we are

in the tight-binding or nearly-free limit, and to generally characterise the physics of the

77



CHAPTER 4. QUANTUM SIMULATION USING ELECTRIC CIRCUITS OF
COAXIAL CABLES

system. We find that the dispersion includes a flat band and two dispersive bands, and

that the dispersive bands touch at two Dirac points. The aforementioned graph theory

description partially motivates our choice of the brick wall lattice; the line graph lattice

for this system is the Kagome lattice, whose dispersion includes a flat band. If such a

flat band were present in our lattice and could be gapped, it would be an excellent way

to study interacting physics, because the kinetic energy has been quenched. The other

reason we choose this lattice is more practical; the brick wall lattice is relatively simple

and natural to engineer in experiment using commercial coaxial cables and T-connectors.

We note that this work complements two recent works on realising the SSH model in 1D

coaxial cable lattices [145, 146].

Once we find the dispersion of Bloch waves in our chosen lattice, we move on to

consider tuning the lattice parameters, in particular the impedance of the cables. We

show that this provides a natural and simple way to control the features of the band

structure. In particular, we show that the aforementioned Dirac points can be gapped

and shifted around the Brillouin zone, suggesting connections to the theory of strained

graphene and the artificial magnetic fields that can be engineered there. We also show

that a family of energetically-isolated flat bands can be engineered, suggesting that the

effects of nonlinearities would be of interest. We therefore demonstrate the potential of

this platform to engineer rich physics.

4.2 A Brick Wall Lattice of Identical Coaxial Cables

We begin by reviewing the relevant physics of wave propagation in isolated coaxial ca-

bles [147]. We model a coaxial cable as a lossless transmission line, where we have two

long, parallel conductors with no resistance separated by an insulator. We take the line

to have a capacitance per unit length κ and a self-inductance per unit length λ. We write

the current flowing through the conductors and voltage across them at position x along

the line and time t as I(x, t) and V (x, t) respectively. The geometry of the transmission
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Figure 4.3: Diagram of a section of lossless transmission line, with the two parallel con-
ductors in grey. We consider a short length of line of size δx, and derive equations describ-
ing the propagation of current and voltage waves I(x, t) and V (x, t). The lumped-circuit
elements representing the inductance and capacitance of the short section, important in
the derivation, are also shown.

line is shown in Fig. 4.3. Over some small length of transmission line δx we have:

V (x+ δx, t)− V (x, t) ≈ ∂V

∂x
δx = −λδx∂I

∂t
, (4.4)

using the definition of the self-inductance. Taking the limit δx→ 0, this leads to:

∂V

∂x
= −λ∂I

∂t
. (4.5)

We can also write an expression for the current flow in the short segment:

I(x+ δx, t)− I(x, t) ≈ ∂I

∂x
δx = −κδx∂V

∂t
, (4.6)

which follows from the definition of capacitance. Again, taking the limit δx → 0, this

leads to:

∂I

∂x
= −κ∂V

∂t
. (4.7)
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Differentiating the above two equations with respect to x and t respectively and combining

the results leads to:

1

κλ

∂2V

∂x2
=
∂2V

∂t2
. (4.8)

We therefore find the 1D wave equation, with the speed of the waves being v = 1/
√
κλ.

Note that an identical equation holds for I(x, t) also. This means that we can write the

general solution for waves in the transmission line as:

V (x, t) = f(x− vt) + g(x+ vt), I(x, t) =
1

Z
(f(x− vt)− g(x+ vt)), (4.9)

where Z is the cable impedance and where f and g are arbitrary functions describing

waves propagating in the +x and −x directions respectively.

Figure 4.4: Diagram of the brick wall lattice of coaxial cables (black/blue lines) and
T-connector elements (orange circles), with a unit cell marked in blue. The labels on the
unit cell denote the various modes we use in the calculation of the dispersion. In this
simple case, all cables have identical impedance and length. In later cases, the central
cable in each unit cell, coloured blue, may have either a different impedance of length
relative to the other cables.

We now move on to consider a brick wall lattice formed by coaxial cables and T-
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connector elements (Fig. 4.4), where all the cables have the same length l and impedance

Z, and where the T-connectors play the role of lattice sites, with the cables as the bonds

between them. We work with the unit cell shown by the blue rectangle in Fig. 4.4. The

approach to finding the band structure is to consider the propagation of waves of some

frequency ω through the unit cell, taking into account the phase picked up by propagation

along the cables and the scattering at the two T-connectors. We represent this propagation

with a 4 × 4 scattering matrix connecting the in- and out-going modes to the unit cell.

We then impose periodic boundary conditions to include the lattice. This leads to the

dispersion ω(kx, ky).

We begin by deriving the scattering matrix for a single T-connector. We focus on the

left-hand connector in the unit cell, but the same result applies to both. We can define the

3× 3 scattering matrix S connecting the in- and out-going modes to/from the connector

(Ii and Oi respectively) as:




I1

I2

I3




= S




O1

O2

O3




≡




r1 t12 t13

t21 r2 t23

t31 t32 r3







O1

O2

O3




(4.10)

where S is unitary as we have no loss, and ri and tij are the reflection and transmission

coefficients respectively (tij is the transmission coefficient from cable j to i). The number-

ing convention for the different modes is shown in Fig. 4.4. We can now calculate these

coefficients explicitly. Consider cables 2 and 3 as a load on cable 1, and write the total

impedance of 2 and 3, Z23, as:

1

Z23

=
1

Z
+

1

Z
, (4.11)

giving Z23 = Z/2. Via the transmission line equations derived above, we can write the

general solution for the current and voltage in cable 1 as:

V1(x, t) = f(x− vt) + g(x+ vt), I1(x, t) =
1

Z
(f(x− vt)− g(x+ vt)). (4.12)
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Taking, without loss of generality, x = 0 to be the location of the connector, we can write:

r1 =
g(vt)

f(−vt) , (4.13)

and:

Z23 =
f(−vt) + g(vt)

1
Z
(f(−vt)− g(vt))

. (4.14)

These two relations then lead to:

r1 = −1

3
. (4.15)

By symmetry, we have r1 = r2 = r3. Choosing, without loss of generality, the transmission

coefficients to be real, we also have tij = tji ≡ t, where all transmission coefficients are

equal by symmetry. Since S must be unitary for the zero-loss case, we find r21 + 2t2 = 1,

leading to t = 2/3. We therefore find the scattering matrix:

S =
1

3




−1 2 2

2 −1 2

2 2 −1



. (4.16)

We can check that S−1 = S†, so S is unitary as we expect. We also see that S is Hermitian.

We now write down the following equations describing wave propagation at frequency

ω between the left- and right-hand sides of the unit cell. The naming conventions for

the modes are shown in Fig. 4.4, and we denote the in- and out-going modes for a given

connector by I and O respectively, as we did above. For the left-hand T-connector, we

have: 

I1

O1


 = Ul/2



I0x

O0x


 ≡



ei

ω
c

l
2 0

0 e−iω
c

l
2






I0x

O0x


 , (4.17)

and: 

I2

O2


 = Ul/2



I0y

O0y


 (4.18)
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describing the propagation of the modes at the left-hand edges towards the connector.

These modes then scatter at the connector, which is described by the scattering matrix

we derived previously, with: 


I1

I2

I3




= S




O1

O2

O3



. (4.19)

We then describe the propagation of the modes along the central cable:



I1′

O1′


 = Ul



O3

I3


 . (4.20)

We also have the same scattering matrix for the right-hand connector:




I1′

I2′

I3′




= S




O1′

O2′

O3′



, (4.21)

and, finally, we relate the modes at the right-hand unit cell edge to these scattered modes:



I1y

O1y


 = U−1

l/2



I2′

O2′


 (4.22)

and: 

I1x

O1x


 = U−1

l/2



I3′

O3′


 . (4.23)

We now need to use these various results to derive a 4 × 4 scattering matrix Σ for the

whole unit cell: 


I0x

I0y

I1x

I1y




= Σ




O0x

O0y

O1x

O1y



. (4.24)
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We first define, for symmetry reasons, the modes at the mid-point of the central cable as:



IM

OM


 ≡ U−1

l/2



I3

O3


 . (4.25)

We hence eliminate the 1, 2 and 3 modes in Eq. 4.19 to arrive at:




I0x

I0y

IM




= e−iω
c
lS




O0x

O0y

OM



. (4.26)

We next do a similar calculation for the right-hand connector to get:




OM

I1y

I1x




= e−iω
c
lS




IM

O1y

O1x



. (4.27)

We next do a lengthy but straightforward calculation to eliminate the M-modes from

these last two equations, which leads directly to the scattering matrix Σ:

Σ =




Σ1 Σ2 Σ3 Σ3

Σ2 Σ1 Σ3 Σ3

Σ3 Σ3 Σ1 Σ2

Σ3 Σ3 Σ2 Σ1



, (4.28)

with:

Σ3 ≡
4

3

e−iω
c
l

3ei
ω
c
l − 1

3
e−iω

c
l
, (4.29)

and Σ1 ≡ (1/3)e−iω
c
l(−1− Σ3) and Σ2 ≡ (1/3)e−iω

c
l(2− Σ3).

Now that we have described the propagation of waves in a single unit cell, we impose
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the periodic boundary conditions:



I1x

O1x


 = e2ikxl



O0x

I0x


 , (4.30)

and: 

I1y

O1y


 = ei(kx+ky)l



O0y

I0y


 , (4.31)

where we introduce the Bloch momenta kx and ky. We use these to eliminate the ‘1’

modes in Eq. 4.24 (i.e. the right-hand side of the unit cell) to arrive at:




I0x

I0y

O0x

O0y




= P−1
BCΣPBC




0 12

12 0







I0x

I0y

O0x

O0y



, (4.32)

where we define:

PBC ≡




1 0 0 0

0 1 0 0

0 0 e2ikxl 0

0 0 0 ei(kx+ky)l




(4.33)

and where 12 is the 2 × 2 identity matrix. We can then demand non-trivial solutions to

this equation with the condition:

det


P−1

BCΣPBC




0 12

12 0


− 14


 = 0, (4.34)

where 14 is the 4× 4 identity matrix. We can now use the block matrix structure of Σ to
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simplify the expression for the determinant in Eq. 4.34. In particular, we write:

Σ =



A B

B A


 , (4.35)

where:

A =



Σ1 Σ2

Σ2 Σ1


 , B =



Σ3 Σ3

Σ3 Σ3


 . (4.36)

We can then find that:

P−1
BCΣPBC




0 12

12 0


− 14 =



BU − 12 A

U−1AU U−1B − 12


 , (4.37)

where we define:

U =



e2ikxl 0

0 ei(kx+ky)l


 (4.38)

We can then use an identity to write that:

det



BU − 12 A

U−1AU U−1B − 12


 = det(BU − 12) det(U

−1B − 12 − U−1AU(BU − 12)
−1A),

(4.39)

provided that neither BU − 12 nor U−1B − 12 are singular, which we can check is not

generally true. Requiring that this determinant vanishes then produces the equation:

(
Σ3 − u1 − Γ +

u1Σ
2
1 + u2Σ

2
2

∆

)(
Σ3 − u2 − Γ +

u2Σ
2
1 + u1Σ

2
2

∆

)

−
(
Σ3 + Γ +

(u1 + u2)Σ1Σ2

∆

)2

= 0, (4.40)

where, for convenience, we introduce the variables u1 ≡ e2ikxl and u2 ≡ ei(kx+ky)l, and

where ∆ ≡ 1−Σ3(u1 + u2) and Γ ≡ Σ3u1u2

∆
(Σ1 −Σ2)

2. This equation can be solved using
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a symbolic algebra package to obtain ω(kx, ky). From now on, we set l = c = 1.

Figure 4.5: Band structure for the brick wall lattice with all cables identical. (a) and
(b): Cuts of the bands at ky = 0 and ky = π respectively, showing the flat bands at
ω = nπ (n = 0, 1, 2, ...) and the two repeated dispersive bands. The dispersive bands
meet at gapless Dirac points (red) with momenta (±π/3, π). (c) and (d): Contour plots
of the two dispersive bands in the interval [0, π], with free-photon-like cone dispersions
close to the origin and two gapless Dirac points (red) at the Brillouin zone boundary.

Solving for ω leads to three principal bands in the interval ωPV ∈ [0, π]. We have a flat

band with ω = π, and two dispersive bands beneath. This set of three is then repeated

periodically in ω as ω = ωPV + nπ, for n = 0, 1, 2, .... The resultant bands are plotted in

Fig. 4.5. We find that the dispersive bands are given explicitly by:

cos(2ω) =
1

9
(−3 + 4(cos(2kx) + 2 cos(kx) cos(ky))), (4.41)

and these are plotted as contour plots in Fig. 4.5(c) and (d). (a) and (b) show cuts of

these bands, as well as the ω = nπ flat bands, through ky = 0 and ky = π respectively.

Due to the properties of cosine, the two principal dispersive bands are mirror images of

each other in the plane ω = π/2. We see that the lower dispersive band has a conical
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dispersion close to the origin, before rolling over to touch the upper dispersive band at

two gapless Dirac points at the Brillouin zone boundary, with coordinates (±π/3, π). The

cone of the upper dispersive band touches the flat band at the origin. Due to the conical

shape of the dispersion close to the origin, we can think of the lattice as being in the

nearly-free limit.

4.3 Controlling the Dirac Points by Detuning the

Central Cable Impedance

Now that we have characterised the simplest case of the brick wall lattice, with identical

cables, we now show how to control the properties of the Dirac points we found. In

particular, we consider detuning the impedance of the central cable running between the

two T-connectors in each unit cell (highlighted in light blue in Fig. 4.4). Our general

approach is the same as in the uniform case. We start by finding the scattering matrix

for the left-hand connector using identical arguments to the previous section, but now

including the modified impedance and hence different reflection and transmission in that

cable. We find:

S =




r t′ t

t′ r t

t t r′



, (4.42)

where:

r = − 1

1 + 2ζ
, (4.43)

r′ =
1− 2ζ

1 + 2ζ
, (4.44)

t2 =
1

2
(1− r′

2

), (4.45)

t′
2

= 1− r2 − t2, (4.46)
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where ζ ≡ Z2/Z1 is the ratio of impedances, with the central cable now having impedance

Z2, and the other cables have impedance Z1. We then have:




I1

I2

I3




= S




O1

O2

O3



, (4.47)

and: 


I3′

I2′

I1′




= S




O3′

O2′

O1′



. (4.48)

All other equations from the first section describing the phases acquired as the waves

move through the unit cell are identical. Similarly to before, equations 4.47 and 4.48 lead

to: 


I0x

I0y

IM




= e−iω
c
lS




O0x

O0y

OM



, (4.49)

for the left-hand connector, and:




I1x

I1y

OM




= e−iω
c
lS




O1x

O1y

IM



, (4.50)

for the right-hand connector. Similarly to the uniform case, we now eliminate the M-

modes to calculate the 4× 4 scattering matrix for the whole unit cell, defined identically
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to the uniform case. This leads to:

Σ =




Σ1 Σ2 Σ3 Σ3

Σ2 Σ1 Σ3 Σ3

Σ3 Σ3 Σ1 Σ2

Σ3 Σ3 Σ2 Σ1



, (4.51)

with:

Σ1 = rz +
r′t2z3

1− r′2z2
, (4.52)

Σ2 = t′z +
r′t2z3

1− r′2z2
, (4.53)

Σ3 =
t2z2

1− r′2z2
, (4.54)

where we now define z = exp(−iωl/c).
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Figure 4.6: Results for the brick wall lattice with the central cable impedance detuned
in each unit cell. (a) and (b): contour plots of the two dispersive bands for the case where
ζ = 1.5, with free-photon-like cone dispersions close to the origin and the two Dirac points
(red) displaced by the detuning. The flat bands still exist at the same frequency as the
uniform case and remain gapless at the origin. (c): trajectories taken by the two Dirac
points (circles and triangles) around the Brillouin zone as ζ is varied. The dashed line is
a guide to the eye. As ζ → 0, the Dirac points become fixed at (±π/2,±π/2). (d): The
size of the displacement from (±π/2,±π/2) of the Dirac points as ζ varies (black curve,
left axis). Also shown is the gap between the Dirac points as a function of ζ (red curve,
right axis), showing a gap opening as ζ → 0.

We see that the scattering matrix has an identical structure to that in the previous

section (Eq. 4.28), but with Σ1, Σ2 and Σ3 now dependent on ζ. We also impose the same

periodic boundary conditions to those in the previous section. We therefore solve the same

equation (Eq. 4.40), but now as a function of ζ. An example set of results for ζ = 1.5 is

shown in Fig. 4.6(a) and (b). Generally, we find that ζ ̸= 1 moves the two Dirac points

around the Brillouin zone, with the points becoming fixed at (±π/2,±π/2) as ζ → 0, and

that a gap opens between the Dirac points as ζ → 0. The band-crossing point between

the second and third band at the origin remains gapless. The displacement of the Dirac

points suggests connections to the theory of artificial magnetic fields in strained graphene
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to this system [148], in which a strain applied the the honeycomb lattice displaces the

Dirac points in the Brillouin zone, meaning that Dirac electrons experience an artificial

gauge field whose strength relates to the size of the strain. We therefore plot the trajectory

and magnitude of the displacement of the Dirac points, as well as the band gap at the

Dirac points, in Fig. 4.6 (c) and (d).

4.4 Introducing Isolated Flat Bands by Detuning the

Central Cable Length

We now show that we can gain even more control over the features of the bands by

tuning the central cable length, rather than the impedance. The equation that we need

to solve (discussed below) likely cannot be solved analytically for arbitrary values of the

lengths. We therefore consider a particular case, and solve the equation analytically to

demonstrate the crucial result that the band structure now includes a family of isolated

flat bands, suggesting that the future study of nonlinearities in the system should be of

interest.

The basic method is the same as in the prior two calculations, in that we derive

equations describing the propagation of waves through the unit cell, which leads to a 4×4

scattering matrix. This scattering matrix will turn out to have the same block matrix

structure as the other cases, but with different functional forms for the matrix elements.

The following steps are therefore identical to the uniform case; we apply periodic boundary

conditions and produce an equation to solve to find ω(kx, ky). More precisely, we consider

the usual unit cell shown in Fig. 4.4, with the blue central cables having a length l2, and

the other cables having length l1. We write down the following equations describing the

propagation of the modes:



I1

O1


 = Ul1/2



I0x

O0x


 ≡



ei

ω
c

l1
2 0

0 e−iω
c

l1
2






I0x

O0x


 , (4.55)
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and: 

I2

O2


 = Ul1/2



I0y

O0y


 (4.56)

describing the propagation of the modes at the left-hand edges towards the connector.

These modes then scatter at the connector, which is described by the scattering matrix

we derived in the uniform case (Eq. 4.16), with:




I1

I2

I3




= S




O1

O2

O3



. (4.57)

We then describe the propagation of the modes along the central cable:



I1′

O1′


 = Ul2



O3

I3


 . (4.58)

We also have the same scattering matrix for the right-hand connector:




I1′

I2′

I3′




= S




O1′

O2′

O3′



, (4.59)

and, finally, we relate the modes at the right-hand unit cell edge to these scattered modes:



I1y

O1y


 = U−1

l1/2



I2′

O2′


 (4.60)

and: 

I1x

O1x


 = U−1

l1/2



I3′

O3′


 . (4.61)

We have essentially the same results as in the uniform case, but with different phase
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factors that depend on the different cable lengths. Following the same procedure as the

uniform case produces the 4× 4 scattering matrix, defined by:




I0x

I0y

I1x

I1y




= Σ




O0x

O0y

O1x

O1y



. (4.62)

In our case, we find:

Σ =




Σ1 Σ2 Σ3 Σ3

Σ2 Σ1 Σ3 Σ3

Σ3 Σ3 Σ1 Σ2

Σ3 Σ3 Σ2 Σ1



, (4.63)

where:

Σ3 ≡
4

3

zλ

3
z
− z

3

, (4.64)

where we define z ≡ exp(−iωl2) (setting c = 1 from now on), λ ≡ l1/l2, and Σ1 ≡

(1/3)(−zλ− zΣ3) and Σ2 ≡ (1/3)(2zλ− zΣ3). As mentioned above, the scattering matrix

has the same structure as in the uniform case, but with different matrix elements.
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Figure 4.7: (a): Cut of the λ = 2 length-detuned brick wall lattice dispersion through
ky = 0, showing the first few periods of the bands. We see a family of dispersive bands
that is periodic in ω (blue) and a family of flat bands interleaved with these (red). A
subset of these flat bands are energetically isolated (ω = 2π, 6π, 10π, ..., i.e. odd multiples
of 2π), which can be seen by checking the whole band structure. (b) - (e): Contour
plots of the four dispersive bands. More precisely, here we show the four bands in the
n = 1 sector, with ω = ωPV + 4πn. The panels are ordered in increasing ω, so panel (a)
corresponds to the bottom n = 1 band, etc. Dirac points are marked with a red cross.

The equation we have to solve is therefore the same also (Eq. 4.40) but where, now,

our boundary condition phase variables are u1 ≡ eikx(l1+l2) and u2 ≡ ei(kxl2+kyl1). The

equation likely cannot be solved analytically for arbitrary λ ∈ (0,∞), so we focus on the

simplest non-trivial case (i.e. λ ̸= 1), namely λ = 2, corresponding physically to the

central cable having half the length of the others. We choose units such that c = 1 and

l1 = 1 and l2 = 1/2. We solve this equation using a symbolic algebra package to find that

we still have flat band solutions, now with e−iω/2 = ±1, and some dispersive bands whose

dispersion is given by the equation:

9 cos(2ω) + 8 cos(ω)− 8 cos
(ω
2

)(
cos

(
3kx
2

)
+ cos

(
kx
2

+ ky

))
+3− 4 cos(kx − ky) = 0.

(4.65)
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The first equation yields flat bands for ω = 2πn for n = 1, 2, 3, ..., and the second equation

can be solved via a symbolic algebra package to produce four distinct dispersive bands in

the interval ωPV ∈ [−π, π], which are then repeated as ω = ωPV +4πn, with n = 0, 1, 2, ....

The overall interleaved structure of the bands is shown in the cut in Fig. 4.7(a), and

Fig. 4.7(b) - (e) shows the structure of the dispersive bands in detail. From Fig. 4.7,

we can see that a subset of the flat band family are energetically isolated from the other

bands (this can be checked properly by examination of the band structure over the entire

Brillouin zone). Specifically, these are the bands ω = 2π, 6π, 10π, ..., i.e. odd multiples

of 2π. We also note that we still seem to find Dirac point features within each set of

dispersive bands (red crosses), with bands 1 and 2 touching, as well as bands 3 and 4,

within a given set of four.

In this final thesis chapter, we motivated the idea of using lattices of commercially-

available coaxial cables and connector elements to engineer lattice models. We then

introduced the relevant theory of wave propagation in coaxial cables before calculating

the band structure for a brick wall lattice of cables and T-connectors, using a general

method that does not depend on having access to a Hamiltonian. We showed that we

find one gapless flat band, and two dispersive bands that touch at two Dirac points. This

set of three principal bands is then repeated periodically in frequency. The dispersive

bands demonstrate that the lattice is in the nearly-free limit, because the bands have

a conical dispersion close to the Brillouin zone origin. We then showed that we can

control some of these features by modification of the cable impedances and lengths. In

particular, we can gap the Dirac points and move them around the Brillouin zone, which

suggests connections to the theory of artificial magnetic fields in strained graphene. We

can also isolate an infinite family of flat bands, which suggests exciting prospects when

nonlinearities are introduced.

In the short term, the natural next steps are to more deeply understand some of the

results presented here, particularly by connecting the brick wall lattice symmetries to the

existence of gapless band-crossing points, which may give more insight into how to control
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4.4. INTRODUCING ISOLATED FLAT BANDS BY DETUNING THE CENTRAL
CABLE LENGTH

them [149]. A natural longer-term goal would be to introduce effective interactions into

the system by the inclusion of nonlinear circuit elements. An isolated flat band would lead

to the interaction effects dominating, making this a natural avenue to explore. Otherwise,

the physics of the artificial magnetic field could be investigated further, perhaps with a

view to engineering topological models which break time reversal symmetry. This could

be extended further by the inclusion of gain elements into the circuit, which could lead

to topological lasing [20, 21].
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CHAPTER 5

CONCLUSIONS

In this thesis, we presented three different works in the field of quantum simulation. In

the first of these, discussed in Chapter 2, we experimentally demonstrated the realisation

of a synthetic dimension formed from the energy eigenstates of a harmonic trap, and

characterised the system using the well-known phenomenon of Bloch oscillations. In the

second work, discussed in Chapter 3, we presented an experimental proposal for using the

paraxial propagation of an optical pulse in a 1D array of waveguides to engineer novel

optical effects, which we interpreted in terms of the quantum Hall effect. The physics here

could also be thought of in terms of synthetic dimensions, with the time experienced by the

pulse in a particular reference frame playing the role of a continuous spatial dimension.

Finally, in Chapter 4, we proposed using lattices formed from commercially-available

coaxial cables as a quantum simulator. We considered a simple but non-trivial 2D lattice,

and demonstrated that the dispersion of Bloch waves has interesting features, and we

discussed some ways to control these features. Having summarised our results very briefly,

we now review them in detail.

In Chapter 2, we experimentally demonstrated for the first time a synthetic dimension

formed from the energy eigenstates of a harmonic trap. We first summarised the scheme,

in which an ultracold gas is confined in a harmonic trap, which is then driven by a

time-periodic external potential. We showed, using the tools of Floquet theory, that,
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for a sufficiently high-frequency drive, we could describe the dynamics using a Floquet

Hamiltonian with a very simple structure. In particular, we found nearest-neighbour

hoppings between the trap states with a near-constant energy, and that the detuning

between the trap and driving frequencies played the role of a constant force along the

dimension of trap states. This combination of a 1D tight-binding lattice and a constant

force immediately suggests that Bloch oscillations up-and-down the ladder of trap states

should be accessible. We then demonstrated experimentally that such Bloch oscillations

can be observed in the real-space dynamics of the atomic cloud. We took measurements for

several values of the detuning, and used a fit to extract the real space oscillation amplitude

and frequency. We confirmed that these measured values agreed well with those from both

numerical and semiclassical analytical theory. These theoretical results both made use of

a conversion formula which we derived to ‘translate’ between the real space cloud centre-

of-mass and width and the centre-of-mass with respect to the synthetic dimension. We

then demonstrated additional control over the scheme by instead varying the strength of

the driving potential for a fixed detuning. Finally, we extended the data analysis further

to ‘project’ the experimental results into the synthetic dimension to directly probe how

many trap states the cloud explores. We found that we realised a very long synthetic

dimension of tens of sites.

Now that we have experimentally demonstrated and characterised the shaken harmonic

trap synthetic dimension scheme, we can consider concrete physical models to explore,

and make some technical improvements to the current implementation. A natural class

of model to explore with our scheme is that of 2D quantum Hall systems, in which the

motion along the discrete synthetic dimension can be combined with motion along a real

spatial dimension to form an effectively 2D system. This can be achieved very naturally

in our setup by considering the motion of the cloud along the weak trapping direction.

An artificial gauge field for the charge-neutral atoms can then be realised by modulation

of the phase of the driving potential with position along the real, weakly-trapped dimen-

sion, which translates to a position-dependent hopping phase in the Floquet Hamiltonian.
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This can be interpreted as a Peierls phase and associated with a magnetic field threading

our effective 2D system. This is an implementation of the quantum Hall coupled wire

model. In parallel, there are number of technical improvements to the current scheme

that may aid in realising this 2D physics. These include refining the choice of driving

potential to engineer out certain features in the current work which complicate the dy-

namics and the analysis, and modifying the trapping potential to create an upper edge

in the synthetic dimension, which will be important for observing genuine 2D effects. Fi-

nally, the measurement and data analysis could be extended towards single-site resolution

along the synthetic dimension, and methods better-suited to fully understanding the more

complicated 2D dynamics. All of these points are being addressed as part of on-going

experimental and theoretical work.

The successful realisation of the quantum Hall coupled wire model in this system

will be a significant step forward in the field, and would offer several advantages over

quantum Hall models in other platforms. It will offer practical improvements, such as not

being dependent upon the details of internal atomic states or upon the atomic species

used. It would also overcome some limitations of other approaches, such as the relatively

short synthetic lattices. In terms of the physics that can be accessed from the quantum

Hall system, our setup is well-suited to measuring the quantised Hall conductivity and,

particularly excitingly, there is the prospect of accessing 2D correlated states of matter,

such as fractional quantum Hall states, owing to the fact that the interactions are expected

to decay with the distance along the synthetic dimension.

In Chapter 3, we experimentally proposed using the propagation of an optical pulse

through a 1D array of waveguides as a quantum simulator. We began by reviewing

the derivation of the well-known wave equation describing the paraxial propagation of a

narrow optical pulse in a 1D waveguide array. We showed that, when we map this equation

into a chosen reference frame, it had the form of a Schrödinger equation in which the time

evolution of a wavefunction is replaced by the propagation of the electric field envelope

along the optical axis of the array. The Schrödinger equation describes a particle with a

101



CHAPTER 5. CONCLUSIONS

position-dependent effective mass, that experiences both a scalar on-site potential and a

non-trivial magnetic vector potential whose properties can, in principle, be controlled by

spatially modulating the array. This result suggests that the essential physics is, again,

that of a quantum Hall coupled wire model. We then considered an experimentally-

inspired model of a waveguide array fabricated by laser-writing and numerically found the

propagation constants for it. By making use of a Doppler shift to transform these into

the co-moving frame, we tuned the parameters of the model to make the co-moving frame

dispersion have the same key features as the coupled wire model, namely dispersionless

bulk Landau levels, with chiral edge modes in the gaps.

Having shown that the co-moving frame dispersion of a 1D array of waveguides can

be tuned to include some of the key features of a quantum Hall model, we went on to

explore some specific observable effects that may arise from these features. We first con-

sidered bulk cyclotron orbits. We performed numerical simulations in which we prepared

a Gaussian wavepacket to target a superposition of the bulk Landau levels. Semiclassi-

cally, we expect the wavepacket to execute cyclotron orbits with a characteristic cyclotron

frequency, which depends on the particle mass and magnetic field. We did indeed observe

these orbits in our numerics. We extracted the frequency of the cyclotron orbits via a fit

and compared to classical theory, finding good agreement. We then showed that a Hall

drift can be introduced along the time-direction by spatial modulation of the refractive

index across the array. We also considered two other physical effects. We considered

modulating the waveguide refractive index along the optical axis and across the array,

and observed in our numerical simulations that the wavepacket was displaced along the

discrete direction, despite the modulation being uniform across the waveguides. Within

our Schrödinger equation, this modulation corresponds to an electric field along the con-

tinuous direction, leading to a perpendicular displacement along the discrete direction.

We also considered a travelling refractive index perturbation that is uniform across the

array. In the co-moving frame, this also corresponds to a force along the continuous direc-

tion, and hence also produces displacement of the wavepacket across the array. In either
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case, the wavepacket couples cleanly into a chiral edge mode which then propagates along

the end waveguides.

The theoretical work presented in Chapter 3 can be naturally extended to study the

interplay between nonlinearity and topology in photonic systems. Interactions at the

mean-field level can readily be included by using a nonlinear optical medium, and a

particularly exciting possibility in this system is the study of density-dependent gauge

fields, which are an important step on the way to simulating fully dynamical gauge fields,

of huge significance in both condensed matter and high-energy physics. More precisely, our

effective magnetic vector potential depends upon the refractive index of the medium, and,

in a Kerr-nonlinear material, this becomes dependent upon the intensity of the light, which

corresponds to the density of photons in a quantum picture. Going beyond this, a key

feature of our scheme, in contrast to synthetic frequency dimensions for instance, is that

a spatially-local nonlinearity will translate into local interactions in our 2D topological

model. If the interaction strength could then be scaled up beyond the mean field level, this

would be a route towards strongly-correlated photonic states, such as fractional quantum

Hall fluids.

Chapter 4 presents the final work in this thesis, in which we proposed using lattices of

coaxial cables as a quantum simulator, motivated by the significant advantages of lattices

of coplanar waveguides in circuit QED. We considered a relatively simple but non-trivial

2D system, consisting of a brick wall lattice of identical cables, in which the cables form

the edges between the lattice sites, which are three-port T-shaped connector elements. We

began by finding the dispersion for Bloch waves moving in this lattice by first modelling

the wave propagation within a single unit cell, taking into account the phases acquired

by propagation through the cables and the scattering at the connector elements. We then

imposed periodic boundary conditions and introduced Bloch momenta. By requiring non-

trivial solutions to the resultant set of equations, we calculated the dispersion. We found

three principal bands; two of these are dispersive and meet at two Dirac points. Close to

the origin, the lower dispersive band has a conical shape, indicating that our model has
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nearly-free-photon-like properties. The third band is flat, but not isolated, touching the

second band at the origin. These three bands are then repeated periodically in frequency.

We moved on to consider a method to control some of the above features of the

dispersion. We detuned the impedance of one of the cables in each unit cell from the

other cables, and showed that this led to a displacement of the Dirac points around the

Brillouin zone, as well as a gap opening between them in a certain limit. This displacement

of the Dirac points suggests connections to the theory of strained graphene, in which the

Dirac electrons experience an effective magnetic field when strain is applied to a graphene

sample. We also showed that instead detuning the length of the central cable leads to

a family of energetically-isolated flat bands, together with a rich structure of dispersive

bands and Dirac cones which are again displaced relative to the uniform cable case.

This final work is an early venture into a new experimental quantum simulation plat-

form, and as such it has a number of exciting future directions. In the near-term, the

variety of results that we already have can be more deeply interpreted in terms of the

symmetries of the brick wall lattice, in order to explain the number of bands we find, and

the opening and closing of band gaps when the central cable impedance and length are

changed. The apparent robustness of the gapless Dirac points may also have a topological

origin, which will be interesting to explore.

In the longer term, the controllable features of our Bloch wave dispersions could be

exploited to realise specific physical models. For instance, the magnetic physics that

is suggested by the controllable Dirac points could be fully exploited by investigating

specific physical effects such as topological physics. Such topological models could then

be combined with gain circuit elements to investigate topological lasing, in which the

edge modes of a 2D topological model are made to lase. The energetically-isolated flat

bands that naturally emerge when the cable lengths are detuned could also provide an

excellent opportunity to study the effect of nonlinear circuit elements in these coaxial

cable systems, as the excitations from the flat bands will have suppressed kinetic energy,

leading to the nonlinear effects dominating.
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