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ABSTRACT 

 

Railway crossing is a vital asset for the railway system. Its complex geometry subjects it to 

high impact and dynamic loads from passing wheels, which can result in premature 

component failure. This study aims to enhance our understanding of dynamic interaction 

and increase the reliability of crossings. A finite element method (FEM) model of the 

wheel-crossing dynamic contact interaction has been successfully developed and utilised 

to investigate the impact of crossing material behaviour, wheel speed, and crossing angle 

on the vertical impact force exerted on the crossing nose by the passing wheels on the 

through route. It was observed that crossing with strain hardening behaviour exhibit less 

deformation and higher vertical impact force compared with perfect plastic crossing. 

Furthermore, a larger crossing angle leads to higher vertical impact forces, particularly at 

high wheel speed (> 100 km/h).  

The extended finite element method (XFEM) was employed, and the XFEM model 

demonstrated good results in predicting crack growth in rail steel (R260) specimens under 

a three-point bending static test. However, when simulating crack growth in rail, which 

has a more complex geometry and mechanism, the current model relies on the traction-

separation law, which yields excessively high predicted vertical static forces. This model 

should be improved by considering factors such as longitudinal traction, lateral traction, 

and shear stress.  

The acoustic emission (AE) technique, combined with direct current potential drop 

(DCPD) measurements, was employed to monitor crack growth in cast manganese steel 

samples under a three-point bending fatigue test in the laboratory. The results show that 

the AE technique is successful in monitoring crack growth in this controlled environment. 

Finally, the concept of level 1 fitness-for-service analysis has been adapted for a 

maintenance action plan on defective rails. This plan relies on the RCF crack depth and 

surface crack length criteria. In the future, an advanced level of fitness-for-service 

analysis, employing more sophisticated calculation techniques, will be developed to 

enhance the predictive maintenance strategy of railway infrastructure managers. 
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CHAPTER 1 
 

INTRODUCTION 

 

1.1 Background of the Problem 

 

Railway crossing is a railway component that guides the trains from one track to another. An 

example of a typical railway crossing is illustrated in Figure 1.1. Crossings are critical 

structural components. Their reliability and lifetime performance have a significant effect on 

the entire railway network range of operations, including availability, maintainability and 

safety. However, crossings are exposed to challenging operational conditions, particularly in 

terms of impact and dynamic loads from passing trains which gradually result in structural 

degradation. The condition of the track and its stiffness have been found to play a 

significant contributing load in the rate of degradation of crossings which are typically 

designed to have a minimum operational lifetime of twenty years. Modern crossings are 

designed in a way that ensures the safe rapid transition of rolling stock from one track to 

the other without reduction of speed without causing passenger discomfort thanks also the 

use of continuous welded tracks. Crossings are manufactured from cast manganese steel. 

This steel grade has an austenitic microstructure due to the stabilising effect of the high Mg 

content present in the alloy chemistry. To ensure optimum hardness to enable the material 

to exhibit high wear resistance coupled with adequate level of toughness and strength to 

dynamic and impact loads from passing rolling stock, cast manganese are explosively cast. 

The explosive casting results in rapid strain hardening on the surface and near the surface of 

the crossing head, enabling the material to cope with the excessive impact loads, 

particularly in the area of the crossing nose.  The wheel-crossing dynamic interactions apply 

on the crossing surface vertically and laterally causing wear, plastic deformation, or even 

cracks at the contact patch. Over time, the structural integrity of the crossing will 

deteriorate with cracking severity increasing up to the point where it can result to final 

failure unless maintenance or replacement of the affected crossing are carried out in time. 

Structural failure of a crossing will almost inevitably result in catastrophic derailment of the 

train that happens to be passing over the crossing at the time of failure, giving rise to severe 

consequences, including potential casualties, prolonged network disruption, economic 

losses and potentially environmental damage, particularly if a freight train has been 

involved in the derailment. 
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Figure 1.1 Railway crossing. 

 

Low crossing reliability apart from making a derailment more likely, will have as a direct 

result low network availability, the imposition of Emergency Speed Restrictions (ESRs) 

leading to longer travel times and severe train delays, high maintenance cost and reduced 

railway network capacity. Degradation of the surface of the crossing head leads to airborne 

and groundborne noise and vibration which are highly undesirable for people living near the 

railway [1]. The statistical analysis of the causes of derailments that occurred in the UK 

between 2006 and 2021 indicated that almost half of train derailments were related to 

switches and crossings (S&C). With respect to infrastructure-related derailment causes, 11% 

of all derailments were the result of a broken rail or crossings nose [2]. According to 

Network Rail reports in 2019 and 2020 [3], [4], £238m or around 25% of the total track 

renewals budget was spent on S&Cs, despite S&C miles accounting for only 4.5% of the total 

track miles [5]. 

High manganese steel which is the material of choice for manufacturing modern crossings is 

well known for its excellent strain hardening ability, coupled with satisfactory toughness and 

strength [6]–[8]. However, the large austenitic crystal structure of cast manganese steel 

gives rise to significant difficulties in non-destructive testing using conventional methods. 

Ultrasonic testing, which is the most common technique for sub-surface inspection of 

railway infrastructure [9], is ineffective for high manganese austenitic steels because the 

ultrasound is attenuated and scattered by the large austenite grains. Defect detection is 

limited only to surface-breaking defects. Such defects can be detected using either visual 

inspection or better, liquid penetrant inspection, which is a more reliable and sensitive 

technique for detecting smaller flaws in comparison with conventional visual inspection. 

Magnetic inspection techniques are not applicable for the inspection of crossings since 



 

 

3 

 

austenite is paramagnetic. Radiography which is used for quality control purposes for newly 

produced crossings before they are installed on the network is impractical and unfeasible to 

use in the field. Crossing which are found to contain defects, depending on the severity of 

the defects found can be repaired either using weld-repairs, and if this is not feasible then 

they should be replaced. The repair regime however, is restricted from the severity of the 

defect found. For severe defects, weld repairs may be inadequate and thus, the crossing 

should be replaced with the new one as soon as possible. Until the affected crossing has 

been replaced an ESR should be imposed to enable the safe passage of trains with minimum 

risk of failure of the crossing and derailment of the train. However, this has a financial cost 

to the infrastructure manager and results in train delays which are otherwise avoidable.  

 

1.2 Aims and Objectives 

 

The aim of this study is to gain a better understanding of the characteristics that drive the 

damage mechanism of railway crossings due to dynamic and impact loads from passing train 

wheels, and to analyse the evolutionary behaviour of initiating and propagating cracks in 

crossing structures. This work involves finite element simulations, three-point fatigue 

testing, and crack monitoring using acoustic emission (AE) technique. To achieve the aim, 

the main objectives of this study have been: 

• To review the available literature and identify the problem and gap in the previous 

studies of wheel-crossing dynamic contact interaction and conventional non-

destructive testing methods for defect detection in cast manganese steel crossings; 

• To develop a finite element model of the wheel-crossing dynamic contact interface 

and the interactions that occur, with a minimum accuracy of 90% compared with the 

field test result, in order to understand the damage mechanisms affecting crossings 

in this region; 

• To conduct a parametric study of the wheel-crossing dynamic contact interaction, 

varying parameters of crossing material hardening behaviour, wheel speed, and 

crossing angles, to determine their influence on damage characteristics affecting the 

crossing nose, especially the vertical impact force; 

• To develop a crack growth simulation within rail material using the extended finite 

element method (XFEM) with a minimum accuracy of 80% compared with the 

experimental data; 

• To monitor crack growth in cast manganese steel samples during a three-point 

bending fatigue test using the AE technique combined with Direct Current Potential 

Drop (DCPD) technique and comparing the cumulative energy of AE signal with crack 

size. 
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The experimental test data are used in conjunction with the FE model for validation 

purposes. The integration of FE modelling with monitoring data is particularly useful 

towards establishing a reliable predictive maintenance strategy for crossing, increasing 

operational reliability and helps optimised railway operations. 

 

1.3 Contribution to Knowledge 

 

• This thesis primarily focuses on developing numerical simulation techniques to 

investigate the wheel-crossing dynamic contact interaction. While previous 

researchers have developed simulation models for this interaction, none have 

explored the effect of crossing angle on the vertical impact force generated by the 

passing wheel at different speeds along the through-route; 

• This study represents a pioneering effort in utilizing the conventional ABAQUS 

software (without additional plugins or scripts) to simulate crack growth in rails. Due 

to the inherent limitations of the ABAQUS software, the investigation focused on 

crack growth in rails caused by static loads exerted by the wheel; 

• The experiment was conducted to assess the feasibility of using the AE technique to 

monitor crack growth in high manganese steel materials. The development of this 

method would aid in detecting crack growth in cast manganese steel crossings, 

particularly at the crossing nose. Currently, there is no reliable non-destructive 

testing (NDT) technique available for detecting internal cracks in this component; 

• Furthermore, this work introduces the application of the fitness-for-service level 1 

concept to the railway industry, which is commonly employed in the oil and gas 

sector. An action plan for defective rails was proposed, taking into account the type, 

length, and depth of cracks, and utilizing data collected from multiple rail operators. 

This action plan can serve as a guideline for developing a preventive maintenance 

plan for railway infrastructure managers. 
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CHAPTER 2 
 

LITERATURE REVIEW 

 

2.1 Switch and Crossing Components 

 

Switch and crossing (S&C), also known as turnout, is a component to divide a track into two 

or three tracks. To fulfil that function, complex track geometries are designed leading 

complex dynamic loading to the track. An S&C assembly comprises three primary 

components: a set of switches, a crossing panel, and a closure panel, as shown in Figure 2.1.  

 

Figure 2.1 Standard right-hand turnout. 

 

A set of switches consist of two switch blades and two stock rails. Switch blades are movable 

rails that guide the trains to through or diverging routes. The stock rails are the running rails 

against which the switch blades rest when they are operated. The switch can be operated 

remotely by a point machine or manually by a lever. When switch blades move, the S&C 

must have a locking and detection system to ensure that the switch is in the correct position 

while a train is moving over it. 

The wheel is prevented from running into the wrong groove by check rails. These 

components also protect the crossing nose from being struck by the wheel. In modern 

turnout, the check rails are attached to special plates that are separated from the running 

rails. This design allows for easier adjustment when wear occurs on the check rails [10]. 

Crossing noseCheck rails

Wing rails

Stock railsSwitch blades

Crossing panelClosure panelSwitch panel

Point 
Machine

Running rails

Running rails

Tie bar
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Crossings can be divided into two categories: rigid and movable. Rigid crossings are used for 

railway lines with speeds up to 200 km/h and medium axle loads. They can be manufactured 

from other machined rail elements or cast. If the crossing is made from two standard steel 

rails, heat treatment is necessary to enhance impact resistance. On the other hand, cast 

austenitic manganese steel crossings or monobloc crossings have become the predominant 

choice in recent times. The next section provides further details about this type of crossing. 

For higher axle loads and speeds exceeding 200 km/h, crossings with movable parts are 

required. These crossings can eliminate the gap between the wing rail and the crossing, thus 

reducing the impact load and noise. 

 

2.2 Rail and Crossing Materials 

 

2.2.1 Rail Material 

The primary function of rails is to serve as a continuous pathway and guide for trains. They 

experience significant dynamic and static loads from passing wheels, leading to wear and 

fatigue damage. Therefore, the material used for the rail must meet these requirements. 

The standard R260 grade rail steel, by far, is the most widely used for mainline and metros 

tracks in Europe [11]. Its hardness is indicated by its name, which is 260 HB. This carbon rail 

steel has been in use for over half a century, offering better wear resistance compared with 

the conventional R200 grade of rail steel at that time [12]. The chemical composition of this 

steel grade, as specified in EN 13674-1:2011+A1:2017 [13], is listed in Table 2.1. 

 

Table 2.1 The standard R260 Grade chemical composition [13]. 

 

Element Content (wt%) 

Carbon (C) 0.62 – 0.80 

Silicon (Si) 0.15 – 0.58 

Manganese (Mn) 0.70 – 1.20 

Sulphur (S) 0.025 max 

Phosphorus (P) 0.025 max 

Chromium (Cr) 0.15 max 
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R260 grade steel exhibits a pearlite microstructure, which is a combination of two phases: 

ferrite and cementite. In comparison to harder bainitic and martensitic steels, rail pearlitic 

steel still demonstrates superior wear resistance [14]. According to Perez-Unzueta and 

Beynon (1993) [15], this is attributed to the deformation and realignment of cementite 

lamellae towards the wear surface. During plastic deformation, cementite lamellae bend 

and thin, enhancing the steel’s ability to withstand plastic deformation before fracturing. 

This microstructural deformation mechanism is not observed in bainitic and martensitic 

steels. 

In terms of rolling contact fatigue (RCF), pearlitic steel generally exhibits lower resistance 

compared with bainitic steel with the same hardness level, particularly when subjected to 

small shear forces [16]–[18]. This type of defect is frequently observed on the high rails in 

tight curves. However, the high production costs associated with bainitic rails may limit their 

applications [19]. 

Efforts have been made to address the RCF issue by employing premium pearlitic grades like 

R350HT and R370CrHT in sharp curves with radii less than 3000 m [12], [20]. The objective is 

to enhance the service life and reduce life cycle costs. However, it should be noted that the 

improved performance in terms of damage resistance offered by premium-grade rails may 

be applicable only under specific conditions [21]. R260 grade steels, on the other hand, 

continue to offer sufficient service lifespan for straight tracks and shallow radius curves. 

Moreover, maintenance procedures for this grade are already well-established and familiar 

to maintenance personnel. Therefore, R260 grade steel remains widely used in practice. 

2.2.2 Crossing Material 

Since the 1930s, high manganese steel, commonly known as Hadfield steel, has been 

utilised for railway crossings due to its exceptional strength, and toughness [22]. In 

comparison with standard rail steel (R260), high manganese steel demonstrates superior 

work hardening capacity, making it better equipped to withstand high repetitive impact 

loading at the crossing nose [23]. The addition of manganese content enhances ductility, 

toughness, and abrasion resistance, including the size of the austenitic grains [24]. The 

typical chemical compositions of high manganese steel employed in UK crossings are 

provided in Table 2.2. 
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Table 2.2 The UK Hadfield steel composition for railway crossings [25]. 

 

The use of high manganese steel has certain drawbacks, including challenges in inspection, 

maintenance, and repair. Reliable method for detecting internal defects in this material is 

limited to radiography, which are impractical for field inspections [26]. Ultrasonic testing, on 

the other hand, is hindered by the coarse granular structure of high manganese steel, which 

can cause unexpected attenuation and refraction of ultrasonic waves, leading to 

misinterpretation of results. 

The weldability of high manganese steel is limited due to its low heat conductivity and high 

linear expansion coefficient. When welding, it is necessary to maintain the temperature 

below 300°C and ensure rapid cooling to prevent the formation of acicular carbide at grain 

boundaries or within the grains, which can result in metal embrittlement in the heat-

affected zone (HAZ). The precipitation of carbide at the grain boundaries is illustrated in 

Figure 2.2. Arc welding is the only recommended welding method as it allows heat to be 

involved for a very short period [27]. Additionally, austenitic welding materials should be 

used as welding electrodes [28]. 

 

 

Figure 2.2 The carbide precipitation at grain boundary in austenitic steel [29]. 

Element Content (wt%) 

Carbon (C) 0.90 – 1.20 

Silicon (Si) 0.40 max 

Manganese (Mn) 11.0 – 14.0 

Sulphur (S) 0.050 max 

Phosphorus (P) 0.050 max 
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2.3 Deformation Mechanisms 

 

There are two types of deformation in materials: elastic deformation and plastic 

deformation. Elastic deformation is temporary, while plastic deformation results in a 

permanent change in the shape of the material structure. This section focuses on plastic 

deformation. There are two prominent mechanisms of plastic deformation: slip and 

twinning. Slip is commonly observed in all metals, while twinning is found only in certain 

metallic materials. 

2.3.1 Slip 

Slip is a form of plastic deformation that occurs due to the movement of a large number of 

dislocations. The movement of dislocations involves the creation and breaking of atomic 

bonds. In the crystal lattice structure, when a shear stress is applied, an edge dislocation can 

be observed as shown in Figure 2.3(a). Plane A contains an extra-half plane of atoms. When 

the shear stress surpasses the critical shear stress value, plane A is compelled to move to 

the right, pushing the upper half of plane B in the same direction. Plane B is then divided 

along the slip plane, making it the extra-half plane B, while plane A links with the lower half 

of plane B as shown in Figure 2.3(b). This process continues for other planes, resulting in the 

formation of a step of slip on the crystal surface as shown in Figure 2.3(c). 

 

 

Figure 2.3 Atomic rearrangement of slip mechanism results from applied shear stress [30]. 
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2.3.2 Twinning 

Mechanical twinning is less frequently observed in metallic materials compared with slip. It 

occurs as a result of atomic displacements caused by the applied shear stress. Atoms are 

rearranged in mirror-image positions to atoms on the other side of the twinning plane. The 

schematic of mechanical twinning is illustrated in Figure 2.4.  This type of deformation is 

commonly observed in hexagonal close-packed (HCP) metals at ambient temperatures. In 

body-centred cubic (BCC) metals, twinning can be observed when they are deformed at sub-

ambient temperatures [31]. Additionally, twinning can occur in face-centred cubic (FCC) 

crystal structures during annealing heat treatments, which are referred to as annealing 

twins. 

 

 

Figure 2.4 Schematic diagram of twinning in FCC metals [31]. 

 

In high manganese steel, plastic deformation can occur simultaneously in both slip and 

twinning modes. These two modes of deformations contribute to the work hardening 

mechanism of high manganese steel [32], with twinning having a greater influence than slip 

deformation [33]. Referring to ref. [34], the work hardening rate attributed to mechanical 

twinning is approximately twice that of dislocation accumulation. The impact of twinning on 

the work hardening of materials was elucidated in ref. [35] through the Hall-Petch effect, 

the Basinski mechanism, and the lattice reorientation of twinning regions. 

 

 



 

 

11 

 

2.4 Rail and Crossing Defects 

 

Both rails and crossings are subjected to repeated and severe stress, including high-impact 

loads at the crossing nose. These stresses can affect the integrity of the rail and crossing, 

leading to the developments of defects within the material. Gaining a deeper understanding 

of mechanisms behind these defects in rail and crossing provides valuable insights for risk 

analysis. By utilising simulation models, the service life of these infrastructure components 

can be estimated, enabling the development of more effective maintenance strategies to 

reduce the risks of rail breakage, unplanned disruptions, and even derailment. 

This section presents three primary damage mechanisms in rails and crossings: wear, rolling 

contact fatigue (RCF), and plastic deformation. According to failure statistics from the GB 

network spanning from 2011 to 2017 [36], approximately half of all failures at the crossing 

panel were attributed to RCF mechanisms, while plastic deformation and wear accounted 

for one-third and one-quarter of the failures, respectively. It is important to note that 

certain defect types can be a result of the combination of two or more damage mechanisms, 

such as lipping, which is a combination of plastic deformation and RCF. 

2.4.1 Wear 

Wear can be defined as the gradual removal of material from solid surfaces due to relative 

motion between two contact surfaces. The rate of wear is influenced by various factors, 

including the type of loading, motion between contact surfaces, temperature, humidity, 

and, the presences of natural contaminants. While wear may not immediately result in a 

component failure, inadequate maintenance practices can eventually lead to material 

failure or a loss of functionality. There are several types of wear, including adhesive wear, 

abrasive wear, delamination wear, tribochemical wear, fretting wear, surface fatigue wear, 

and impact wear. In the context of wheel-rail interactions, abrasive wear and surface fatigue 

wear have been extensive studied [37]. 

Abrasive wear refers to the gradual loss of material caused by the movement of a harder 

contact surface. This type of wear is commonly observed on straight tracks where there is 

minimal slipping between the wheel and rail [38]. As the wheel passes over the rail, it 

removes material from the work-hardened layer on the top surface of the rail, leading to 

vertical wear. The rate of abrasive wear is influenced by factors such as axle loads and the 

hardness ratio between the wheel and rail steels [39]. 
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Rail on curves tends to have more severe wear. The exponential growth of the wear rate 

with decreasing curve radius can be observed in ref. [40]. Side wear is more frequently 

found on the high rail or outer rail of curves, attributed to the centrifugal force along the 

curvature that causes contact between the wheel flange and the rail gauge corner. The 

deterioration rate is further exacerbated under dry contact conditions. 

At the crossing panel, a variation in track stiffness is designed such that the stiffness near 

the crossing nose is higher than the overall track stiffness [41], resulting in an increase in 

contact forces and wear processes. The wear process for the through route of switch and 

crossing with a train speed over 200 km/h was determined in [42]. Their model 

demonstrated a high wear coefficient for lateral wear on the crossing nose due to the lateral 

vibrations of the last train carriage transmitting significant lateral forces to the outer surface 

of the crossing nose. 

Surface fatigue wear refers to the removal of material near the contact surface when a solid 

is subjected to cyclic loading. This type of wear is commonly found on the rail crown [43]. To 

some extent, this wear can beneficial as it helps remove rust and oxidised layer from the rail 

top surface through repeated wheel passes in the same lateral contact position, resulting in 

a smoother surface [37]. The removal of the rail top surface layer can also eliminate small 

cracks and slow or sustain the crack growth rate of the existing cracks [44]. However, 

excessive repeated stresses from the wheel can cause severe damage on or below the rail 

top surface, leading to a shortened the service life of the rail. 

2.4.2 Rolling Contact Fatigue 

Fatigue failure is always a cause of concern in structural engineering and engineering 

materials. The initiation of fatigue cracking in rails can occur through the surface due to high 

contact stresses from wheel-rail contact or through the sub-surface during the 

manufacturing process. This type of cracking is known as rolling contact fatigue (RCF). 

However, sub-surface cracks during manufacturing are becoming rare in service due to the 

improvement of rail inspection, testing, and manufacturing techniques [37].  

Numerous cases of defects and broken rails were caused by RCF, as reported by British Rail 

during the 1990s and, in particular, the catastrophic accident at Hatfield in October 2000 

[45]. Not only the rail but also the crossing nose is susceptible to RCF failure, as it undergoes 

repeated high contact pressure and high slip from the passing wheel during the transition 

from the wing rail. The definition of RCF varies by region. In the UK, RCF is mainly classified 

as head checks, squats, and tongue lipping [44]. Schematic illustrations of RCF damage types 

are shown in Figure 2.1. 
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Figure 2.5 Schematic of various forms of RCF: (a) head checks; (b) squats; and (c) tongue 

lipping [44]. 

 

• Head checks: These surface cracks typically appear on the running surface of straight 

or gently curved tracks. They are also known as gauge corner cracking when cracks 

develop on the rail gauge corner, which is often found on sharp curve tracks [46]. 

They initially form as small hairline cracks and then grow downward into the rail at a 

shallow vertical angle. The cracks can branch down deeply, leading to rail breaks, or 

branch upward, causing fractures on the running surface known as spalling. 

• Squats: A rail head squat is a defect on the rail running surface characterised by 

depression marks.  The occurrence of dark spots and widening of the running band 

results from the appearance of a horizontal crack below the rail surface formed by 
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two cracks: a leading crack and a trailing crack [47]. Similar to head check, this sub-

surface crack can propagate inside the rail head, branching downward to the rail 

web or upward to the running surface. 

• Tongue lipping: This type of RCF failure involves plastic deformation, specifically 

extrusion, caused by passing trains. It is identified by the extension of a thin layer of 

steel or tongue from the running band to the gauge face of the rail head. Cracks may 

initiate between the extruded and non-extruded layers, and horizontal cracks can 

extend inside the rail head. These cracks can then branch upward or downward, 

causing more severe damage to the rail. 

2.4.3 Plastic Deformation 

In general, permanent deformation occurs when loads exceed the elastic limit of the 

material. According to the shakedown theory, an elastic-plastic material can respond in four 

different ways under cyclic loading, depending on the cyclic stress level and frequency, as 

shown in Figure 2.6. If the cyclic load remains within the elastic limit, the structure deforms 

elastically. If the cyclic stress exceeds the elastic limit, plastic deformation occurs. If the 

cyclic stress is below the elastic shakedown limit, a few load cycles occur until the structural 

response becomes perfectly elastic again. However, if the cyclic stress exceeds the elastic 

shakedown limit, the structure will not exhibit perfect elastic behaviour again. Each stress 

cycle continues with plastic deformation until a state where the plastic strain is fully 

reversed. This closed loop of elastic-plastic stress occurs with a net zero accumulation of 

plastic strain. On the other hand, if the cyclic stress is above the plastic shakedown limit or 

ratcheting threshold, the loop is opened, and the accumulated plastic strain changes after 

each cycle. The accumulation of directional progressive plastic strain is known as plastic 

ratcheting. The change in the shape of the wheel and rail can potentially affect the 

behaviour of wheel-rail contact, including contact stress and contact position. Therefore, 

the interaction between the wheel and rail contact should be designed and controlled to 

keep the contact stress below the elastic shakedown limit of the materials [44]. 
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Figure 2.6 The shakedowns and the ratcheting behaviours of material  

under cyclic loading [44]. 

 

Plastic deformation can lead to a wave-like pattern on the running surface known as rail 

corrugation. While there is no universal consensus on the root cause of rail corrugation, it is 

widely accepted that it is related to wear and plastic deformation [48]. The occurrence of 

plastic bending within the material deforms the work-hardening surface layer, resulting in 

irregularities on the running surface [49]. This phenomenon increases noise and vibration 

levels, accelerating the degradation rate of the related components. 

Plastic deformation also occurs on the crossing nose and the inner side of the wing rail 

(Figure 2.7). This defect is caused by high dynamic contact forces resulting from the 

nonconformity of the wheel-rail contact surfaces during the wheel transition from the wing 

rail to the crossing, or vice versa. Other possible causes include incorrect check rail gauge or 

crossing nose geometry after repair. This defect can lead to spalling on the running surface 

or rail fracture. 
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Figure 2.7 Change in shape of the crossing nose (left) and the wing rail (right)  

due to plastic deformation [48]. 

 

2.5 NDT for Rail and Crossing 

 

2.5.1 Visual Inspection 

Visual inspection is the simplest and oldest technique for defect detection. Inspectors use 

their naked eyes to look for defects on the surface of materials. The effectiveness of this 

technique relies on human expertise and appropriate lighting arrangements during 

inspections. However, visual inspection by humans is time-consuming, subjective, and can 

be dangerous for inspectors when searching for anomalies along railway tracks. 

To overcome these limitations, automated visual systems have been developed, 

incorporating advanced data acquisition, monitoring, and image-processing technologies, 

including machine learning [50]–[52], to detect and classify rail surface defects. This process 

involves collecting image information from the rail track using a high-speed camera 

mounted under the train, followed by analysis using image-processing software. The 

accuracy and speed of the inspection greatly depend on the image-processing algorithm 

[53]. Automated visual inspection can be conducted at speeds of up to 190 km/ h [50]. 

The visual inspection technique focuses on surface defects on the railhead, mainly 

categorized as corrugations [54] and discrete defects [55]. However, railhead surface 

defects are not the only type of defects found in rails. This technique cannot provide 

information about internal defects. If an initial defect occurs but does not propagate 

through the surface, it will not be detected. In such cases, the rail may be at high risk of 

failure. Therefore, visual inspection is suitable as a preliminary technique before more 

detailed inspections are conducted." 



 

 

17 

 

2.5.2 Dye Penetrant Testing 

Dye penetrant inspection, also known as liquid penetrant inspection, is a non-destructive 

testing technique used for detecting surface defects on non-porous materials. It can be 

applied to both non-ferrous and ferrous materials. The technique is based on capillary 

action, which allows a low-viscosity fluid to penetrate into surface-breaking defects and 

remain there after the fluid is removed from the material surface. Subsequently, a 

developing agent, typically a dry powder, is applied to the surface to draw the fluid from the 

cracks, making it easier for inspectors to detect cracks. 

This technique is commonly used in the reconditioning process, including the reconditioning 

of manganese crossings [56]–[58]. Before welding or casting, the surface to be 

reconditioned is ground to remove any existing cracks. Dye penetrant inspection is 

employed both before and after grinding to locate invisible surface cracks and ensure that 

all cracks have been completely removed, respectively. After welding or casting, the dye 

penetrant is used to test for cracks in the welded or casted area. This technique is simple 

and cost-effective; however, it is limited to surface cracks that are easily accessible. 

2.5.3 Ultrasonic Inspection 

This technique utilizes sound waves with frequencies higher than the human hearing range, 

specifically above 20 kHz, to detect internal flaws in materials. Electrical energy is converted 

into mechanical energy in the form of sound waves by a transducer and transmitted into the 

material. The reflected and scattered waves are then received as electric signals, which are 

interpreted to estimate the shape and size of defects within the material. 

Since its emergence in the 1950s, the ultrasonic technique has become the most common 

method for rail inspection worldwide [59], [60]. Rail tracks can be inspected manually using 

a walking stick or by a test vehicle. The speeds for vehicle-based ultrasonic tests vary from 

40 to 70 km/h [61]. In actual inspections, the average speed is much lower, around 15 km/h, 

especially when manual verification, repair, or removal is required immediately [62]. 

Numerous initiatives have been undertaken in the past to improve testing speed capability; 

however, there is always a trade-off with the detectability of defects. Although several novel 

ultrasonic inspection systems can achieve very high-speed inspections of up to 128 km/h 

[63], [64], information regarding their detectability and inspection performance is limited. 

Surface or near-surface defects, such as spalling or RCF cracks, can pose challenges for 

conventional ultrasonic testing. Surface defects may prevent elastic waves from 

transmitting into the material, while near-surface cracks may reflect and block the signals, 

leaving deeper defects undetected [65]. Conventional ultrasonic testing is ineffective for 
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coarse-grain materials that attenuate the ultrasonic waves [66]. Examples of such materials 

include austenitic steel with high resistance, such as stainless steels or high manganese 

steels. Figure 2.8 shows a large number of scattering waves from an ultrasonic signal 

detected by the pulse-echo method on a high manganese crossing rail. More sophisticated 

options need to be adapted to improve the signal-to-noise ratio (SNR) for dispersive 

materials. One of these techniques, which will be discussed later, is the synthetic aperture 

focusing technique (SAFT). 

 

 

Figure 2.8 The ultrasonic signal with a large number of scattering waves in high manganese 

steel rail defect detection [67]. 

 

2.5.4 Magnetic flux leakage (MFL) 

The magnetic flux leakage technique was introduced in 1923 by Elmer Sperry when rail 

testing became a significant issue for the US railway industry [59], [65]. This technique 

involves the measurement of magnetic flux leakage resulting from magnetic discontinuities 

within magnetized ferromagnetic materials. The magnetic field sensors collect changes in 

the magnetic field caused by the discontinuities, such as voids, inclusions, microcracks, or 

local stress [68]. The vertical distance between the sensor and the surface of the test 

material, or the lift-off, needs to be kept constant [62]. By solving the inverse problem of 

magnetostatics, the presence of defects can be determined. 

MFL is highly sensitive to surface or near-surface transverse defects. It is typically used to 

detect internal defects with a buried depth of up to 20 mm [69], [70]. It has a low 

requirement for surface preparation [71]. It has been claimed that, as long as the operation 

of the MFL vehicle is ensured, this method is effective in all weather conditions, including 

snowstorms and hard frosts, while other testing methods are ineffective [72].  

Like any other NDT method, MFL has some limitations. This method is not reliable for 

inspecting deep internal cracks, particularly those at the rail foot, and cracks that run 
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parallel to the magnetic flux lines, causing minimal changes in the magnetic field. The speed 

of the MFL test is limited by the impact of motion-induced eddy currents, which increase 

with the speed of the MFL vehicle. This phenomenon hinders the penetration of the 

magnetic field into the material's depth and weakens the magnetic flux [72]–[74]. According 

to ref. [59], the operating speed of the MFL hi-rail vehicle is up to 32 km/h. 

The effectiveness of magnetic flux leakage measurements is also sensitive to the lift-off. 

Vibrations and other factors that affect the lift-off can alter the detection results. In the case 

of crossings, the complex profile of the crossing can certainly introduce lift-off interference. 

Therefore, this technique is ineffective for inspecting cast manganese crossings. 

2.5.5 Eddy Current Testing 

The eddy current testing technique is based on the response of the material surface to the 

electromagnetic field. The principle of the eddy current testing technique is shown in Figure 

2.9. A coil adjacent to the test material is fed with an alternating current, creating an 

alternating magnetic field. Changes in the magnetic field induce a secondary current, called 

eddy current, in the material. The secondary current opposes the original magnetic field and 

alters the impedance of the magnetic coil. The presence of defects disrupts the eddy current 

and the secondary magnetic field, resulting in fluctuations in the impedance. By observing 

the change in the magnetic coil impedance, surface or near-surface defects can be detected. 

The eddy current testing technique is known for surface defect inspection without requiring 

surface preparation [75]. This technique is renowned for the quantitative determination of 

RCF damages [76] and can also be used to detect wheel burns, grinding marks, and short-

pitch corrugation [62], [77]–[79]. The eddy current testing technique is typically applied in 

grinding and regrinding works [75], [77]–[80], and has been integrated into grinding trains in 

some European countries [76]. For more comprehensive and accurate information, this 

method can be combined with ultrasonic testing techniques, which have limitations in 

detecting surface or near-surface defects [79].The inspection speed for the combined 

ultrasonic testing and eddy current testing system is typically 75 km/h [62]. It has also been 

reported that the eddy current detection speed can reach up to 100 km/h [77]. 

As mentioned earlier, this method has limitations in characterizing defects beneath the rail 

surface. Due to limited penetration depth, measuring the depth of cracks is challenging for 

eddy current testing. This technique is less reliable in characterizing closely located cracks, 

as it is more sensitive to the crack area rather than the crack depth, which can lead to 

misinterpretation [65], [78], [81]. Additionally, similar to the MFL technique, the eddy 
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current testing method is highly sensitive to variations in lift-off. Therefore, it is not suitable 

for defect inspection at crossings with complex and discontinuous geometry. 

 

 

Figure 2.9 Schematic diagram of the eddy current testing [75]. 

 

2.5.6 Radiography 

In-field radiographic inspection is performed by directing short-wavelength electromagnetic 

radiation, ranging from 0.01 to 1 nm, from either gamma or X-ray sources through the test 

materials. The radiographic film captures the intensity of the penetrating radiation, which is 

either transmitted or attenuated, depending on the elemental composition, density, and 

thickness of the test part. 

In the past, gamma-ray sources were more commonly used for rail inspection. However, 

with the introduction of portable X-ray detectors, X-ray sources have become increasingly 

prevalent in the railway industry [62]. This method enables the characterisation of internal 

defects. 

Apart from environmental, health, and safety concerns, this method has drawbacks such as 

being time-consuming and expensive. In practice, a powerful isotopic source and electrical 

generator are required to emit electromagnetic radiation with sufficient energy to 

penetrate the relatively thick rail steel. Additionally, this technique is ineffective for 

detecting transverse defects. Moreover, relying on human expertise for defect detection 

and classification based on radiographic images is costly, time-consuming, and subjective. 

However, advancements in image processing and machine learning technologies have 

facilitated the development of automated detection and classification processes to address 

these challenges [82]. 
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Due to the aforementioned reasons, radiography serves primarily as a means of verifying 

defects detected in rails, especially for inspecting thermite weld defects using other NDT 

techniques or in switches and crossings where other NDT techniques may not be reliable 

[62]. It is not practical for routine in-service inspection. 

2.5.7 Dynamic Responses Measurements  

The assessment of component conditions with this technique relies on the dynamic 

responses that can reflect the condition of the component. Firstly, a large amount of data 

on the component's dynamic responses, compared with component conditions including 

loading conditions, is collected by sensors or high-speed video cameras. Then, the data is 

analysed to establish the relationship between the measured dynamic responses and the 

condition of the component. This method enables the monitoring of component 

degradation through dynamic responses. 

This technique is capable of detecting rail and crossing degradation, especially in cases 

where no visible damage is observed, which is preferable for a preventive maintenance 

strategy. The dynamic responses can be measured using wayside monitoring systems [83], 

[84], or on-board monitoring systems [85]–[88]. The irregularities of the rail and crossing 

can be indicated by changes in the acceleration signal. In the case of the crossing, fatigue 

areas and wheel impact positions have a strong link to the crossing conditions [83], [84]. 

This method is suitable for evaluating the effectiveness of crossings after repair, grinding, 

and welding [83]. 

In actual operation, various type of trains has been operated on the railway track. Track 

quality indicators, i.e., the dynamic responses, might be sensitive to different vehicle 

models, suspensions, and operating speeds [86], [87] including the effect of ballast, 

sleepers, and wheel conditions. These might lead to misinterpretation of the rail and the 

crossing conditions. The coherence function of the track quality indicator should consider all 

these related parameters and other NDT should be used to provide more comprehensive 

information. 

In actual operation, various types of trains are operated on railway tracks. Track quality 

indicators, i.e., the dynamic responses, might be sensitive to different vehicle models, 

suspensions, and operating speeds [86], [87], including the effects of ballast, sleepers, and 

wheel conditions. These factors may lead to misinterpretation of the rail and crossing 

conditions. The coherence function of the track quality indicator should consider all these 

related parameters, and other NDT techniques should be used to provide more 

comprehensive information. 
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2.5.8 Ultrasonic Synthetic Aperture Focusing Technique (SAFT) 

The synthetic aperture focusing technique (SAFT) for ultrasonic testing is an imaging method 

used to improve ultrasonic image resolution. It involves mimicking or synthesising the focal 

properties of a large aperture by sequentially scanning over a large area using a small 

aperture transducer. Data from multiple transducer positions are then processed to obtain a 

new image from the synthetic aperture [89]–[91]. 

Currently, in-service inspection for cast manganese crossings is limited to visual inspection 

and dye penetrant testing, which are used for surface defect inspections. There is still no 

reliable technique for inspecting internal defects. Conventional ultrasonic testing is 

restricted in its ability to inspect internal flaws in cast manganese crossings due to their 

inherent coarse grain structures. However, the combination of low-frequency ultrasonic (0.1 

to 2.5 MHz) and SAFT has the potential to improve image quality by reducing distortion 

caused by the scattering of ultrasonic waves from grain boundaries, thereby enhancing the 

signal-to-noise ratio. This technique holds promise for in-service cast manganese crossing 

inspections [60], [92], [93]. Laboratory tests on coarse-grained manganese steel samples 

have shown that this technique outperforms conventional ultrasonic testing in sub-surface 

defect inspection [60], [67], [93]. 

Although several projects have been invested in researching and developing this technique 

over the last decade [94], [95], information on its in-field performance for internal defect 

inspection in cast manganese crossings is currently unavailable. Further investigations and 

developments are necessary before applying this technique to in-service cast manganese 

crossing inspections. 

 

2.6 Dynamic Interaction Between the Wheel and Crossing 

 

2.6.1 Overview of Wheel-Crossing Dynamic Simulations  

Numerical methods have been employed for railway track and vehicle dynamic problems for 

over three decades [96]. In terms of wheel-crossing dynamic contact simulation, the earliest 

related published paper found by the author was written by Andersson and Dahlberg (1998) 

[97]. They developed a finite element model to analyse wheel-rail vertical dynamic 

interactions and investigate the effects of wheel speed and transition irregularity at the 

crossing on contact forces. At that time, due to computational limitations, the discontinuity 
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between the wing rail and the crossing was simply modelled using a regularity function, 

without considering crossing geometry and material deformation. 

The advancement in computing technology and the development of commercial Computer 

Aided Engineering (CAE) software in the 2000s have enabled the use of more complex 

numerical analyses, such as incorporating wheel-crossing contact geometry or nonlinear 

material behaviour. Schupp et al. (2004) [98] modelled a three-dimensional switch and 

crossing (S&C) system and conducted a study on wheel-crossing contact interaction, 

including derailment situations, using SIMPACK, a multibody system (MBS) simulation 

software. Kassa et al. (2006) [99] developed MBS models to investigate wheel-crossing 

dynamic contact positions, taking into account the influence of two-point contact positions 

and variation of rail profile. Wiest et al. (2008) [100] compared elastic and elastic-plastic 

models to assess wheel-crossing contact behaviour through contact pressures, contact 

patch sizes, and penetration depths. 

Since the late 2000s, there has been significant interest in studying damage mechanisms at 

the crossing [101]–[110]. For example, Wiest et al. (2008) [101], conducted wheel-crossing 

impact simulations to monitor cyclic deformation, changes in vertical impact force for each 

cycle, and shakedown behaviour of the crossing nose for two different materials: 

manganese steel (a soft material) and composite steel (a hard material). Pletz et al. (2012) 

[105] developed dynamic models of wheel-crossing to observe damage at the crossing nose 

tip through frictional work, frictional power, microslip, and accumulated equivalent plastic 

strain (PEEQ), with the first parameter being proportional to the wear depth according to 

Archard's wear law. Pålsson and Nielsen (2012) [104] studied the influence of wheel profiles 

on wear damage in S&C through friction work or energy dissipation, using the Tγ approach 

from dynamic models with different wheel profiles. Recently, Skrypnyk et al. (2021) [107] 

investigated wear according to Archard's model and plastic deformation through the shape 

change area in the long term for three crossings with different crossing angles. Despite 

modern computing technology, model simplification is still necessary to avoid an arduous 

modelling process and tremendous computational costs. 

2.6.2 Wheel-Crossing Finite Element Models  

The finite element method has been commonly used as a tool for 3D railway vehicle-track 

dynamics simulation. This technique is well-known for stress and strain analysis of complex 

structures. It can predict wheel and rail deformation, and the accuracy of finite element 

analysis depends on mesh density. However, it has a higher computational cost compared 

to MBS simulation, which does not consider material deformations. MBS simulation is valid 
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for wheel-rail dynamic contact simulation at low frequencies below 20 Hz, making it suitable 

for vehicle ride dynamic analysis [111], [112]. However, high-frequency dynamics up to 

2,000 Hz are more significant for contact forces [113], requiring the consideration of track 

flexibility in the calculations. Stress, strain, and deformation analyses are key to 

understanding the damage mechanism, especially for cast manganese steel crossings with 

high strain-hardening capability. 

Some authors have used different methods to develop MBS models to capture dynamic 

responses at high frequency. For example, Wiest et al. (2008) [100] employed the MBS 

technique to predict vehicle motion, magnitudes of contact forces, and locations of contact 

patches at the crossing nose. These results were then used as input for the finite element 

model of wheel-rail contact. Recently, Shih et al. (2021) [114] developed a multi-layered co-

running MBS track model to improve track flexibility and consider wheel-crossing dynamics 

at high frequency. They added extra dummy masses to represent the degrees of freedom 

(DOF) for rails, pads, sleepers, and ballast. However, these methods require a significant 

amount of track property data, sophisticated calculations, and multiple simulation software. 

Simplification of the existing finite element model is less complex and sufficient to solve 

time-consuming problems in investigating contact interaction and damage mechanisms at 

the crossing nose. 

The wheel-crossing dynamics finite element model usually consists of only a wheel or a part 

of the wheel and approximately 3 m section of the crossing panel [101], [103], [105], [115], 

[116], while MBS is capable of analysing the kinematics and dynamics of a much longer track 

of S&C, up to 150 m, and a bogie or even a wagon with a secondary suspension system [99], 

[117]. Regarding the wing rail and crossing geometry, Wiest et al. (2008) [101] modelled a 

straight rail that inclined at a point of transition to represent the crossing nose, whereas the 

realistic geometry of the wing rail and crossing nose was achieved in [103], [105], [115], 

[118]. Realistic geometry is particularly significant in the transition region. The complex 

wheel-crossing dynamic interaction occurs at the gap between the wing rail and the 

crossing, and if the wheel speed is too high, it may lose contact with the wing rail surface 

before hitting the crossing nose [105]. Sprung mass or vehicle mass was considered in the 

model in ref. [115]. However, the sprung mass has little to no effect on dynamic loads 

between the wheel and rail due to the isolation of the car body and bogie from the wheelset 

by the vehicle's primary and secondary suspension [119]. The crossing support was 

simplified as a spring and damper below the crossing base in [115], [120], or below sleepers 

in [103], while in [101], the crossing base was fixed vertically, which is more suitable for 

investigating the evolution of crossing geometry and dynamic responses from cyclic loading. 
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2.7 Summary 

 

The railway crossing is a crucial component in railway systems that experiences complex 

dynamic loading. The crossing material, i.e., high manganese steel, differs from plain rail 

steel. In addition to its strength and toughness, it possesses a high work-hardening capacity. 

However, welding difficulties and limitations in inspection techniques for this material 

remain unresolved issues. 

The complex geometry and inherent microstructure pose significant obstacles to 

understanding the damage mechanism and detecting defects at the crossing, particularly 

internal defects. Conventional detection methods like ultrasonic testing, magnetic flux 

leakage, or eddy current testing are not reliable enough for inspecting defects in cast 

manganese crossings, resulting in a shorter operational lifetime than the designed minimum 

operational lifetime. 

This chapter provides basic information on S&C (switches and crossings) and details the rail 

and crossing material, including deformation mechanisms, defects, and inspection 

techniques. In the final part of the chapter, an overview of predicting wheel-crossing 

dynamic responses using numerical techniques is presented, focusing on the wheel-crossing 

dynamic finite element models developed by different authors. 
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CHAPTER 3 
 

MODELLING FRAMEWORK 

 

3.1 Mechanics of Deformation 

 

3.1.1 Stress 

In continuum mechanics, stress, σ, is a physical quantity expressed as the ratio of traction 

force, F, on a cross-sectional area, A. The engineering stress 𝜎𝑒𝑛𝑔 is defined as 

 𝜎𝑒𝑛𝑔 = 𝐹/𝐴0, (3.1) 

where A0 is the original cross-sectional area of an element before deformation occurs and 

the true stress is defined as 

 𝜎 = 𝐹/𝐴, (3.2) 

where A is the actual cross-sectional area at any point in time. The general equation can be 

written as 

 
𝜎𝑖𝑗 =

𝜕𝐹𝑗

𝜕𝐴𝑖
, 

(3.3) 

where the subscript i denotes the normal to the surface where the force applies and j refers 

to the direction of the force. Normal stress is either tensile stress or compressive stress 

which the force applies perpendicular to the plane. For shear stress, the force acts parallelly 

to the plane normal. σxx, for example, is the normal stress in which the force in x-direction 

acts on a plane normal to x while σxy is the shear stress caused by a shear force in y-direction 

acting on a plane normal to x.  

On an infinitesimal element with a Cartesian coordinate system (Figure 3.1), three stress 

components acting on each side of the cube, i.e., one normal stress and two shear stresses. 

To describe the state of stress at a point, nine stress components from three planes are 

needed. These nine stress components can be organised into a stress matrix or stress tensor 

as 

 𝜎𝑖𝑗 = [

𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧
𝜎𝑦𝑥 𝜎𝑦𝑦 𝜎𝑦𝑧
𝜎𝑧𝑥 𝜎𝑧𝑦 𝜎𝑧𝑧

]. (3.4) 
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For static equilibrium, shear stresses are always equal with the shear stresses which have 

the same reversed subscripts (i.e., σxy = σyx) which means that only six stress components 

are needed to describe the state of stress. The equation can be rewritten as: 

 𝜎𝑖𝑗 = [

𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧
𝜎𝑥𝑦 𝜎𝑦𝑦 𝜎𝑦𝑧
𝜎𝑥𝑧 𝜎𝑦𝑧 𝜎𝑧𝑧

]. (3.5) 

  

Figure 3.1 Nine stress components acting on an infinitesimal cube [121]. 

 

3.1.2 Strain 

Strain, ε, is a physical property that expresses the amount of deformation. An infinitesimal 

normal strain can be defined as a ratio of elongation to the length of the element, L, which 

can be written as 

 𝑑ε = 𝑑𝐿/𝐿. (3.6) 

By integrating the previous equation from the initial length, L0, to the current length, L, it 

can be rewritten as: 

 ε = ∫ 𝑑𝐿/𝐿
𝐿

𝐿0

= ln(𝐿/𝐿0). (3.7) 

This logarithmic strain, ε, is also known as true or natural strain. As for the engineering or 

nominal strain, e, it can be defined as 

 𝑒 = ∆𝐿/𝐿0. (3.8) 

If the strain is small, the engineering strain would be almost equal to the true strain (the 

percentage difference is less than 1% for e < 0.02). 
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The obvious difference between true and engineering stress and strain is that true stress 

and strain use the instantaneous values for the size or area of elements while engineering 

stress and strain use fixed values before the deformation for the size or area of elements. 

Although engineering stress and strain does not provide the true deformation 

characteristics of materials, engineering stress and strain are commonly used for calculation 

because they are easier to generate and provide adequate tensile properties of materials. 

Similar to stress, strain can be classified as normal strain, which is the strain under normal 

stress, and shear strain which is the strain under shear stress. When elements deform, they 

are often translated and rotated. These effects would not be counted in the strain 

calculation. The deformation of an infinitesimal element is shown in Figure 3.2. This element 

width (AB) is dx and length (AD) is dy. After deformation, the element width (A’B’) becomes 

𝑑𝑥 + (𝜕𝑢/𝜕𝑥)/𝑑𝑥 and the length (A’D’) is 𝑑𝑦 + (𝜕𝑣/𝜕𝑦)/𝑑𝑦 where u and v are 

displacements in x and y-direction respectively. The normal strain can be calculated from 

 𝜀𝑥𝑥 =
𝐴′𝐵′ − 𝐴𝐵

𝐴𝐵
. (3.9) 

For a small strain, the equation can be reduced to 

 𝜀𝑥𝑥 =
𝜕𝑢

𝜕𝑥
, (3.10) 

and normal strain in the y-direction is 

 𝜀𝑦𝑦 =
𝜕𝑣

𝜕𝑦
. (3.11) 

Shear strain is defined as the change in angle between lines AB and A’B’, α, and lines AD and 

A’D’, β, which are respectively 

 tan𝛼 =

𝜕𝑣
𝜕𝑥
𝑑𝑥

𝑑𝑥 +
𝜕𝑢
𝜕𝑥
𝑑𝑥
          and         tan𝛽 =

𝜕𝑢
𝜕𝑦
𝑑𝑦

𝑑𝑦 +
𝜕𝑣
𝜕𝑦
𝑑𝑦
 . (3.12) 

For small strain (
𝜕𝑢

𝜕𝑥
,
𝜕𝑣

𝜕𝑦
, 𝛼, and 𝛽 ≪ 1), thus 

 𝛼 =
𝜕𝑣

𝜕𝑥
          and         𝛽 =

𝜕𝑢

𝜕𝑦
 . (3.13) 

The engineering shear strain, 𝛾𝑥𝑦 or 𝛾𝑦𝑥, is the sum of these angles, 

 𝛾𝑥𝑦 = 𝛾𝑦𝑥 =
𝜕𝑣

𝜕𝑥
+
𝜕𝑢

𝜕𝑦
. (3.14) 
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The mathematical shear strain is defined as a half angle of deformation as 

 𝜀𝑥𝑦 = 𝜀𝑦𝑥 =
1

2
𝛾𝑥𝑦 =

1

2
(
𝜕𝑢

𝜕𝑦
+
𝜕𝑣

𝜕𝑥
). (3.15) 

Thus, the strain tensor for a three-dimensional body with a small deformation is expressed 

as 

 𝜀𝑖𝑗 = [

𝜀𝑥𝑥 𝜀𝑥𝑦 𝜀𝑥𝑧
𝜀𝑦𝑥 𝜀𝑦𝑦 𝜀𝑦𝑧
𝜀𝑧𝑥 𝜀𝑧𝑦 𝜀𝑧𝑧

] = [

𝜀𝑥𝑥
1

2
𝛾𝑥𝑦

1

2
𝛾𝑥𝑧

1

2
𝛾𝑦𝑥 𝜀𝑦𝑦

1

2
𝛾𝑦𝑧

1

2
𝛾𝑧𝑥

1

2
𝛾𝑧𝑦 𝜀𝑧𝑧

] =

[
 
 
 
 

𝜕𝑢

𝜕𝑥

1

2
(
𝜕𝑢

𝜕𝑦
+
𝜕𝑣

𝜕𝑥
)

1

2
(
𝜕𝑢

𝜕𝑧
+
𝜕𝑤

𝜕𝑥
)

1

2
(
𝜕𝑣

𝜕𝑥
+
𝜕𝑢

𝜕𝑦
)

𝜕𝑣

𝜕𝑦

1

2
(
𝜕𝑣

𝜕𝑧
+
𝜕𝑤

𝜕𝑦
)

1

2
(
𝜕𝑤

𝜕𝑥
+
𝜕𝑢

𝜕𝑧
)

1

2
(
𝜕𝑤

𝜕𝑦
+
𝜕𝑣

𝜕𝑧
)

𝜕𝑤

𝜕𝑧 ]
 
 
 
 

, (3.16) 

where w is displacement in the z-direction. 

 

Figure 3.2 The two-dimensional translation, rotation, and distortion  

of an infinitesimal element [121]. 

 

3.1.3 Elasticity 

Elasticity is a physical property of a deformable body to resist a distorting effect and to 

return to its original shape once the applied force is removed. Elastic deformation is 

a reversible deformation. Each material can show different elastic behaviour according to its 

crystal structure. In crystalline materials such as diamonds and most metals, the purely 

elastic behaviours are shown only for small deformations usually with an elastic strain of 

less than 0.5% [121]. Within the elastic limit where the stress is proportional to the strain, 

Hooke's law can be used to describe the linear deformation of materials. 
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The properties of the isotropic materials, such as metals, metallic alloys, and thermoset 

polymers [122], are the same in all directions. The elastic modulus, Poisson’s ratio, 

coefficient of thermal expansion, and the like are identical. Consider the case of uniaxial 

tension, tensile stress σx causes a tensile strain 𝜀𝑥 = 𝜎𝑥/𝐸, where E is Young’s modulus, and 

also causes lateral strain, 𝜀𝑦 = 𝜀𝑧 = −𝜈𝜀𝑥, where 𝜈 is Poisson’s ratio. Thus, the strain 𝜀𝑥 is 

the combination of normal strain  𝜀𝑥 = 𝜎𝑥/𝐸 and Poisson contractions  𝜀𝑥 = −𝜈𝜎𝑦/𝐸 and 

 𝜀𝑥 = −𝜈𝜎𝑧/𝐸. The statement of Hooke’s law can be generalised as: 

 𝜀𝑥 =
1

𝐸
[𝜎𝑥 − 𝜈(𝜎𝑦 + 𝜎𝑧)], (3.17) 

while a shear strain is proportional only to shear stress as: 

 𝛾𝑦𝑧 =
𝜏𝑦𝑧

𝐺
= 2𝜀𝑦𝑧, (3.18) 

where 𝜏𝑦𝑧 is the shear stress (or 𝜎𝑦𝑧 in Figure 3.1) and G is the shear modulus. 

Therefore, the general form of the stress-strain relationship for the isotropic elasticity case 

without thermal effect is given by 

 

{
 
 

 
 
𝜀𝑥
𝜀𝑦
𝜀𝑧
𝛾𝑥𝑦
𝛾𝑥𝑧
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 (3.19) 

For the isotropic material subjected to pure shear, the shear modulus G can be written as: 

 𝐺 =
𝐸

2(1 +  𝜈)
. (3.20) 

3.1.4 Plasticity and Strain Hardening of Materials 

When stress is increased beyond the elastic limit or yield stress, the material is plastically 

deformed. At this point, the material is permanently deformed. It cannot return to its 

original shape even after the removal of deforming force.  

Strain hardening, also known as work hardening, is a consequence of plastic deformation. 

During the permanent deformation, there is the occurrence of lattice distortion in crystal 

structures known as dislocations. The movements of dislocations are carried on through the 

crystal structure until they are stopped by something else. An increase in the number of 

dislocations increases the dislocation density within materials and, eventually, the 

dislocations cannot move further ended up piling up against each other and becoming 
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intertwined. This is known as dislocation entanglement which dislocation movement is 

hindered. Higher stress or “flow stress” is required to continue the plastic deformation as 

shown in Figure 3.3. This is a method for strengthening metals. 

 

Figure 3.3 The stress-strain diagram of a sample material under tensile testing [123]. 

 

Accurate and suitable mathematical models to describe the plastic behaviour of materials 

are needed for engineering analyses. The simplest model without strain hardening is that 

where the stress is constant, 𝜎 = 𝑌, where Y is the yield stress (Figure 3.4a). The linear 

strain hardening material model can be presented as, 𝜎 = 𝑌 + 𝐴𝜀 (Figure 3.4b). A material 

with strain hardening, in general, has a non-linear strain hardening rate, 𝑑𝜎/𝑑𝜀, as this rate 

decreases with plastic strain. A power law can be used in this case as  𝜎 = 𝐾𝜀𝑛(Figure 3.4c). 

 

 

Figure 3.4 Mathematical models for the true stress-strain curve [121]. 
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Another model of interest is the Johnson-Cook plasticity model [124]. It is a purely empirical 

equation for flow stress. The effect of strain rate and temperature are also considered. The 

model is expressed as,  

 𝜎 = [𝐴 + 𝐵𝜀𝑛][1 + 𝐶 ln 𝜀̇∗][1 − 𝑇∗𝑚], (3.21) 

where 𝜀 is the equivalent plastic strain, 𝜀̇∗ is the dimensionless plastic strain rate, and 𝑇∗ is 

the homologous temperature. A, B, n, C, and m are material constants. 

 

3.2 Explicit Finite Element Method 

 

A model of the wheel-crossing dynamic contact interaction has been developed in this work, 

which consists of the impact at the crossing nose and the discontinuity of the rail profile.  

Although the implicit finite element method is unconditionally stable and allows larger time 

steps, computational cost can be extremely expensive when solving dynamics and nonlinear 

problems because it needs to solve a system of algebraic equations at each iteration. The 

explicit finite element method, on the other hand, offers a faster solution for dynamic 

analysis without global equilibrium iteration [125]. However, it is conditionally stable and 

requires extremely small-time steps which are calculated automatically by ABAQUS. This 

extremely small-time step limits the explicit finite element method for only short-duration 

events which computational cost is acceptable. Hence, the explicit finite element method is 

more commonly used for dynamic impact problems [126]–[128]. This section provides the 

governing equations for the dynamic impact problems and the use of the explicit central 

difference technique to satisfy the equilibrium equations. 

3.2.1 Governing Equation 

The equilibrium equations for linear dynamic analysis are derived from [129] as 

 𝐌𝐔̈ + 𝐂𝐔̇ + 𝐊𝐔 = 𝐅, (3.22) 

where M is the mass matrix, C is the damping matrix, and K is the stiffness matrix. F is the 

vector of externally applied forces. 𝐔, 𝐔̇, and 𝐔̈ are the vector of displacement, velocity, and 

acceleration, respectively.  

For the elastic-plastic impact model, there is the elastic force of bodies from contact 

interactions. In this case, the equations of motion for the nonlinear system are 

 𝐌𝐔̈ + 𝐂𝐔̇ + 𝐍(𝐔) = 𝐅(𝑡), (3.23) 
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where 𝐍(𝐔) is the vector of internal forces which are the resistance offered by an elastic 

body to deformation and 𝐅(𝑡) is the time-dependent external applied force. The tangent 

stiffness is defined as 

 𝐊𝑇(𝐔) = 𝜕𝐍(𝐔)/𝜕𝐔, (3.24) 

where  𝐊𝑇(𝐔) is the tangent stiffness matrix. Consider 𝐍(𝐔) which is a nonlinear function of 

displacement 𝐔, the stress and strain for a small deformations problem of nonlinear 

materials are related by a constitutive law defined as 

 𝛔 = 𝛔(𝛆), (3.25) 

 where the Cauchy stress tensor 𝛔 is a nonlinear function of strain 𝜀. 𝐍(𝐔) can be written as 

 𝐍(𝐔) =  ∑∫ 𝐁𝑇𝛔(𝜀)𝑑𝑉
𝒂

𝑉𝑒

, (3.26) 

where V is the volume of the body, and 𝐁𝑇 is the transpose of the strain-displacement 

matrix. As for large deformation problems, the strain-displacement matrix 𝐁 itself is 

displacement-dependent. For nonlinear rate-dependent viscoelastic materials, the internal 

forces vector, 𝐍 will be a function of displacement and velocity [130], 

 𝐍 = 𝐍(𝐔, 𝐔̇).  (3.27) 

3.2.2 Finite Element Explicit Integration 

Equations of motion for structural dynamics in equations (3.22) and (3.23) are second-order 

differential equations. To solve this differential equation, theoretically for linear equations, 

it can be carried out by standard procedures for differential equations with constant 

coefficients (see, for example, [131]). However, the computational cost can become 

tremendously expensive if the order of the matrices is too large. Moreover, the solution of 

many differential equations cannot be obtained analytically. 

In practical finite element methods, several techniques are effective at solving the 

differential equations mentioned above which are the direct integration methods and the 

mode superposition method [129]. In direct integration, before the equations are 

numerically integrated, there is no procedure for transforming the equations into a different 

form. The direct integration methods are not aimed to satisfy the differential equations at 

any time t, the equilibrium equations are satisfied only at the choosing discrete point in 

time, mostly, with equal time intervals, called time steps ∆𝑡. However, in some cases, e.g., 

the dynamic impact problems, variable time intervals might be employed. Besides, a 

variation of displacements, velocities, and accelerations within each time interval is 
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assumed. The numerical solution is obtained by solving a global system of these assumed 

variations. Different integration methods have different computational costs, accuracy, and 

stability. 

Among the explicit integration methods, the second order central difference explicit method 

is one of the most popular techniques for dynamic impact problems [128]. This technique 

was claimed to be the most accurate and has the maximum stability limit compared with 

any other second-order explicit integration technique [132]. The approximate equations for 

the central difference explicit method are 

  𝐔̇
𝑡+
1
2
∆𝑡
=
1

∆𝑡
(𝐔𝑡+∆𝑡 − 𝐔𝑡), (3.28) 

 𝐔̇
𝑡−
1
2
∆𝑡
=
1

∆𝑡
(𝐔𝑡 − 𝐔𝑡−∆𝑡), (3.29) 

  𝐔̇𝑡 =
1

∆𝑡
(𝐔

𝑡+
1
2
∆𝑡
− 𝐔

𝑡−
1
2
∆𝑡
), (3.30) 

 𝐔̈𝑡 =
1

∆𝑡
(𝐔̇

𝑡+
1
2
∆𝑡
− 𝐔̇

𝑡−
1
2
∆𝑡
), (3.31) 

 𝐔
𝑡+
1
2
∆𝑡
=
1

2
(𝐔𝑡+∆𝑡 +𝐔𝑡), (3.32) 

and 

 𝐔
𝑡−
1
2
∆𝑡
=
1

2
(𝐔𝑡 + 𝐔𝑡−∆𝑡), (3.33) 

where subscript 𝑡 refers to the time of the considered vector. 𝑡 − ∆𝑡, 𝑡, and 𝑡 + ∆𝑡 are three 

consecutive time levels. The nodal velocity and acceleration can be obtained by substituting 

equations (3.32) and (3.33) in equation (3.30) and substituting equations (3.28) and (3.29) in 

(3.31), respectively. Equations (3.30) and (3.31) can be rewritten as 

  𝐔̇𝑡 =
1

2∆𝑡
(𝐔𝑡+∆𝑡 − 𝐔𝑡−∆𝑡), (3.34) 

 𝐔̈𝑡 =
1

(∆𝑡)2
(𝐔𝑡+∆𝑡 − 2𝐔𝑡 + 𝐔𝑡−∆𝑡). (3.35) 

The error of the equations (3.34) and (3.35) is proportional to the square of the time step. 

Therefore, the error of 𝐔 is reduced by four times if the step size ∆𝑡 is halved. 

For linear problems, the discrete equation of motion at time 𝑡 is 

 𝐌𝐔̈𝑡 + 𝐂𝐔̇𝑡 +𝐊𝐔𝑡 = 𝐅𝑡. (3.36) 
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A fully discrete temporal system for linear problems is obtained by substituting  𝐔̇𝑡 from 

equation (3.34) and 𝐔̈𝑡 from equation (3.35) into equation (3.36) and rearranging the 

equation into 

 [
1

(∆𝑡)2
𝐌+

1

2∆𝑡
𝐂]𝐔𝑡+∆𝑡 = 𝐅𝑡 − [𝐊 −

2

(∆𝑡)2
𝐌]𝐔𝑡 − [

1

(∆𝑡)2
𝐌−

1

2∆𝑡
𝐂]𝐔𝑡−∆𝑡, (3.37) 

which 𝐔𝑡+∆𝑡 can be solved and its solution is based on using the equilibrium conditions at 

time 𝑡. For this reason, this technique is called an explicit integration method, while an 

implicit integration method uses the equilibrium conditions at time 𝑡 + ∆𝑡. 

The calculation of 𝐔𝑡+∆𝑡 involves 𝐔𝑡 and 𝐔𝑡−∆𝑡. Therefore, at time ∆𝑡, a special starting 

procedure must be employed. Since 𝐔0 and 𝐔̇0 are known and 𝐔̈0 can be calculated with 

equation (3.36) at time 𝑡 = 0, 𝐔𝑡−∆𝑡 is obtained by substituting for 𝐔𝑡+∆𝑡 in equation (3.34) 

from equation (3.35) and then, rearranging the equation into  

  𝐔𝑡−∆𝑡 =
(∆𝑡)2

2
𝐔̈𝑡 − ∆𝑡𝐔̇𝑡 + 𝐔𝑡. (3.38) 

At time 𝑡 = 0, equation (3.38) becomes, 

  𝐔−∆𝑡 =
(∆𝑡)2

2
𝐔̈0 − ∆𝑡𝐔̇0 + 𝐔0. (3.39) 

The effectiveness of this explicit method relies on the solution at each time step, thus, a 

small-time step size is required which results in a large number of time steps. Hence, this 

method is largely used when a lump mass matrix can be assumed and velocity-dependent 

damping forces can be neglected. Equation (3.37) reduces to 

 
1

(∆𝑡)2
𝐌𝐔𝑡+∆𝑡 = 𝐅̂𝑡, (3.40) 

where 𝐅̂𝑡 is an effective load vector at time 𝑡 and 

 𝐅̂𝑡 = 𝐅𝑡 − [𝐊−
2

(∆𝑡)2
𝐌]𝐔𝑡 − [

1

(∆𝑡)2
𝐌]𝐔𝑡−∆𝑡 . (3.41) 

For a diagonal mass matrix, the system of equations of motion (equation (3.22)) can be 

solved without factorising a matrix. Thus, from equation (3.40), the displacement 

components are  

 𝑈𝑡+∆𝑡
𝑖 =

(∆𝑡)2

𝑚𝑖𝑖
𝐹̂𝑡
𝑖, (3.42) 

where 𝑈𝑡+∆𝑡
𝑖  and 𝐹̂𝑡

𝑖 are the 𝑖th component of vectors 𝐔𝑡+∆𝑡 and 𝐅̂𝑡, respectively while 𝑚𝑖𝑖 is 

the 𝑖th diagonal element of the mass matrix. It is assumed that 𝑚𝑖𝑖 > 0 for all 𝑖. The 
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stiffness matrix 𝐊 needs not to be assembled if its element assemblage is not to be 

triangulated. 𝐊𝐔𝑡 can be calculated from the sum of the contributions from each element to 

the effective load vector 𝐅̂𝑡 which is 

 𝐊𝐔𝑡 =∑𝐊(𝑖)𝐔𝑡 =∑𝐟𝑡
(𝑖)

𝑖𝑖

, (3.43)  

where 𝐟𝑡
(𝑖) is the nodal point (internal) forces corresponding to element stresses at time 𝑡. 

Hence, equation (3.41) can be written as 

 𝐅̂𝑡 = 𝐅𝑡 −∑𝐟𝑡
(𝑖)

𝑖

−
1

(∆𝑡)2
𝐌(𝐔𝑡−∆𝑡 − 𝟐𝐔𝑡), (3.44) 

As for nonlinear problems, the equilibrium equations at time 𝑡 is given by 

 𝐌𝐔̈𝑡 + 𝐂𝐔̇𝑡 + 𝐍(𝐔𝑡) = 𝐅𝑡, (3.45) 

and the nodal point forces (elastic resistance) at time 𝑡 is 

 𝐍(𝐔𝑡) =  ∑∫ 𝐁𝑇𝛔(𝛆𝑡)𝑑𝑉
𝒂

𝑉𝑒

, (3.46) 

where the integration is over the element volume at time 𝑡. 

Substituting equations (3.35) and (3.36) into equation (3.45), the nonlinear equations of 

motion become 

  [
1

(∆𝑡)2
𝐌+

1

2∆𝑡
𝐂]𝐔𝑡+∆𝑡 = 𝐅𝑡 − [𝐍(𝐔𝑡) −

2

(∆𝑡)2
𝐌𝐔𝑡] − [

1

(∆𝑡)2
𝐌−

1

2∆𝑡
𝐂]𝐔𝑡−∆𝑡. (3.47) 

If the velocity-dependent damping can be neglected, the equation reduces to 

  [
1

(∆𝑡)2
𝐌]𝐔𝑡+∆𝑡 = 𝐅𝑡 − [𝐍(𝐔𝑡) −

2

(∆𝑡)2
𝐌𝐔𝑡] − [

1

(∆𝑡)2
𝐌]𝐔𝑡−∆𝑡, (3.48) 

 and if the mass matrix is diagonal, the equations become 

 𝑈𝑡+∆𝑡
𝑖 =

(∆𝑡)2

𝑚𝑖𝑖
[𝐹𝑡

𝑖 −∑𝑁(𝑖)(𝑈𝑡)

𝑖

] + 𝟐𝑈𝑡 − 𝑈𝑡−∆𝑡. (3.49) 

As mentioned previously, the distinct disadvantage of explicit integration methods is 

conditional stability. The numerical time step must smaller be than its stable time step. This 

value is calculated from the mass and stiffness properties. The detail of the stable time step 

is described in the next chapter, section 4.3 Mass Scaling. 
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3.3 Finite Element Implementation 

 

3.3.1 Units  

Since ABAQUS software has no built-in system of units, users need to decide on the units 

used before starting modelling. The unit consistency for all input data is vital for the 

simulation. The units employed are presented in Table 3.1. The SI system of units was used 

throughout this work. 

 

Table 3.1 Common system of consistent units [133]. 

 

 

3.3.2 Part Module 

The parts of a wheel and a railway crossing are essential in this simulation. A part can be 

drawn in ABAQUS or imported from other CAD software. The wheel part was drawn after 

defeaturing in ABAQUS while the more complex crossing part was drawn with SOLIDWORKS 

and then imported to ABAQUS in the STEP file format. 

The unworn P8 wheel profile [134] was modelled. This part was simplified to reduce the 

number of unnecessary elements. The centre part, flange, and the outer part of the wheel, 

those having no contact with the crossing, were removed as shown in Figure 3.5 and Figure 

3.6. The shape of the simplified wheel (Figure 3.6b) resembles a hollow cylinder with a 0.8 m 

inner diameter and 1m nominal outer diameter. The lost mass from the removal is 

compensated by an additional point mass at the wheel centre. 
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Figure 3.5 P8 wheel profile. 

 

    

Figure 3.6 Full wheel (left) and simplified wheel (right) models. 

 

A 3-meter section length of the 1:15 railway crossing was modelled. The crossing nose 

profile was adapted from NR60 common crossing (Figure 3.7 and Figure 3.8) [135] which is 

widely used in the UK [136]. The geometry at transition was adapted from the crossing from 

ref. [137] as shown in Figure 3.9. This part was simplified by reducing the curve edge and 

modelling only one wing rail which has contact with the wheel as shown in Figure 3.10.  
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 Figure 3.7 The cross-sectional profile at the nose [135]. 

 

 

Figure 3.8 Side view of the crossing nose shows the elevation of the nose topping [135]. 

 

 

Figure 3.9 Top view of the crossing. 

 

 Figure 3.10 The simplified model of 1:15 crossing. 
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3.3.3 Property Module 

The material properties of the wheel and crossing need to be defined in the property 

module. The material used for the wheel was medium carbon steel grade R7 and those for 

crossing were cast manganese steel (Mn13). In this work, the damage mechanism on the 

crossing nose is focused, thus, the wheel was modelled as a simple linear elastic material 

while the crossing was elastoplastic to reduce the complexity of the model. The material 

parameters are given in Table 3.2 and the stress-strain curve of elastoplastic manganese 

steel is illustrated in Figure 3.11 [118]. The plastic behaviour of material was defined using 

the Johnson-Cook constitutive law. 

 

Table 3.2 Material properties of wheel and crossing. 

 

 

Figure 3.11 Plastic curve of cast manganese steel [118]. 

 

Properties Wheel (steel) 

Crossing 

(manganese 

steel) 

Young Modulus (GPa) 210 190 

Density (kg/m3) 7830 7800 

Poisson Ratio 0.3 0.3 

Yield Stress (MPa) - 360 
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3.3.4 Assembly Module 

After creating the geometry of the wheel and the crossing, both parts were assembled as 

shown in Figure 3.12. The wheel was placed on the edge of the crossing part. The contact 

between the wheel and the crossing occurred at Z = 0. The reference points representing 

wheel centre, train mass, the centre of crossing base, and ground were also added. The 

ground point was 0.1 m below the centre of the crossing base point while the train mass 

point is 0.6 m above the wheel centre. 

 

Figure 3.12 The final assembly of the wheel and crossing with the reference points. 

 

3.3.5 Step Module 

ABAQUS allows complex problems to be divided into steps, where different types of 

analysis, outputs for postprocessing, time periods, and increments can be requested. There 

were 2 steps in this simulation, namely “load introduction” and “wheel moving” steps. 

The first step or “load introduction” step was created to initiate the contact between the 

wheel and the crossing. In this step, the wheel was released vertically on the crossing 

surface. The “dynamic, explicit” procedure was chosen. Although the output data from this 

step is not significant, the time period is crucial. When the wheel is placed on the crossing, 

oscillation occurs. Hence, the chosen time period must ensure that the oscillation stops 

before proceeding to the next step and should not be too large to minimise the 

computational cost. 

The second step or “wheel moving” step was also assigned the “dynamic, explicit” 

procedure. In this step, the wheel rotates and moves through the crossing, impacting the 

Gravity

Train Mass

Wheel
Centre

Ground

Crossing Base 
Centre
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crossing nose. The time period depends on the velocity of the wheel. It can be calculated by 

dividing the distance by the velocity. In this case, the distance equals the length of the 

crossing which is 3 m. 

3.3.6 Interaction Module 

The interaction module is vital for this simulation. The contact surfaces, contact properties, 

and constraints are defined in this module. The choices made in this procedure greatly 

affect the accuracy of the simulation. 

• Interaction Surface 

The “surface-to-surface contact (explicit)” interaction type was chosen to define the contact 

between a deformable surface (the crossing) and a rigid surface (wheel). The wheel surface 

was designated as the master surface and the crossing surface was set as the slave surface 

as it is suggested that the rigid surface must be the master surface and the surface from a 

deformable body must be the slave surface [138]. Two pairs of different continued surfaces 

were selected to create two interactions. The contact surfaces between the wheel and the 

wing rail and the wheel and the crossing nose are highlighted in Figure 3.13. 

 

 

Figure 3.13 Contact surfaces between the wheel and the wing rail (left) and wheel and the 

crossing nose (right) highlighted in red and purple. 

 

• Interaction Property 

The “tangential” and “normal” contact behaviours were specified. The friction between 

contact surfaces was defined as a “penalty” to assume that there was friction between the 
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two contact surfaces. The friction coefficient was set as 0.3. The contact in the normal 

direction was identified as “hard” contact to avoid the penetration between slave and 

master surfaces [138]. 

 

• Constraint 

Since the wheel axle and the track bed were not fully modelled, two constraints were 

defined to emulate these components. The “kinematic coupling” constraint was created to 

constrain all degrees of freedom of the reference point at the wheel centre with the wheel 

outer surface. In other words, the wheel translation and rotation were coupled with the 

wheel centre. As for the track bed condition, it was assumed that there was no bending of 

the crossing between sleepers or bearers. A reference point at the centre of the crossing 

base was created and then all degrees of freedom of the entire crossing base was coupled 

to it. The coupling constraints used for the wheel and the crossing base are shown in Figure 

3.14. 

              

Figure 3.14 Coupling constraints applied to the wheel (left) and the crossing base (right). 

 

• Special Engineering Features 

As the wheel and the crossing part were simplified, the mass that was removed needs to be 

compensated. Hence, an additional lump mass was defined at the reference points on the 

wheel and the crossing. The total mass of a single wheel was set as 528 kg [139]. A 

simplified wheel has a mass of 187.64 kg, thus, the additional mass of 340.14 kg was added 

at a wheel centre. Similarly to the crossing, the total crossing mass was 680 kg [120]. As the 

simplified crossing mass was 450.27 kg, an additional lumped mass of 229.73 kg was applied 

at the centre of the crossing base. 
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ABAQUS also allows the definition of springs and dashpots that connect two points. In 

Figure 3.15, the wheel was connected to a train body via the suspension, and the crossing 

was supported by the track bed. The suspension was modelled by connecting the wheel 

centre to a reference point, named “train mass” with a damping coefficient cs of 53 kNs/m. 

As for the condition of the track bed, practically, the stiffness of the crossing changes along 

the length [42]. However, to reduce the model complexity, it is assumed that the stiffness is 

non-variable throughout the crossing and the bedding support was represented by a set of a 

spring-damper element. The connection between the centre of the crossing base and the 

ground was created with the spring stiffness kB and the damping coefficient cB of 80 MN/m 

and 250 kNs/m, respectively. 

 

Figure 3.15 The wheel-crossing diagram with train mass and track bed support. 

 

3.3.7 Load Module 

Loads and boundary conditions can be applied in the load module. In ABAQUS, the X, Y, and 

Z axes are transformed into the 1, 2, and 3 axes, respectively. Firstly, the gravity was defined 

as 9.81 m/s2 for the whole model. To simulate the train with 25 tonnes axle loads, i.e., the 

total vehicle load applied through the wheels at both ends of an axle, in this work, the wheel 

mass of 528 kg and the concentrated forces of 117.45 kN at the wheel centre were defined. 

Before defining the boundary conditions, some assumptions have to be made to restrict the 

complexity of the model which are: 

• The full effect of vehicle sprung mass, i.e., mass above vehicle primary suspension, 

and its suspension characteristics on wheel-rail dynamic forces are neglected. The 
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sprung and unsprung masses, i.e., mass below vehicle primary suspension, are 

combined at the wheel centre. This is because the effect car body above primary 

suspension has a very small effect on the wheel-rail or the wheel-crossing dynamic 

interactions [119], [140], [141]; 

• The train mass translates with the wheel on a longitudinal axis, however, its vertical 

position is fixed; 

• The lateral position of the wheel does not vary throughout the simulation. There is 

no rotation in vertical and longitudinal axes for the wheel; 

• The angular velocity of the wheel in this model is transmitted from the other wheel 

which has a nominal radius of 0.5 m and rotates constantly through the check rail.  

The boundary conditions set for the wheel-crossing dynamic interaction model with a wheel 

speed of 100 km/h are going to be defined as an example, but these can vary as different 

crossing geometries and wheel speeds are employed in subsequent simulations. Considering 

the reference points in Figure 3.12, the ground point was fixed completely. In the first step, 

the wheel centre can move freely only in the vertical direction, and then, in the following 

step, it moves simultaneously with the train mass along the Z-axis with a velocity of 27.78 

m/s while the train’s vertical position is fixed for both steps. The wheel centre also rotates 

with an angular velocity of 55.56 rad/s on the X-axis. The crossing base point can only move 

vertically throughout the simulation. The boundary conditions are summarised in Table 3.3. 

Note that, U, UR, V, and VR represent displacement, rotational displacement, velocity, and 

rotational velocity, respectively. The following number identifies the direction of that 

boundary condition as mentioned before. 

 

Table 3.3 Boundary conditions of the reference points. 

 

 

Boundary 

conditions Step1 Step2 Step1 Step2 Step1 Step2 Step1 Step2

U1 0 0 0 0 0 0 0 0

U2 0 0 not defined not defined 0 0 not defined not defined

U3 0 0 0 not defined 0 not defined 0 0

UR1 0 0 0 not defined 0 0 0 0

UR2 0 0 0 0 0 0 0 0

UR3 0 0 0 0 0 0 0 0

V3 not defined not defined not defined 27.78 not defined 27.78 not defined not defined

VR1 not defined not defined not defined 55.55 not defined not defined not defined not defined

Ground Wheel centre Train mass Crossing base
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3.3.8 Mesh Module 

In ABAQUS, the mesh can be generated with different techniques and element types. For 

the dynamic problem consisting of a solid wheel and crossing, the continuum element 

family was employed.  This element family is suitable for both linear and complex nonlinear 

mechanical analysis. The 3D element types offered by ABAQUS are tetrahedral, wedge, and 

hexahedral. The first-order elements of these element types are shown in Figure 3.16. 

 

Figure 3.16 Linear elements in ABAQUS [142]. 

 

In general, the second-order elements provide higher accuracy than the first-order 

elements. As for contact problems, however, the second-order elements may lead to a 

problem with convergence and errors in the results due to the misbalancing between 

compression and tension forces inside an element [143]. Thus, first-order hexahedral 

elements, which provide high accuracy results at a lower cost than tetrahedral elements, 

were chosen with reduced integration (C3D8R). The detailed process of mesh generation 

and mesh convergence analysis will be presented in section 4.2 Mesh Convergence Analysis. 

 

3.4 Summary 

 

This chapter presented the basic theory of mechanics of deformation and the explicit finite 

element methods including the governing equations. After that, the methodology to create 

the wheel-crossing dynamic contact model was shown in detail. The defeatured wheel and 

crossing were defined with their material properties and further definition of steps, contact 

parameters, constraints, and stiffness of the model were explained. The boundary 

conditions for the case of the wheel with 100 km/h running through the crossing were 

defined in terms of displacement and velocity at the reference points, i.e., the wheel centre, 

the crossing base centre, the train mass, and the ground. The modelling assumptions and 
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their reasoning were also explained. Although the element type used in the model was 

presented in this chapter, the finite element mesh in the full model will be presented in the 

next chapter.  

After the model was set up, it needs to be verified and validated, as well as optimised to 

improve accuracy and reduce the computational cost. The next chapter will present the 

methods to optimise, verify and validate the simulation models. 
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CHAPTER 4 
 

MODEL VERIFICATION AND VALIDATION 

 

4.1 Load Introduction Step Optimisation 

 

As mentioned in chapter 3, the wheel-crossing dynamic contact simulation was divided into 

2 steps, “load introduction” and “wheel moving” steps. The crossing support was defined as 

a set of a spring and a damper and the wheel is a fully elastic material, hence, when the 

wheel was placed on the crossing in the first step, oscillation occurs. The time for this step 

should be optimized to ensure that the wheel is in equilibrium before proceeding to the 

second step.  

The vertical position of the wheel centre in the “load introduction” step is plotted in Figure 

4.1 where the results between the model with and without damping are compared. For the 

model without damping, the wheel oscillation continues even after 0.06 s and is not likely to 

stop shortly. This certainly affects the computational time and if the oscillation does not 

stop before starting the “wheel moving” step, it would disrupt the numerical solutions. As 

for the model with suspension and track support, the wheel is stable after 0.0255 s. Note 

that the wheel is considered stable if the change in vertical position is less than 1%. 

Therefore, the time for the “load introduction” step used in this simulation is 0.03 s. 

 

 

Figure 4.1 Wheel vertical position during load introduction step. 
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4.2 Mesh Convergence Analysis 

 

Accuracy and computational time are crucial issues to consider in numerical analysis. In 

general, an accurate result is a top priority in the calculation. For complex models, it may 

take several days or weeks to provide accurate results. Hence, it is crucial to optimise the 

precision and computational cost. Mesh convergence analysis is the investigation of the 

number of elements required to ensure that the numerical results are converging to a 

solution. When an increasing number of elements will have a negligible effect on the results, 

a mesh is said to have converged. Any extra elements would unnecessarily increase the 

computational time.  

Different mesh strategies and densities were attempted to reduce the computational time 

and increase the accuracy of the results. In this study, the area of impact at the crossing 

nose is crucial. Thus, a very fine mesh would be used at the crossing nose surface, as well as 

at the outer surface of the wheel, and at the transition area of the wing rail. The top surface 

of the wing rail which contacts with the wheel at the beginning of the simulation has to 

meshed with very small elements as well to minimise the vibration when the wheel starts 

moving. The remaining of the crossing, e.g., the crossing subsurface, the area outside the 

impact region, and the wheel internal elements are seeded with coarser mesh as shown in 

Figure 4.2. 

  

 

Figure 4.2 Mesh model with the cross-sections of  

(A) wheel and (B) crossing nose and wing rail. 
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The influence of mesh density on the vertical impact load is considered in this mesh 

convergence study. Five different mesh sizes were used with a different minimum mesh size 

at the critical area as mentioned before. For example, the 8 mm mesh model has a 

minimum mesh size of 8 mm with a total element number of 54,846. The wheel-crossing 

models with the minimum mesh size of 8 mm and size of 2 mm are shown in Figure 4.3. 

Note that the crossing was assumed to be perfectly plastic material for this mesh 

convergence analysis. The elastic modulus E, the Poisson’s ratio ν, and the yield stress σy are 

190 GPa, 0.3, and 360 MPa, respectively. That means the crossing material does not harden 

and the stress can never exceed 360 MPa. Figure 4.4 compares the stress-strain curves of an 

elastic-perfectly plastic material and that of material with strain-hardening from ref. [118]. 

The strain hardening properties will be used in section 4.4 Hardening Model Calibration. 

The results along with computational time for each mesh size are compared in Table 4.1. 

These results are normalised by dividing by those of the 8 mm mesh size and plotted in 

Figure 4.5. From Figure 4.5, the linear growth in CPU time to the mesh density can be seen 

while the vertical contact force results change differently and eventually converge. In the 

beginning, the vertical contact force continues to increase with mesh density before the 

graph changes slowly especially when we compare the results between the 3 mm (≈6.4 

times the element number of 8 mm mesh) and the 2 mm size mesh (≈14.8 times the 

element number of 8 mm mesh). The difference between these two is than less 1%. Thus, 

the 3 mm mesh model will be used in this research as it provides optimum results in terms 

of accuracy and computational cost. 
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Figure 4.3 8 mm (upper) and 2 mm (lower) mesh models. 

 

[120] 



 

 

52 

 

 

Figure 4.4 Stress-strain curve for an elastic-perfectly plastic material compared with 

manganese steel with strain hardening from [118]. 

 

Table 4.1 Results of mesh convergence analysis. 

 

Minimum  
mesh size 

Element Number Runtime  
(D-HH:MM:SS) 

Vertical Impact  
Force (kN) Wheel Crossing Total 

8 mm 26,004 28,842 54,846 03:58:40 169.22 
5 mm 74,970 62,330 137,300 10:20:19 171.35 
4 mm 121,352 79,067 200,419 16:25:39 172.89 
3 mm 243,600 108,593 352,193 1-08:02:24 175.25 
2 mm 624,096 187,271 811,367 3-06:40:27 175.87 

 

[118] 
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Figure 4.5 Convergence of results along with CPU time in mesh convergence analysis. 

 

4.3 Mass Scaling 

 

Explicit finite element methods are usually employed to solve nonlinear problems. For 

nonlinear analysis of complex structures, a large number of elements and small size of 

elements are required which may lead to excessive computational costs. Explicit finite 

element methods are conditionally stable and the time increment must be less than the 

stable time increment. The stable time increment is highly influenced by the smallest 

elements of the mesh model [144]. Mass scaling is the technique to increase the time 

increment size to reduce the computational time by artificially increasing the mass of those 

elements. However, the increase of mass certainly affects structural eigenmodes and the 

dynamic structural response [145]. Excessive mass scaling may result in an unacceptable 

solution. Thus, the implementation of mass scaling must be monitored closely. 

In a system with no damping, the stable time increment Δt [146] can be defined as 

 ∆𝑡 ≤
2

𝜔𝑚𝑎𝑥
, (4.1)  

where ωmax is the maximum element eigenvalue, while in a system with damping, the stable 

time increment is given by 

 ∆𝑡 ≤
2

𝜔𝑚𝑎𝑥
(√1 + 𝜉𝑚𝑎𝑥

2 − 𝜉𝑚𝑎𝑥), (4.2)  
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where ξmax is the fraction of critical damping in the highest mode. According to Courant-

Friedrichs-Levy, the stable time increment can be referred to the time required for the 

dilatation of the stress wave across the smallest element of the mesh [147]. That time 

increment ∆𝑡 can be defined by 

 ∆𝑡 ≤
𝐿𝑒

𝑐
 (4.3)  

and 

  𝑐 = √
𝜆 + 2𝜇

𝜌
, (4.4)  

where Le is the smallest element dimension in the mesh, c is the speed of the stress wave, λ 

and μ are Lame’s constants, and ρ is the material density. 

In ABAQUS, although element shape and size can be selected manually for each area, the 

meshing algorithm may be difficult to control in complex geometries. Hence, element shape 

and size are limited by geometry, especially at the tip of the crossing nose in this work. The 

very small elements at the crossing nose decrease the stable time increment which leads to 

a great increase in computational cost. Thus, mass scaling was introduced to the numerical 

model to accelerate the numerical calculations. 

Mass scaling was used to optimise the computational cost of the model. Vertical contact 

force results were used to ensure that the model is still accurate. In this work, mass scaling 

was applied by defining the target time increment Δtmin, thus affecting only the elements 

that have a stable time increment smaller than the target.  

In Table 4.2, the vertical contact force results and computational cost of the wheel-crossing 

dynamic contact models with 4 different target time increments are shown. The vertical 

contact force results are presented in Figure 4.6. A comparison of impact forces at the 

crossing nose is shown in Figure 4.7.  

 

Table 4.2 CPU time and results from the models with mass scaling technique. 

 

Model Δtmin (μs) 
Δtmin 
ratio 

CPU Time 
(HH:MM:SS) 

Relative 
CPU time 

Vertical 
Impact  

Force (kN) 

Normalized 
Vertical Impact  

Force 

1 0.032 1 32:29:25 1.000 174.90 1.000 

2 0.159 5 6:32:53 0.202 175.64 1.004 

3 0.318 10 3:20:04 0.103 173.73 0.993 

4 0.478 15 2:05:35 0.064 185.60 1.061 
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Figure 4.6 The wheel-crossing vertical contact force results  

from the different minimum time increments Δtmin. 

 

 

Figure 4.7 The wheel-crossing vertical impact force results at the crossing nose  

from the different minimum time increments Δtmin. 

 

In Figure 4.6 and Figure 4.7, the vertical contact force results of the models with 5 and 10 

times the target time increments are almost identical to that of the model without mass 

scaling. As for the model with 15 times the target time increment, a 6% difference between 

the vertical impact forces compared with the result from the model without mass scaling 
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can be seen. In addition, the CPU times are decreased with the ratio of the target time 

increment. The CPU time of model 2, for example, is decreased to one-fifth of model 1. 

Hence, the proper target time increment was 0.318 μs which can reduce approximately 90% 

of the CPU time compared with the simulation without the mass scaling technique. 

 

4.4 Hardening Model Calibration 

 

In this section, the material constitutive law used for the numerical model will be validated. 

To achieve this purpose, a uniaxial tensile test on a single element was simulated through 

finite element analysis. The numerical model of a single-element manganese steel cube with 

a side of 10 cm under tensile stress is shown in Figure 4.8. One of the cube’s faces in XY, XZ, 

and, YZ planes were restrained in Z, Y, and X axes respectively, to avoid rigid body motion 

while the other face on the XZ plane was pulled to increase the cube’s length in Y-direction 

by 15%.  

  

Figure 4.8 Loads and boundary conditions on a cube for the uniaxial tensile test. 

 

The stress-strain curve result compared with that from [118] is plotted in Figure 4.9 

. A calibration study was carried out to fit the curve of the Johnson-Cook plasticity model 

[124] with the curve from ref. [118]. The parameters are listed in Table 4.3. The comparison 

with ref. [118] shows good agreement between the two curves. Thus, the plasticity of the 
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manganese steel for the simulation has been verified and this material model will be used in 

subsequent simulations. 

 

Table 4.3 Parameters for the Johnson-Cook plasticity model  

for the manganese crossing steel. 

 

 

Figure 4.9 The hardening behaviour of the manganese steel for the crossing. 

 

The comparison of vertical contact force results from the passing wheel speed of 100 km/h 

on the crossing with elastic-perfectly plastic and elastic-plastic with strain hardening 

behaviours is shown in Figure 4.10. The post-yield hardening behaviour of the crossing 

material significantly affects the wheel-crossing dynamic contact interaction. The vertical 

impact force at the crossing nose with strain hardening behaviour is higher than that of 

perfectly plastic crossing nose. In general, the plastic strain of hardened material will be less 

than that of the perfectly plastic material. Slightly less plastic deformation of the crossing 

A (MPa) B (MPa) n 

360 1400 0.7 

 

[118] 
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with strain hardening behaviour can be observed from the wheel trajectory during impact in 

Figure 4.11. A similar result for the difference in the vertical contact forces between the soft 

and stiff crossing materials can also be seen in [120]. 

 

 

Figure 4.10 Comparison of vertical impact force results with a wheel speed of 100 km/h for 

the case of perfectly plastic and strain hardening behaviours of the crossing material. 

 

 

Figure 4.11  The trajectory of the wheel centre during wheel impact at 100 km/h. 
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4.5 Model Validation 

 

Validation is the process to prove that a simulation model is valid for the real situation. It 

can be carried out by comparing the numerical results with the field test results. The field 

test results from ref. [148] were used to validate the wheel-crossing dynamic contact model. 

A 25-tonnes axle load train was driven on a UIC60-760-1:15 turnout at different speeds from 

10 to 100 km/h and the data of the wheel-crossing dynamic contact forces were collected. 

Each set of train speed data was collected from three passing trains except for 10 km/h. 

Note that other field test conditions were unidentified, e.g., the actual support conditions, 

wheel profile, crossing profile, and wheel-crossing contact position. Therefore, it is 

impossible to replicate the exact conditions of the field test, however, this paper is still 

important for calibrating model parameters and model validation with five different train 

speeds. 

The numerical results of the wheel-crossing vertical contact force at three different wheel 

speeds are shown as an example in Figure 4.12. Overall, the occurrences of the oscillation 

can be divided into 4 different regions. At the beginning of the simulation (longitudinal 

position = 0 m), the sudden move of the wheel causes the oscillation, however, it is damped 

a few moments later. The wheel oscillates again when it passes the diverging part of the 

wing rail (longitudinal position ≈ 0.54 m). The small vibration continues during the transition 

until the wheel impacts the crossing nose (longitudinal position ≈ 1.66 m). Finally, the 

oscillation continues at the end of the simulation where the crossing contact surface has 

meshed coarsely as shown in Figure 4.2. The amplitude of these oscillations increases with 

the wheel speed. 

The numerical vertical impact forces when the train is moving through the crossing in the 

facing direction at five different speeds along with the measured vertical impact forces are 

plotted in Figure 4.13. Both graphs show the increasing trend of the vertical impact forces 

with speed. A good agreement can be seen at 40 and 80 km/h while the difference at 10, 60, 

and 100 km/h are less than 10%.  
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Figure 4.12  Vertical contact force results on the crossing by  

the wheel speeds of 10, 60, and 100 km/h.  

 

 

Figure 4.13 Comparison between the field test and the numerical results for the wheel-

crossing dynamic impact forces in the vertical direction. 

 

The differences between these two sets of data can be explained for many reasons. To give 

an example, the crossing bedding was modelled simply as a single set of spring and damper 

while the actual crossings have more complex components below them such as bearer, 

ballast, and rail pad which are difficult to model all of these components. The lack of 

information on the wheel and crossing profiles, as well as on the wheel-crossing contact 

position, and the stiffness of the suspension system have a significant effect on the wheel-

crossing contact interaction. Hence, it is our understanding that this model can provide 

acceptable results for the wheel-crossing dynamic impact interaction.  
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4.6 Summary 

 

The concept of this chapter is to present the model optimisation, verification, and validation 

processes. The chapter begins with the optimisation of the time for step 1, i.e., the “load 

introduction” step, to ensure that the wheel would stop oscillating within this time step 

before proceeding to the next step. After that, a mesh convergence analysis was conducted 

by solving the wheel-crossing dynamic contact model with different mesh densities to find 

the optimal mesh model for this problem. The mass scaling technique was also employed to 

reduce the simulation time. The process to find the optimal target time increment was also 

given in detail. Note that the material behaviour for the crossing was defined as perfectly 

plastic throughout these processes. 

The strain hardening behaviour of material was defined with Johnson-Cook constitutive 

model and verified with a numerical uniaxial tensile test on a cube. The stress-strain curve 

was compared with the plasticity model from ref. [118]. Then the crossing was defined as a 

strain hardening material to investigate the influence of material behaviour on the wheel-

crossing dynamic contact interaction. 

In the last section, the wheel-crossing dynamic impact model was validated against field test 

results from ref. [148]. Although it is impossible to replicate the exact conditions of the field 

test, a good agreement of the vertical impact forces at train speeds from 10 to 100 km/h 

can be seen. This wheel-crossing dynamic contact model will be employed in further 

parametric studies and developed for the study of crack growth within rail and crossing.  
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CHAPTER 5 
 

NUMERICAL SIMULATION 

 

5.1 Parametric Study of Crossing Angle Variation 

 

Crossing geometry has a high influence on the wheel crossing dynamic contact interaction, 

especially the geometry at the transition region. When the wheel travels from the wing rail 

to the crossing nose, the wheel trajectory has a dip-like shape with dip angle α as shown in 

Figure 5.1. The crossing angle as shown in Figure 5.2 is a key parameter for the design of the 

transition area and dip angle [149]. This angle is inversely proportional to turnout radius and 

is usually specified by tangent angle. 

 

 

Figure 5.1 Wheel trajectory during the transition (adapted from [150]). 

 

 

Figure 5.2 Component of right-hand turnout and the crossing angle. 

 

The dip-like trajectory accompanied by high dynamic impact force leads to a great 

deterioration rate of the crossing nose. To reduce the deterioration rate of the components, 

railway company usually limits the speed over the crossing based on crossing geometry. The 

α Dip angle

Wheel Trajectory

crossing nose

1:n
crossing angle

check rail

check rail

wing rails

stock rails

switch rails
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larger the crossing angle, the lower the allowable speed for the track. The Asset Standards 

Authority (ASA) of the New South Wales government [151], for example, has a limit speed of 

74 km/h for 1:9 crossing while the limit speed for 1:15 crossing increases to 125 km/h. 

Although small angle crossings are preferred in terms of the allowable speed, they are 

expensive [152] and require more space.  

The statistical analysis from ref. [152] stated that a smaller angle crossing has a longer 

service life. The analysis was based on application, maintenance priority, and economic 

feasibility for the renewal of each type of crossing. As for the investigation of the effect of 

crossing angles in terms of dynamic mechanics, the long-term degradation of crossings with 

different crossing angles due to the dynamic interaction from the passing wheels was 

presented in ref. [107]. In this work, however, the effect of speed on each crossing type was 

out of scope. As mentioned above, different crossing angles results in the different 

transition area, dip angle, and, consequently, recommended wheel speed. Thus, it is 

important to study the effect of speed on the wheel-crossing dynamic interaction with 

different crossing angles to understand the effect of crossing angles more comprehensively. 

In this section, the explicit finite element model from the last chapter was employed to 

perform a parametric study to investigate the effect of crossing geometry on dynamic 

contact interactions. Three crossings with different angles were modelled which are 1:7, 1:9, 

and 1:15 crossings, and the wheel speed was varied from slow speed, i.e., 20 km/h, to high 

speed, i.e., 200 km/h.  

 

5.1.1 Crossing angle parameters 

In this parametric study, parameters for the crossing bedding condition, the suspension 

system, axle load, and material behaviours of wheel and crossing were maintained the same 

as given in chapters 3 and 4. Moreover, the same mesh arrangements and mass scaling 

methods were employed for every crossing model. Only the shape of the crossing was 

changed due to the different crossing angles.  

Each crossing model has a different geometry. To clarify the differences, the crossing model 

parts would be named as the straight wing rail, the diverged wing rail, and the crossing nose 

as shown in Figure 5.3, and the positions for each part of the 1:7, 1:9, and 1:15 crossing 

models are listed in Table 5.1. Three crossing models are compared in Figure 5.4. 
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Figure 5.3 Sections of the crossing. 

 

Table 5.1 Length of each section for a 3 m-section crossing model. 

 

 

Figure 5.4 The 3 m-sections of crossing models with an angle of  

(a) 1:7, (b) 1:9, and (c) 1:15. 

 

5.1.2 Results and discussions 

The vertical contact force results from a passing wheel at five different speeds on each 

crossing model along with the figure of a crossing below are presented in Figure 5.5, Figure 

5.6, and Figure 5.7. The vertical impact force at the crossing nose increases with speed on 

every crossing model. In addition, the impact position at the crossing nose tends to be 

Straight
wing rail

Crossing Angle 
Straight part on 

the wing rail 

Diverged part 

on the wing rail 
Crossing nose 

1:7 0 m to 1.05 m 1.05 m onwards 1.5 m to 3 m 

1:9 0 m to 0.92 m 0.92 m onwards 1.5 m to 3 m 

1:15 0 m to 0.54 m 0.54 m onwards 1.5 m to 3 m 

 

a

b

c

(a) 

(b) 

(c) 
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farther as the wheel speed increases. The impact position can be seen more clearly from the 

wheel trajectory during the transition on 1:7, 1:9, and 1:15 crossings in Figure 5.8, Figure 

5.9, and Figure 5.10, respectively. 

 

 

Figure 5.5 Vertical contact forces on the 1:7 crossing by a passing wheel  

with five different speeds. 

 

 

Figure 5.6 Vertical contact forces on the 1:9 crossing by a passing wheel  

with five different speeds. 
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Figure 5.7 Vertical contact forces on the 1:15 crossing by a passing wheel  

with five different speeds. 

 

 

Figure 5.8 The vertical position of the wheel centre during the transition with five different 

speeds on the 1:7 crossing. 
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Figure 5.9 The vertical position of the wheel centre during the transition with five different 

speeds on the 1:9 crossing. 

 

 

Figure 5.10 The vertical position of the wheel centre during the transition with five different 

speeds on the 1:15 crossing. 
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The vertical impact force results of each crossing model against wheel speed are plotted in 

Figure 5.11. At low speeds (20 and 60 km/h), the vertical impact force seems to be 

independent of the crossing angle. This is probably due to the smoother transition that 

occurs at these speeds. However, for the wheel speed from 100 to 200 km/h, the vertical 

impact force becomes higher on the crossing with a larger angle, i.e., 1:7 crossing. This is 

influenced by the transition area of each crossing model. The crossing with a larger angle 

has a smaller transition area which causes a larger dip angle or a rougher transition. Hence, 

the vertical impact force on the crossing with a larger angle would be higher than that on 

the crossing with a smaller angle, especially for the wheel with high speed (≥ 100 km/h). 

 

 

Figure 5.11 Vertical impact force at the crossing nose as a function of wheel speed. 

 

Wheel bouncing is observed in the case of the high-speed wheel passing the crossing with a 

large angle or small transition zone. Consider the contact interaction on 1:7 crossing in 

Figure 5.5, when the speed increases to 100 km/h, the vertical contact force reduces 

significantly when the wheel passes the diverging part of the wing rail before it generates 

another peak of the vertical contact force of 190 kN on the wing rail. It can be seen more 

clearly in cases of 150 and 200 km/h, the vertical contact forces become zero just after the 

wheel approaches the diverging part of the wing rail. The wheel trajectory in Figure 5.8 

shows the bouncing behaviour of the wheel in this position which generates high impact 

force on the wing rail. The bouncing of the wheel can also be seen on the 1:9 crossing with a 

wheel speed of 200 km/h. However, the bouncing cannot be clearly seen at the 1:15 
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crossing which has the largest transition area in this study. The bouncing can also be seen in 

ref. [105] when the wheel travels at a very high speed (250 km/h) on a 1:15 crossing. 

Undoubtedly, the bouncing during transition causing high impact force would increase the 

deterioration rate on the wing rail. As the vertical impact forces on 1:7 and 1:9 crossings 

from a wheel speed of 200 km/h are almost equal, that means the wheel bouncing on the 

wing rail also affects the impact force at the crossing nose. The bouncing changes the wheel 

trajectory and dip angle making the vertical impact interaction at the crossing nose more 

complex. 

It can be concluded that not only the higher vertical impact force at the crossing nose, but 

the crossing with an inadequate transition area would also experience uncontrollable 

damage from the passing wheel, especially at the diverging part of the wing rail. In an actual 

operation, the 1:42 crossings were installed for high-speed lines of 200 km/h in Germany 

[153]. Apart from the reason of safety and ride comfort when the train runs on the diverging 

branch, small angle crossings provide a larger transition area resulting in smoother 

transition and the reduction of damages at the crossing. An alternative solution for this 

problem, especially for high-speed or heavy load lines, maybe the use of a swing nose 

crossing to reduce the discontinuity of the track. The simulation results in ref. [154] proved 

that although the small discontinuities still appear, the vertical impact forces decrease 

drastically on a swing nose crossing compared with those on a fixed nose crossing. 

 

5.2 Extended Finite Element Method (XFEM) 

 

The extended finite element method (XFEM) refers to the modelling of discontinuities. This 

technique was introduced by Belytschko and Black (1999) [155]. XFEM is an extrapolation of 

the conventional finite element method (FEM) by adding the discontinuous functions for a 

node to extend the solution space for the differential equations. Nodes of the elements that 

are cut through by a crack can provide a model with crack opening displacements. Most 

importantly, the XFEM allows crack growth simulation element by element without 

remeshing.  

The XFEM is based on the concept of partition of unity by Melenk and Babuska (1996) [156] 

for enriching a finite element approximation to cope with the crack-tip singularity and 

discontinuities. For the classic finite element method, the displacements U at any point 

within the element can be approximated by 
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 𝑈 =∑𝑁𝑖𝑈𝑖

𝑁

𝑖=1

, (5.1) 

where 𝑁𝑖 and 𝑈𝑖 are a nodal shape function and a displacement for node 𝑖, respectively. For 

fracture analysis, two additional enrichment terms using the framework of partition of unity 

are added to the standard displacement function as 

 𝑈 =∑𝑁𝑖 [𝑈𝑖 +𝐻(𝑥)𝑎𝑖 +∑𝐹𝛼𝑏𝑖
𝛼

4

𝛼=1

]

𝑁

𝑖=1

, (5.2) 

where the first additional term is the product of the nodal enriched degree of freedom 𝑎𝑖  

and the associated discontinuous jump function or the Heaviside jump function 𝐻(𝑥) across 

the crack surfaces. This term is applied to nodes whose shape function support is cut by the 

crack interior. The second additional term is the product of the nodal enriched degree of 

freedom bi and the associated four asymptotic crack-tip functions 𝐹𝛼 in a linearly elastic 

solid. This term is valid only for nodes whose crack tip cut through the shape function 

support.  

The displacement fields across the crack surfaces are modelled using the Heaviside jump 

function 𝐻(𝑥). The independence of the displacement fields on both sides of the crack can 

be presented by enriching this function to the node whose corresponding shape function 

support is cut through by the crack. The Heaviside jump function is given by 

 𝐻(𝑥) = {
+1, 𝜑(𝑥) ≥ 0
−1, 𝜑(𝑥) < 0

  , (5.3) 

where 𝜑(𝑥) is the signed distance function for representing interface position which is 

 𝜑(𝑥) = 𝑚𝑖𝑛‖𝑥 − 𝑥∗‖𝑠𝑖𝑔𝑛(𝑥 − 𝑥∗) ∙ 𝐧𝚪𝑑, (5.4) 

where 𝑥∗ is a point on the discontinuity which is the closest point projection of 𝑥 and 𝐧𝚪𝑑  is 

the normal vector to the crack at point 𝑥∗ as shown in Figure 5.12.  

 

Figure 5.12 The signed distance function [157]. 
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The asymptotic crack-tip functions are used to calculate the displacement fields at the crack 

tip area. These functions can be defined as 

 

𝐹𝛼(𝑟, 𝜃) = {𝐹1, 𝐹2, 𝐹3, 𝐹4} 

                = {√𝑟 sin
𝜃

2
, √𝑟 cos

𝜃

2
, √𝑟 sin

𝜃

2
sin𝜃 , √𝑟 cos

𝜃

2
sin𝜃}, 

(5.5) 

where (𝑟, 𝜃) is a polar coordinate system where the origin is located at the crack-tip and 𝜃 

for the crack tip tangential line is zero. The distributions of these four functions are 

illustrated in Figure 5.13. The first function 𝐹1 is the only function that able to present the 

discontinuity between two sides of crack. The other three functions are employed to 

improve the accuracy of the displacement field results [157]. 

 

 

Figure 5.13 The distributions of the asymptotic crack-tip functions [157]. 

 

In XFEM, discontinuity geometry can be described without remeshing by the level set 

method (LSM). The LSM is a numerical technique for interface movement modelling which 

was developed by Osher and Sethian (1988) [158]. The crack geometry is defined by two 

level set functions which are defined as signed distance functions as shown in Figure 5.14. 

The normal level set function 𝜑(𝑥) is the signed distance to the crack surface while the 

tangent level set function 𝜗(𝑥) is defined as the signed distance to the orthogonal surface of 

the crack tip. For an internal crack, two tangential level set functions are defined for each tip 

as demonstrated in Figure 5.14(c). Both level set functions will be updated according to each 

iterative step and the associated nodes would be enriched with the Heaviside jump function 

𝐻(𝑥) and the asymptotic crack-tip functions 𝐹𝛼. In this way, crack propagation is modelled. 
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Figure 5.14 Representation of internal crack by normal and tangential level set functions:  

(a) an internal crack in domain Ω; (b) the normal level set 𝜑 = 0 at the crack path; (c) the 

tangential level set 𝜗 = 0 at the crack tips [157]. 

 

The maximum principal stress criterion is used to define damage in uncracked regions in this 

work. Crack initiation, which refers to the beginning of degradation of the cohesive 

response at an enriched element, occurs when the maximal principal stress exceeds the 

specified value. With this criterion, the crack always propagates in a direction perpendicular 

to the direction of the maximum principal stress [159]. 

A scalar damage parameter D is used to define damage as 

 𝐷 = {
< 𝜎𝑚𝑎𝑥 >

𝜎𝑚𝑎𝑥
0 }, (5.6) 

where 𝜎𝑚𝑎𝑥
0  is the maximum allowable stress. The angle bracket < > is the Macaulay 

brackets, i.e., < σmax > = 0 if σmax < 0, and < σmax > = σmax if σmax  ≥ 0. The initiation of crack is 

modelled when D reaches a value of 1. Note that the Macaulay brackets signify that a purely 

compressive stress state, which is negative, does not initiate cracks [159]. 

 

5.3 XFEM analysis method in ABAQUS 

 

The XFEM is used to simulate crack initiation and propagation in a static analysis of wheel-

rail and wheel-crossing interactions. For crack analysis with XFEM in ABAQUS, additional 

processes are required, especially, to deal with the convergence issues. The minimum time 

step employed was very small as 1 x 10-20 s. In addition, the following changes were made in 

the ABAQUS Step module; 
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• The “Discontinuous Analysis” was checked to set the number of equilibrium 

iterations I0 as 8, and the number of consecutive equilibrium iterations IR as 10. The 

maximum number of cutbacks allowed for an increment IA was also increased from 

the default value of 5 to 30 (Step Module => Other => General Solution Controls => 

Manager => Edit Step => Time Increment => Specify: (the third of the three choices 

on the top) => Discontinuous Analysis (check box) => More (second tab down on the 

left) => IA =30). These settings allow ABAQUS to have a larger number of iterations 

for verifying the equilibrium solutions and increase the number of iterations before 

aborting the simulation [160]. 

• The “Automatic stabilization” was employed (Step Module => Step => Step Manager 

=> Edit => Automatic Stabilization => Specify dissipated energy fraction). This option 

allows ABAQUS to dissipate energy from the model to reduce the risk of divergence 

and increase the chances of obtaining a converged solution. This option has to be 

carefully used because it artificially changes the physics of the problem and, 

certainly, alters the results. Only a small dissipated energy fraction was defined with 

a default value of 2.0 × 10–4 [159]. 

Material properties for failure have to be defined. The material used in this work was 

modelled as linear elastic. Damage criteria and damage evolution criteria which are the 

maximum principal stress, and the fracture energy GI, respectively, were specified through 

the property module. The fracture energy GI can be calculated from GIC = KIC
2/E [161], where 

KIC is a fracture toughness, and E is Young’s modulus. 

In the interaction module, the cohesive zone model (CZM), where crack initiation and 

propagation occur, was defined and if there is a pre-crack, the location can also be identified 

(Interaction Module => Special => Crack => Manager => Create => XFEM (the second type on 

the list) => Continue => Select crack region, check allow crack growth, and select crack 

location). After identifying the CZM, then a crack interaction was created (Interaction 

Module => Interaction Manager => Create => XFEM crack growth => XFEM crack: (choose 

from the list) => Allow crack growth in this step (check box)). 

 

5.4 XFEM for the Three-Point Bending Test 

 

It is known that the use of XFEM for modelling crack propagation in ABAQUS has some 

limitations [162], [163]. For instance, fatigue crack growth, crack branching, multiple cracks, 
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and crack propagating with more than 90 degrees turning are not permitted. Most 

importantly, only the “static, general” step in ABAQUS/standard is available while the 

dynamic analysis in ABAQUS/Explicit does not offer the XFEM capability. 

In this section, a three-point bending static simulation has been performed to verify and 

validate the ability of crack growth prediction using XFEM. the modelling framework is 

validated against experimental data available in the literature. Then, a simulation of crack 

growth on a rail material specimen, i.e., R260, was presented and compared with the actual 

crack from the test. 

 

5.4.1 Model Validation   

The model verification has been carried out by comparing the simulation result with the 

experiment on a polymethyl-methacrylate (PMMA) specimen from ref. [164]. The schematic 

diagram of a three-point bending test is shown in Figure 5.15 where P is the applied load. 

The dimension of the specimen is 100 mm length L, 20 mm width W, and 10 mm thickness 

B. The span S is 80 mm and the initial crack size is a0 = 8 mm.  

 

 

Figure 5.15 A schematic diagram for beam deflection due to the three-point bending test. 

 

The numerical model of a three-point bending static test on a PMMA specimen has been 

developed. The specimen was defined as a homogenous linearly elastic material. The 

material properties of PMMA used in this numerical model are given in Table 5.7. The 

damage initiation was defined using maximum principal stress criteria. In this case, the yield 

stress of PMMA, i.e., 27.1 MPa, was used as the maximum principal stress. Damage 

evolution was defined using fracture energy of 384.14 J/m2. 
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Table 5.2 Material properties of PMMA for the XFEM model [164], [165]. 

 

The specimen was meshed using eight-node brick elements with reduced integration 

(C3D8R). This specimen was partitioned as shown in Figure 5.16. These edges were 

constrained to limit the motion of the rigid body. line 1 and line 2 were restricted in the Z-

direction and X-direction, respectively. Cylindrical rigid bodies were defined for the loading 

and support pins using 4-node 3D bilinear rigid quadrilateral elements (R3D4). The 

simulation was displacement-controlled, with the top roller displaced in the negative Y-

direction, while the support pins were constrained to all six degrees of freedom. The initial 

crack was defined simply as a 2D planar crack. The model of the specimen with an 8 mm 

initial crack and the pins are shown in Figure 5.17 and the mesh model is shown in Figure 

5.18. The global size of elements of the specimen is 2 mm with a total number of 3,000 

elements. 

 

 

Figure 5.16 A partitioned specimen with two edges (red lines) on the top surface. 

Properties PMMA 

Young Modulus, E  2.87 GPa 

Poisson’s Ratio, ν 0.4 

Density, ρ 1,188 kg/m3 

Max Principal Stress  27.1 MPa 

Fracture Toughness, KIc 1.05 MPa·m1/2 

Fracture Energy, GIc 384.14 J/m2 
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Figure 5.17 Model of three-point bending specimen with initial crack. 

 

 

Figure 5.18 XFEM mesh model of three-point bending specimen. 
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To deal with convergence issues due to fracture, the damage stabilisation coefficient was 

defined. The value of the damage stabilisation coefficient has to be chosen with care 

because it affects the physical systems of the model. The higher damage stabilisation 

coefficient accelerates the convergence of the simulation but it may lead to erroneous 

results. The recommended damage stabilisation is 1 x 10-5 [166]. Moreover, the automatic 

stabilization option was also employed as mentioned previously. 

The experimental and numerical load-displacement results are presented in Figure 5.19. 

Overall, a good agreement can be seen from these two graphs. Regarding the XFEM model, 

crack propagation initiates at a maximum load of 388.93 N, which deviates by less than 15% 

from the experimental result. The slope of the numerical solution before crack propagation 

is 0.75 kN/mm, which differs by approximately 20% from the experimental data. This 

discrepancy may arise due to the neglect of strain rate effects in the XFEM model. 

Additionally, the experimental curve lacks clear information regarding the initial crack size. 

 

Figure 5.19 Comparison of load-displacement results. 

 

For the sake of computational cost, the XFEM model used in this study has quite a coarse 

mesh, i.e., 0.002 mm. This might lead to an inaccurate result especially the stress field at the 

crack tip. In addition, the defined damage stabilisation coefficient and the automatic 

stabilization option may affect the result causing a difference from the experimental result. 

However, difference is still at an acceptable level with a small computation cost. Hence, it 

[164] 
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can be concluded that this XFEM model can represent a crack growth of a specimen under a 

three-point bending static test at a satisfactory level. 

5.4.2 Three-Point Bending Test of Rail Steel Specimen 

In this section, a three-point bending test on the rail steel (R260) specimen was modelled. 

The specimen is 120 mm in length, 20 mm in width, and 10 mm in thickness while the span 

is 80 mm. The specimen was defined as a linearly elastic homogenous material. Material 

properties were given in Table 5.3. In this simulation, the yield stress of 528 MPa was used 

as the maximum principal stress. 

 

Table 5.3 Material properties of R260 steel for the XFEM model [167]. 

 

The mesh model was similar to Figure 5.18 with a total element number of 3,600 elements 

due to the change in dimension of the specimen. The crack was also simplified as 2D planer. 

The initial crack length a0 is varied to investigate the crack growth characteristic in a 

specimen without pre-cracking (a0 = 0) and a pre-cracked specimen with an initial crack 

length of 4 mm.  

The profiles of load against loading pin displacement are illustrated in Figure 5.20. The 

specimen without pre-cracking requires a higher load of 21.72 kN to initiate crack while the 

crack in another specimen starts to extend with a lower load of 12.55 kN. Figure 5.21 and 

Figure 5.22 show the crack propagation compared with load profiles for the specimen 

without pre-cracking and the specimen with 4 mm pre-cracking, respectively. The very high 

crack growth rate in the specimen without pre-cracking can be seen when the crack initiates 

and propagates to 12 mm as the sharp increase of crack size and the drastic drop of load can 

be seen in this area (Figure 5.21). The crack growth rate of a pre-cracked specimen is also 

higher when the crack begins to propagate. For both specimens, the crack propagation 

speed decreased gradually when the crack size became larger than 14 mm. 

Properties Rail Steel (R260) 

Young Modulus, E  202 GPa 

Poisson’s Ratio, ν 0.3 

Density, ρ 7,800 kg/m3 

Max Principal Stress  528 MPa 

Fracture Toughness, KIc 38.56 MPa·m1/2 

Fracture Energy, GIc 7360.76 J/m2 
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Figure 5.20 Load-displacement results of the R260 steel specimen. 

 

 

Figure 5.21 The growth of the crack in the specimen without pre-cracking along with the 

load-displacement curve. 
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Figure 5.22 The growth of the crack in the pre-cracked specimen with a0 = 4 mm along with 

the load-displacement curve. 

 

In the XFEM model using ABAQUS, the damage will initiate when the maximum principal 

stress surpasses the maximum principal stress value specified while the damage evolution 

was controlled by fracture energy, i.e., area under the load-displacement curve [168]. In 

solid mechanics, the crack tip acts as a stress raiser leading to further crack propagation in 

the material. Thus, less force is required to propagate a crack in a pre-cracked specimen. 

Moreover, the larger the crack size, the higher the stress concentration at the crack tip 

[169]. 

The maximum stress distributions in the specimen without pre-cracking at different loading 

pin positions are shown in Figure 5.23 to Figure 5.25. In Figure 5.23, the maximum principal 

stress concentrates at the bottom area of the specimen due to subsequent tension. When 

the crack initiates as shown in Figure 5.24, the maximum principal stress concentration will 

move to the crack tip. The crack tip maximum principal stress concentration can be seen 

more clearly in Figure 5.25 where the crack propagates to 16 mm. 
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Figure 5.23 Maximum principal stress distribution in the specimen without pre-cracking at 

loading pin displacement of 0.252 mm. 

 

 

Figure 5.24 Maximum principal stress distribution in the specimen without pre-cracking at 

loading pin displacement of 0.324 mm. 

 

 

Figure 5.25 Maximum principal stress distribution in the specimen without pre-cracking at 

loading pin displacement of 0.398 mm. 
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The crack growth characteristics in both specimens after it was pressed by a loading pin at 

the mid-span by 1 mm were shown in Figure 5.26 and Figure 5.27. Figure 5.28 illustrates the 

final crack length and actual crack morphology of an R260 steel specimen, which failed 

during a three-point bending fatigue test. The XFEM model shows a good agreement of the 

final crack shape with an actual crack from a failed specimen. 

 

 

Figure 5.26 Crack growth in the specimen without pre-cracking  

at loading pin displacement of 1 mm. 

 

Figure 5.27 Crack growth in the specimen with 4 mm pre-crack  

at loading pin displacement of 1 mm. 

 

 

Figure 5.28 The R260 specimen after failure from the three-point bending fatigue test 

mounted with two AE probes [170]. 
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5.5 Rail Crack Growth Simulation 

 

In this study, the simulation of crack growth has been performed in the wheel-rail static 

models. These models were converted from dynamic models. However, the equations of 

motion of the dynamic and static analyses are different. The dynamic analysis is a time-

dependent calculation of stress and strain and considers the acceleration effects. On the 

other hand, the inertia effects are neglected in the static analysis. Thus, the results of stress, 

displacement, and vertical contact force in the static model might not perfectly match with 

the dynamic model. 

This section begins with the detail of the development of the static models and compares 

the results with the dynamic model at a specific point as well as the optimisation of a static 

model to reduce the computational cost. The dashpot coefficient at the rail bedding and the 

suspension of a static model were removed to ensure that the model is independent of the 

loading rate. The static model was verified via the results of the contact forces, stress 

distribution, and movement of the wheel compared with that of the dynamic model. Then, a 

crack was introduced to the static model to study the crack growth characteristic using 

XFEM and the result will be compared with the crack growth from an actual crack in rail. 

 

5.5.1 Wheel-Rail Static Model 

The wheel-rail dynamic contact model was developed as shown in Figure 5.29 to investigate 

the wheel-rail contact as a reference for a static model. The same axle load, wheel mass, 

wheel speed, and rail bedding were defined as the wheel-crossing dynamic contact model as 

mentioned in chapter 3. The 3 m section of the UIC 60 rail profile [13] was modelled with 

242,000 elements generated with an 8-node linear hexahedral solid element with reduced 

integration (C3D8R). The smallest element size of 3 mm was defined at the contact surface 

while a coarser mesh was used for the remaining part as shown in Figure 5.30. Material 

properties and parameters for the Johnson-Cook plasticity model of rail steel (R260) are 

listed in Table 5.4 and Table 5.5, respectively. The stress-strain curve of R260 steel grade is 

plotted in Figure 5.31. 
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Figure 5.29 Model of wheel-rail dynamic interaction. 

 

          

Figure 5.30 Mesh arrangement in rail model. 

 

Table 5.4 Material properties of rail material (R260) [2]. 

 

Properties Value 

Young Modulus (GPa) 202 

Density (kg/m3) 7800 

Poisson Ratio 0.3 

Yield Stress (MPa) 528 
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Table 5.5  Parameters for the Johnson-Cook plasticity model for rail material (R260) [2]. 

 

 

Figure 5.31 Stress-strain curve of R260 steel. 

 

The result of the wheel-rail dynamic contact force is shown in Figure 5.32. At the middle of 

the wheel journey, i.e., wheel distance = 1.5 m, the contact force and the vertical 

displacement of the wheel relative to the rail base are 124.80 kN and -1.6924 mm, 

respectively. The contour plot of von Mises stress of the rail at this position is shown in 

Figure 5.33 with maximum von Mises stress of 595.3 MPa. 

 

A (MPa) B (MPa) n 

528 1662.8 0.54 
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Figure 5.32 Vertical contact forces on the rail by a 100 km/h passing wheel. 

 

 

Figure 5.33 Contour plot of von Mises stress on the wheel-rail dynamic model at a wheel 

distance of 1.5 m. 

 

The vertical displacement of the wheel relative to the rail base at a wheel distance of 1.5 m 

was used to define a boundary condition for a static model as illustrated in Figure 5.34. The 

wheel, in which most of the geometry was removed remaining only a contact part, was 

pressed vertically on the rail until the vertical contact position reach -1.6924 mm.  
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Figure 5.34 Model of the wheel-rail static interaction. 

 

The rail model needs to be optimized to reduce the computational cost for XFEM crack 

modelling. Rails with five different lengths which are 3.0, 0.5, 0.2, 0.05, and 0.01 m were 

modelled to investigate the shortest size of rail that does not affect on stress and 

displacement distributions. The vertical contact force and contour plot of von Mises stress 

of each rail model were examined and compared with the dynamic model. The von Mises 

stress distributions at the wheel contact position from the static models with five different 

rail lengths are presented in Figure 5.35 to Figure 5.39. The results of vertical contact force 

and maximum von Mises stress including elements numbers and CPU time of each model 

are concluded in Table 5.6. 

 

 

Figure 5.35 Contour plot of von Mises stress on the wheel-rail static model with 3 m rail.  
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Figure 5.36 Contour plot of von Mises stress on the wheel-rail static model with 0.5 m rail.  

 

 

 

Figure 5.37 Contour plot of von Mises stress on the wheel-rail static model with 0.2 m rail.  
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Figure 5.38 Contour plot of von Mises stress on the wheel-rail static model with 0.05 m rail.  

 

 

 

Figure 5.39 Contour plot of von Mises stress on the wheel-rail static model with 0.01 m rail.  
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Table 5.6 The wheel-rail static contact results of five different rail models.   

 

All wheel-rail static models show huge reductions in CPU time compared with the dynamic 

model. The CPU time is also reduced with the reduction of rail length. Considering the 

contour plot of von Mises stress of the dynamic model (Figure 5.33), the maximum von 

Mises stress is observed at the railhead top surface where the wheel-rail contact occurs. A 

similar distribution of von Mises stress can be seen in the static models with 3.0, 0.50, and 

0.20 m rails (Figure 5.35 to Figure 5.37) with von Mises stress lower than 100 MPa 

distributed in the rail web. For rails with lengths of 0.05 m and 0.01 m, the von Mises stress 

within the rail web area increases greatly to around 250 MPa for 0.05 m rail and 600 MPa 

for 0.01 m rail due to edge effects. As for the vertical contact force and maximum von Mises 

stress results (Table 5.6), similar outputs compared with the dynamic model were obtained 

from every static model except the model of 0.01 m rail. Considering the von Mises stress 

distribution, the vertical contact force, and computational cost results, the wheel-rail static 

model with 0.20 m rail length will be employed for crack growth simulation using XFEM. 

 

5.5.2 XFEM Crack Growth Simulation 

Nonlinear crack growth analysis by XFEM is complex and requires huge computational 

resources. With today’s technology and time limit, the model has to be simplified to reduce 

the computational complexity. Linear elastic material behaviour was used for the rail. The 

properties of materials including the fracture parameters are shown in Table 5.7. Note that 

the fracture energy GIC was calculated by GIC = KIC
2/E and the yield stress was used for the 

maximum principal stress. The bedding of the rail was fixed in all directions. 

Model 

Rail 

length 

(m) 

Rail 

Element 

Number 

Vertical 

Displacement 

(mm) 

Vertical 

Contact 

Force 

(kN) 

Max. 

Stress 

(MPa) 

CPU Time 

(HH:MM:SS) 

Dynamic 

Model 
3.00 242,000 -1.6924 124.80 595.3 06:48:28 

Static Model-1 3.00 242,000 -1.6924 125.05 612.6 00:32:50 

Static Model-2 0.50 41,082 -1.6924 126.26 620.3 00:08:25 

Static Model-3 0.20 16,482 -1.6924 126.03 620.2 00:05:05 

Static Model-4 0.05 4,182 -1.6924 120.87 617.3 00:03:36 

Static Model-5 0.01 738 -1.6924 81.09 643.8 00:03:17 
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Table 5.7 Material properties for XFEM crack modelling [167]. 

 

Mesh refinement of rail was generated with increasing mesh density with the mesh size of 

approximately 0.5 mm in the crack zone and the contact area. The total element number for 

rail is 225,264 hexahedral elements (C3D8R). The 3D mesh model and mesh arrangement in 

the crack region of the rail are shown in Figure 5.40.  

 

       

Figure 5.40 3D rail mesh model and the cross-section at the crack region  

for the XFEM model. 

 

In reality, cracks found in actual rails are complex in terms of shape, orientation, and 

mechanisms of initiation and growth. RCF cracks usually initiate with a shallow angle of 

around 10° to 30° to the rail surface with a critical depth of 5 mm before it extends with a 

steeper angle. RCF cracks have been normally found in a form of clusters and the mouth of 

the cracks are inclined 30° to 75° to the rail running direction [172], [173].  An RCF crack 

found in a rail can be seen in Figure 5.41. For a small RCF crack (< 10 mm), the crack shape 

Properties Rail Steel (R260) 

Young Modulus, E  202 GPa 

Poisson’s Ratio, ν 0.3 

Max Principal Stress  528 MPa 

Fracture Toughness, KIc 38.56 MPa·m1/2 

Fracture Energy, GIc 7360.76 J/m2 
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can be estimated as a semi-ellipse whereas larger cracks are more complex. As for the RCF 

crack growth mechanism, lateral and longitudinal tractions have a high influence on RCF 

crack initiation and propagation with mixed-mode fatigue crack growth [172].  

 

 

Figure 5.41 RCF crack in rail removed from service [174]. 

 

With the limitation of the XFEM capability in ABAQUS, this study aims only to develop a 

simplified crack growth model to study the crack growth characteristic within a rail. A 1 cm2 

crack was used as shown in Figure 5.42. The crack mouth on the rail surface was aligned 

parallel to the running direction and laid right at the wheel contact position. This crack was 

inclined with 45° angle to the vertical axis as illustrated in Figure 5.43. This study used the 

maximum principal stress criterion to simulate crack growth. This criterion provides the 

prediction of crack propagation under mode I loading produced from the wheel 

compression. The crack was modelled with a larger size and steeper angle to allow the crack 

to grow more easily with less compressive force. This would reduce the risk of the element 

excessive distortion error due to the involvement of very high compressive force. 
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1 cm

1 cm
 

Figure 5.42 A 1 cm2 crack. 

 

 

Figure 5.43 Orientation of crack. 

 

Wheel is moved downward in a displacement-controlled manner. Figure 5.44 shows the 

curves of the vertical contact force and the crack size against the wheel’s vertical position 

against. A very high vertical contact force of 41,771.64 kN is observed when the initial crack 

propagates for the first time from crack size of 10 mm to 11.05 mm. Crack size increases to 
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13.21 mm when the wheel moves downward to 6.6 mm with a vertical contact force of 

73,330.58 kN. Figure 5.45, Figure 5.46, and Figure 5.47 show the crack shape with 

“STATUSXFEM” at the beginning of the simulation, when the first, and the second crack 

propagations are observed, respectively. Note that “STATUSXFEM” is a scalar parameter 

that states the extension of crack through the enriched element. It is 0.0 for the element 

without crack. As for the element that is completely cut through, the STATUSXFEM is 1.0. 

 

 

Figure 5.44 Vertical contact force and crack size results. 

 

       

Figure 5.45 Crack growth simulation before the wheel moves. 
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Figure 5.46 Crack growth simulation when the wheel moves 4.8 mm downward. 

 

 

Figure 5.47 Crack growth simulation when the wheel moves 6.6 mm downward. 

 

The propagation of the crack in a downward direction to the rail foot is observed in Figure 

5.47. This crack growth characteristic can also be seen in phase (iii) of the RCF crack growth 

as shown in Figure 5.48. However, the crack in this stage was driven by subsequent tensile 

and shear stresses [175]. This study has developed the simplified crack growth model in rail 

due to the static wheel load using XFEM with the existing tool, i.e., a conventional ABAQUS 

software. The only mode I fracture was used in this study as the crack propagates 

perpendicular to the maximum principal stress. Hence, an extremely high vertical contact 

force, i.e., 41,771.64 kN, is required to propagate the crack. The model would be more 

accurate if shear stress (mode II) including the lateral and longitudinal tractions from the 

wheel-rail dynamic contact were considered [172]. 

 



 

 

96 

 

 

Figure 5.48 Three phases of rolling contact fatigue crack (RCF) growth [175]. 

 

5.6 Summary 

 

This chapter begins with a parametric study on the wheel-crossing dynamic contact 

interaction, focusing on the crossing angle. Three different crossing angles, 1:7, 1:9, and 

1:15 were selected for this study, with varied wheel speeds ranging from 20 km/h to 200 

km/h. The investigation presents the wheel trajectory during transition and the vertical 

contact force at different speeds for each crossing model. 

The chapter provides an overview of XFEM for crack growth simulation, including its 

implementation in ABAQUS/standard. An XFEM model of a three-point bending test was 

developed to examine the crack growth mechanism in a rail steel grade (R260) specimen. 

Prior to that, the XFEM model was validated against experimental result from ref. [164]. 

Next, the XFEM approach for crack growth in rail using a traction-separation law is 

presented. The method to convert dynamic models to the static models, including rail 

length optimisation, is explained. The rail model is simplified and pre-cracked to study the 

crack growth characteristic due to static wheel load. The predicted crack growth is 

compared with crack observed in failed rail to validate the result. 

This chapter presents the capabilities of the FEM and XFEM in simulating the wheel-rail and 

wheel-crossing contact interaction and crack growth in rails. However, the XFEM has 

limitations, particularly when applied to complex geometries like rails, which may lead to 

convergence issues and simulation termination. Further development of the XFEM model 
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for more complex geometry is necessary to enhance the accuracy of crack growth 

mechanism prediction in rails and crossings. 
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CHAPTER 6 
 

MECHANICAL TESTING 

 

6.1 Acoustic Emission Testing 

 

Acoustic emission (AE) testing is a passive monitoring technique that enables the detection 

of acoustic or elastic waves resulting from atomic rearrangement. Specifically, during 

mechanical loading, elastic waves are generated alongside crack initiation and propagation. 

An AE sensor is affixed to the surface of a material to monitor the elastic waves produced by 

an AE event occurring within the material. The AE signal is then recorded and analysed. 

Typically, the operating frequency range falls between 50 kHz and 1 MHz. Discriminating 

signals at lower frequencies is challenging due to background noise [176]. The concept of AE 

testing is illustrated in Figure 6.1. 

 

 

Figure 6.1 Basic principle of the AE testing. 

 

In the parameter-based approach, AE waves are analysed using specific parameters, as 

depicted in Figure 6.2. An AE signal or hit is identified when the signal surpasses a 

predefined threshold. The count refers to the number of threshold crossings. Rise time is 

the time span from the first threshold crossing to the peak, while duration is the time span 

between the first and last crossings. Energy, also known as MARSE (Measured Area of the 

Rectified Signal Envelop), represents the area under the signal envelope and is commonly 

employed for damage monitoring and analysis. 

Applied
Stress

Crack

AE waves

Sensor

AE instrument

AE signal
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Figure 6.2 An AE waveform and main parameters for the AE testing. 

 

Compared with other NDT techniques, AE testing offers high sensitivity, is less sensitive to 

geometry, and provides real-time evaluation. The testing process does not require service 

interruption. However, AE testing has limitations in very noisy environments, as extraneous 

noise can lead to misinterpretation of results. The characteristics of AE signals depend on 

the type of loading and fracture mode, and knowledge of the loading history is crucial for 

accurate predictions [177]–[179]. Additionally, AE testing is not suitable for detecting stable 

cracks or pre-existing flaws in materials; it can only detect active or growing defects. To 

determine defect sizes and exact locations, other NDT methods are required. 

AE testing involves two important phenomena known as the Kaiser effect and the Felicity 

effect, which are illustrated in the cumulative AE energy versus load plot in  Figure 6.3. As 

the load increases, the cumulative AE energy is expected to increases. The Kaiser effect 

states that after cyclic unloading, AE activity will resume only if the applied load exceeds the 

previous maximum load. On the other hand, the Felicity effect allows AE activity to be 

detected at load levels below the previous maximum. The ratio between the load at which 

AE emission is detectable and the previous maximum load is known as the felicity ratio. A 

felicity ratio of 1 corresponds to the Kaiser effect. A lower felicity ratio indicates a more 

significant structural defect [180]. These effects are valuable for structural health 

monitoring and assessing structural damage. 
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Figure 6.3 AE history plot illustrating the Kaiser effect and Felicity effect  

(adapted from [181]). 

 

6.2 Direct Current Potential Drop (DCPD) 

 

The DCPD technique is a non-destructive testing method that estimates crack size by 

monitoring the change in electric potential around the crack. When a specimen is subjected 

to a constant time-stable direct current I, it generates an electric field. The presence and 

propagation of cracks disrupt the distribution of electric potential. By measuring potential 

differences across the crack Va, the crack length can be calculated. The basic concept of 

DCPD for a single-edge notched sample is illustrated in Figure 6.4. 

 

Figure 6.4  Typical DCPD testing for crack size monitoring. 
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This method is simple, inexpensive, and robust. It can also be easily automated. As a result, 

the DCPD method has been widely utilised in fatigue experiments [182], [183]. According to 

Johnson’s equation [182], the crack length of a single-edge notched specimen can be 

calculated from the measured potential drop Va by: 

 𝑎 =
2𝑊

𝜋
cos−1

cosh (𝜋𝑦/2𝑊)

cosh{(𝑉𝑎/𝑉0)cosh
−1[cosh(𝜋𝑦/2𝑊)/ cos(𝜋𝑎0/2𝑊)]}

, (6.1) 

where W is the specimen width, y is half of the distance between two potential probes, and 

V0 is the reference potential drop for the reference crack size a0. 

 

6.3 Fatigue Crack Growth  

 

Fracture mechanics has been utilized for characterizing fatigue crack propagation since the 

early 1960s [184], [185]. In this section, the focus is on fatigue crack growth under constant 

amplitude cyclic loading. When the plastic zone is sufficiently small, the concept of linear 

elastic fracture mechanics (LEFM) and the stress intensity factor K can be employed to 

determine the magnitude of the local stress around the crack tip. Specifically, the cyclic 

plastic zone size around the crack tip is smaller than that under monotonic loading 

conditions, and as the crack propagates, the cyclic plastic zone becomes embedded within 

an elastic singularity zone. Therefore, the concept of linear elastic fracture mechanics 

(LEFM) and stress intensity factor K can be applied to fatigue crack growth problems. 

Crack growth rate, da/dN, where a represents the crack size and N is the cycle number, is 

influenced by the stress intensity factor at the crack tip. In the case of constant amplitude 

cyclic loading, the crack growth rate can be determined based on the stress intensity factor 

range ΔK, which represents the difference between the maximum and minimum stress 

intensities. The typical behaviour of fatigue cracks growth in metals can be described by a 

sigmoidal curve when plotting da/dN against ΔK as on a logarithmic scale, as shown in 

Figure 6.5. The curve can be divided into three regimes. At the lower end, the crack begins 

to grow when ∆K exceeds the threshold stress intensity factor range ΔKth. In the 

intermediate ∆K range, the curve exhibits a linear relationship before deviating at high 

∆K values. According to the Paris-Erdogan law [185], the relationship in the stable crack 

growth regime can be presented by a power law expression: 

 
𝑑𝑎

𝑑𝑁
= 𝐶∆𝐾𝑚, (6.2) 
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where C and m are material constants determined through experimental means. 

  

Figure 6.5 Fatigue crack growth rate in material [186]. 

 

6.4 Three-Point Bending Test  

 

6.4.1 Experimental Setup 

Three austenitic cast manganese steel sample was used for the fatigue test. The chemical 

composition of the samples in weight was previously mentioned in chapter 2 (Table 2.2). 

The samples were prepared following the guidelines of ISO 12108 [187]. The tolerance for 

the radius of the notch tip was set at 0.12 mm. The dimensions of the samples, including the 

notch, are illustrated in Figure 6.6. The pre-cracking was carried out on an Amsler 20 kN 

Vibrophore electro-mechanical high-frequency fatigue machine to establish an initial crack 

length ranging from 3 mm to 4 mm. 

A cyclic three-point bending test was conducted at room temperature with a sinusoidal 

loading pattern at a maximum load of 5.0 kN, R-ratio of 0.1, and frequency of 5 Hz. To 

detect and record the AE signals during the test, a commercial Physical Acoustics 

Corporation (PAC) AE system was employed. A PAC R50α piezoelectric AE sensor with a 

frequency range of 150 to 700 kHz was attached to the samples using epoxy adhesive and 

connected to a PAC 2/4/6 preamplifier. To minimise noise, several AE parameters were 

adjusted during preliminary tests. The preamplifier level was set at 40 dB, the minimum 

threshold was set at 40 dB, and the sampling rate was set at 5 MSPS. The peak definition 
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time (PDT), hit definition time (HDT), hit lockout time (HLT), and maximum signal duration 

were set at 600 µs, 1000 µs, 2000 µs, and 25 ms, respectively. Additionally, the crack size 

was monitored during the test using the DCPD method with a constant current of 7.2 A. 

 

 

Figure 6.6 Front and bottom views of the three-point bending test sample. 

 

6.4.2 Results and Discussions 

The fracture of sample 1 after the test is shown in Figure 6.7. Although the chosen three 

samples did not completely break, there was another austenitic manganese steel sample 

that experienced complete splitting during the test. The fracture surface in Figure 6.8 

displays three distinct zones, namely the notch region, fatigue crack propagation area, and 

catastrophic zone.  

 

 

Figure 6.7 Sample 1 after failure. 
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Figure 6.8 Fracture surface of manganese steel sample. 

 

To calculate the material constants C and m from the Paris-Erdogan law in equation (6.2), 

the crack growth rate da/dN can be determined using Johnson’s equation. The equation for 

the stress intensity factor K of a single-edge notched sample under a three-point 

bending test can be calculated as follows [188]: 

 

𝐾 =
4𝑃

𝐵
√
𝜋

𝑊
{1.6 (

𝑎

𝑊
)
1 2⁄

− 2.6 (
𝑎

𝑊
)
3 2⁄

+ 12.3 (
𝑎

𝑊
)
5 2⁄

− 21.2 (
𝑎

𝑊
)
7 2⁄

+ 21.8 (
𝑎

𝑊
)
9 2⁄

}, 

(6.3) 

where P and B are the applied load and sample thickness, respectively.  

The logarithmic plots of the crack growth rate da/dN against the stress intensity range ΔK 

for the three samples are shown in Figure 6.9. The calculated values of C and m from the 

test, along with the correlation coefficient R and the number of cycles before failure, are 

listed in Table 6.1. These plots confirm the strong linear relationship between the crack 

growth rate da/dN and the stress intensity range ΔK on a logarithmic scale. 

 

Fatigue Crack 

Final Fracture

Notch 
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Figure 6.9 Logarithmic crack growth rate, log da/dN, versus  

the logarithmic stress intensity range, log (ΔK). 

 

Table 6.1 The Paris-Erdogan law parameters of each sample from the experiment.  

 

The normalised AE cumulative energy compared with the crack length of three samples 

under cyclic loading is plotted in Figure 6.10, Figure 6.11, and Figure 6.12. Overall, a good 

correlation between the crack size and cumulative AE energy can be seen from all three 

graphs, although samples 1 and 3 undergo a quiet period in the beginning. Sudden increases 

in cumulative AE energy are observed for samples 2 and 3. Further investigation, such as 

examining the micro-surface morphology, has to be carried out to identify the cause of 

those energy bursts. 

 

Sample Number of cycles m C  R2 

1 91165 4.0141 8.13 x 10-13 0.9483 

2 72032 3.5954 2.88 x 10-12 0.9772 

3 61367 3.6708 2.52 x 10-12 0.9601 
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Figure 6.10 Comparison between crack size using DCPD method and AE energy for austenitic 

cast manganese steel sample 1. 

 

 

Figure 6.11 Comparison between crack size using DCPD method and AE energy for austenitic 

cast manganese steel sample 2. 
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Figure 6.12 Comparison between crack size using DCPD method and AE energy for austenitic 

cast manganese steel sample 3. 

 

According to [189], [190], the origin of the AE cumulative energy burst was investigated 

using scanning electron microscopy (SEM) micrographs. They found a scatter of inclusions 

(carbides) at the crack position corresponding to a rapid increase in the AE energy, and 

concluded that the brittle fracture was influenced by the increase of inclusion density. They 

also observed a triangular feature with a significant crack at the base and a cleavage-like 

fracture within the range of the AE signal burst. These cracks were different from fatigue 

striations. Thus, another reason for the rapid increase in the AE energy is likely the presence 

of a secondary crack. The pictures depicting the origin of the AE energy burst are shown in 

Figure 6.13. 

 

        

Figure 6.13 SEM micrographs of fracture surface show a group of carbides (left) [190]  

and a triangle shaped feature with significant crack at the base (right) [189]  

which were the origin of the AE cumulative energy burst. 
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6.5 Summary 

 

This chapter aims to present the capability of the AE technique in monitoring crack growth 

in austenitic cast manganese steel samples under three-point bending fatigue loading. The 

chapter begins with an introduction to the basic principles of AE testing and the DCPD 

method, which was employed to monitor crack size during the test, along with an overview 

of fatigue crack growth. The experimental is then described, followed by the presentation 

and discussion of the experimental results. 

Overall, the AE technique proves to be effective in monitoring the growth of fatigue cracks. 

However, its effectiveness diminishes when it comes to monitoring crack growth at low 

fatigue cycles (<20,000 cycles), as no correlation between the AE signal and crack size 

obtained with the DCPD method was observed. Sudden change in the AE cumulative energy 

was observed in some samples. The results from [189], [190] revealed SEM micrographs 

showing a group of inclusions and a secondary crack at the fracture surface corresponding 

to the position of the AE energy burst. This suggests that the AE results are sensitive to 

defects within the material. 
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CHAPTER 7 
 

FITNESS FOR SERVICE ASSESSMENT 

 

7.1 Background 

 

Fitness-For-Service (FFS) is a method used to quantitatively determine the integrity and 

remaining life of in-service components, helping in the decision-making process of whether 

to continue operating them as is, perform repairs, re-rate their capacity, or replace them. 

FFS assessments require multidisciplinary inputs primarily from three areas: inspection, 

mechanical engineering, and material science [191]. The inspection technique is essential 

for detecting and monitoring the condition of the in-service components. Mechanical 

engineering techniques, such as the finite element method, stress-strain analysis, and 

fracture mechanics, are employed to analyse the mechanical properties. Material science 

provides insights into the material properties, their limitations, and failure mechanisms. 

The purpose of FFS is primarily to enhance safety and maximise profitability within a system. 

FFS assessments offer a rational approach to dealing with imperfections and defects once 

they are detected. It involves evaluating damaged components to determine if they can be 

operated safely until the next scheduled shutdown. The decision-making process is 

generally based on cost considerations, aiming to minimise the risk of unplanned shutdowns 

and premature component retirement. By reducing unplanned downtime and outage 

duration, FFS assessments help maximise operating time and profit. Additionally, accurate 

FFS assessments can improve the system's overall yield. While more aggressive operation 

resulting from this improvement may reduce the service life of components, it can lead to a 

larger net profit [192]. 

The first FFS standard, known as API 579 [193], was published by the API committee in the 

early 2000s. It gained wide acceptance in the refining industry and other sectors. In 2002, a 

joint effort between ASME and API led to the formation of the API/ASME joint committee, 

which aimed to expand the FFS standard to various industries. The joint standard was 

revised to comply with ISO guidelines and was published as API 579 -1/ASME FFS-1 2007 

Fitness- For-Service. The latest edition of the standard, titled API 579-1/ASME FFS-1 Fitness- 

For-Service, Third Edition, was published in June 2016. 
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As per API/ASME standards, FFS assessments are classified into three levels, as depicted in 

Figure 7.1. Level 1 is the simplest assessment level that can be performed using hand 

calculations. Level 2 calculations are more complex and are typically carried out using 

spreadsheets. The assessments should be conducted by trained inspectors who follow the 

API/ASME FFS standard. Level 3 represents the most advanced assessment level, requiring a 

high level of expertise and experience, including the use of computer-aided engineering for 

calculations. These three levels involve a trade-off between calculation simplicity and 

accuracy. In some cases, failure evaluations may pass at Level 2 and Level 3 despite not 

meeting the requirements at Level 1 due to the use of simplified assumptions. Although 

higher-level assessments come with increased costs, they are often considered worthwhile 

investments in terms of safety and mitigating the risk of unplanned shutdowns. 

 

 

Figure 7.1 Three levels of FFS assessments. 

 

7.2 Rail Fitness-For-Service Evaluation 

 

The RCF crack has always posed a significant problem for rail networks. Figure 7.2 

demonstrates the rough correlation between the length and depth of surface cracks known 

as head checks. This relationship was established in the late 1990s through the examination 

of numerous defective rail samples to classify the severity of RCF cracks [194]. Notably, 

when the surface crack length reaches 20 mm, the crack growth rate accelerates rapidly into 

the rail. Many railway infrastructure managers use this value as a threshold for 

implementing maintenance plans on defective rails affected by head checks. 

Level 3
specialists

Level 2
Qualified engineers

Level 1
Inspectors
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In contrast, squats manifest as discrete defects and exhibit distinct crack growth 

mechanisms and critical crack sizes compared to head checks. The decision-making process 

for formulating a maintenance action plan for squats varies based on the crack depth. 

 

 

Figure 7.2 RCF surface crack length and depth penetration empirical guidance diagram [194]. 

 

In this chapter, the concept of fitness-for-service has been applied to railway tracks, 

specifically focusing on level 1 assessments without complex calculations. The aim is to 

determine the appropriate actions based on the surface crack length and depth of RCF 

cracks, including squats and head checks, in order to extend the service life of rails while 

reducing overall maintenance costs. The assessment outcomes are categorized into various 

actions, such as running as is, grinding, repair, additional inspection, clamp fitting, or 

replacement, each with a recommended crack size. Table 7.1 provides a comparison of the 

maintenance actions for RCF cracks. 

• Grinding 

Grinding is a method used to eliminate emerging cracks and control the progression of RCF 

cracks on railway tracks. Each grinding cycle removes approximately 0.1 to 0.3 mm of rail 

material [195], [196]. It is preferable to perform grinding at shorter intervals in the early 

stages of RCF crack development, as less material removal is required. In contrast, as the 

RCF crack advances, its growth rate increases, necessitating the removal of a larger volume 

of material. Figure 7.3 illustrates the comparison between grinding intervals and the 

corresponding amount of rail material removed. Deutsche Bahn (DB) recommends grinding 
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for head checks removal when the surface crack length exceeds 20 mm, and the crack depth 

falls between 0.5 mm and 2.7 mm. ProRail, the Dutch railway company, suggests that no 

immediate action is required for surface crack lengths less than 10 mm, but visual 

inspections should be conducted within six months [197]. 

 

Figure 7.3 Comparisons of crack depth penetration in rail running surface in the 

different grinding intervals [198]. 

 

• Additional inspection 

Many defects can be visually detected by a track inspector or through the use of an 

automated inspection train. However, additional inspection techniques are often necessary. 

In most cases, ultrasonic testing is performed manually by a trained individual to further 

investigate the defects. Ultrasonic testing allows for the prediction of crack depth. If no 

ultrasonic response is obtained, other techniques such as eddy current testing or visual 

inspection may be required to assess the severity of the defect. In the case of squats with a 

length of less than 50 mm and a depth between 1 mm to 10 mm, according to UIC and 

Network Rail [197], an additional inspection is necessary. If head checks are observed with a 

surface crack length exceeding 20 mm, Network Rail recommends conducting a reinspection 

of the rail if no ultrasonic response is detected [197]. 
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• Head Wash Repair 

In this process, the damaged section of the rail head is excavated, and a specific design mold 

is used to refill the material. The excavated rail and half of the mold are depicted in Figure 

7.4. According to Network Rail, the depth of the head wash repair can reach up to 22 mm 

[197]. However, this repair technique is not suitable for heavy or severe RCF cracks that do 

not leave a minimum of 100 mm of clean rail on either side of the repair location [199]. 

 

 

Figure 7.4 A mould onto the rail head after flame cutting [199]. 

 

• Rail Clamp Fitting 

Rail clamps are used as emergency maintenance measures to enable traffic to resume with 

temporary speed restrictions. However, if the gap between the two broken parts is too large 

or the break occurs at an angle that makes it difficult to clamp, the rail line must be shut 

down and the rail replaced. According to Network Rail, in cases where squats with a depth 

greater than 25 mm or head checks with a surface crack length over 20 mm are found, an 

emergency clamp should be used, and train speed should be restricted to 32 km/h until the 

rail is replaced [197]. 
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• Replacement 

Rail replacement is considered a permanent solution for dealing with a defective rail. 

However, this method is costly and can disrupt the railway operation system. The difficulty 

of replacement also depends on the location of the rail. Plain rails are relatively easier to 

replace as railway companies usually keep a certain amount of spare rail in stock. On the 

other hand, replacing defective parts at junctions or switch and crossings, which are 

specifically designed and manufactured, can be more challenging. 

According to the Network Rail, the rail is needed to be replaced if the RCF crack depth is 

greater than 22 mm [197]. The Deutsche Bahn recommends replacing the rail in case of 

multiple squats cracks with a depth greater than 10 mm were discovered. In terms of head 

checks, the DB mandates the replacement of a rail if the surface crack exceeds 20 mm in 

length and has a depth exceeding 2.7 mm, as determined through eddy current testing. An 

additional inspection is then conducted using ultrasonic testing to assess the severity of the 

crack. If a significant ultrasonic response is observed, the rail must be replaced within 6 

weeks. However, if no significant response is detected, the replacement can be postponed 

for up to 6 months [197]. 
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Table 7.1 Action needed based on crack size from a rail running surface. 

 

7.3 Summary 

 

This chapter presents the maintenance action plan for deciding on a defective rail, primarily 

based on the depth of RCF cracks and the surface crack length of head checks. These criteria 

Action Crack depth Crack Type Note 

No 

emergency 

action 

needed 

< 1 mm for squats 

Surface crack length < 10 

mm for head checks 

 

Squats, head checks Reinspect visually 

within 6 months  

Grinding < 2.7 mm Squats, head Checks  

Additional 

Inspection 

< 10 mm for squats, 

Surface crack length > 20 

mm for head checks without 

ultrasonic response 

Squats, head checks Visual inspection, 

ultrasonic testing, 

eddy current 

testing 

Head Wash 

Repair 

< 22 mm Single squats Not suitable for a 

cluster of heavy 

and severe RCF 

cracks 

Fit clamps > 25 mm for squats, 

Surface crack length > 20 

mm for head checks 

Squats, head checks, 

broken rail 

Use as a 

temporary tool 

accompany by 

train speed 

restriction 

Replace > 22 mm for a single squat, 

> 10 mm for multiple 

squats, 

> 2.7 mm for head checks 

with surface crack length 

greater than 20 mm 

Broken rail, squats, 

head checks 
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have been established through the collective input of various rail infrastructure managers, 

as compiled by INNOTRACK [197]. It is important to note that each infrastructure manager 

may have its own specific rules regarding minimum maintenance actions. Nevertheless, this 

compilation can serve as a general guideline for developing a maintenance action plan. 

In practice, when cracks are observed on the track, engineers rely on their expertise and 

experience to determine the appropriate course of action based on the overall severity of 

the situation. This assessment takes into account multiple factors beyond just the crack 

depth or surface crack length. Factors such as loading history, crack growth rate, defect 

type, location of the defective rail, and the timescale involved all play a role in the decision-

making process. Making the right decision for each specific case requires a deeper 

understanding and experience in the field. The concept of an advanced level of fitness-for-

service can help standardize the necessary actions in different circumstances. However, the 

use of sophisticated computational techniques is essential to achieve the best possible 

outcome. 
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CHAPTER 8 
 

CONCLUSIONS AND FUTURE WORK 

 

8.1 Conclusions 

 

The inspection technology for detecting internal defects in austenitic cast manganese 

crossings is not yet fully reliable. Traditional methods such as ultrasonic testing are 

ineffective for coarse-grain structural materials, as the ultrasonic waves are attenuated and 

scattered, leading to inaccurate results. Similarly, other conventional non-destructive 

testing (NDT) methods can only detect surface defects and are often limited by the complex 

geometry of the crossing. 

Acoustic emission (AE) testing, on the other hand, is an NDT technique that shows promise 

in detecting internal cracks and is less sensitive to geometry constraints, making it a 

plausible option for detecting cracks within cast manganese steel crossings. This study 

demonstrated that AE testing can successfully detect crack propagation in high manganese 

steel specimens under laboratory fatigue loads. However, in real-life situations, 

environmental noise poses a significant challenge. Further development is needed for AE 

testing to effectively detect defects in actual crossings. 

The finite element model can be utilised to simulate the dynamic contact behaviour 

between the wheel and crossing, particularly during the wheel transition from the wing rail 

to the crossing nose. The impact force obtained from the model for five different wheel 

speeds was validated against field test results from ref. [148], and a good agreement 

between the two datasets was observed. 

The plastic behaviour of the material, specifically the strain-hardening behaviour, plays a 

significant role in the wheel-crossing dynamic impact interaction. Numerical simulations 

demonstrated that the deformation of the crossing with perfect plastic behaviour is slightly 

smaller compared to the crossing with strain-hardening behaviour. Furthermore, the post-

yield hardening behaviour of the crossing stiffens the material and increases the vertical 

impact force compared to a perfectly plastic crossing. 

The angle of the crossing plays a significant role in the dynamic contact interaction between 

the wheel and crossing, particularly during the wheel transition on the through route. The 

geometry of the crossing in the transition region is highly dependent on the crossing angle. 
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This transition area affects the dip angle and smoothness of the transition. A larger crossing 

angle results in a higher vertical impact force on the crossing nose. 

In cases where the wheel speed is excessively high or the crossing angle is too large, wheel 

bouncing may occur on the wing rail before the impact at the crossing nose. This bouncing 

phenomenon leads to a high vertical contact force on the wing rail and increases the rate of 

deterioration for the crossing. Therefore, it is necessary to define speed limits for the 

through route on each crossing geometry to prolong the service life of the crossing. 

A XFEM crack growth simulation was performed on a specimen subjected to a three-point 

bending static test. The model accurately predicted the load at which crack propagation 

occurs, as validated against experimental data on a polymethyl-methacrylate (PMMA) 

specimen from ref. [164]. The model was further applied to investigate crack growth 

characteristics in a rail steel (R260) specimen, and it demonstrated good agreement with 

the failure observed in a rail steel specimen subjected to a three-point bending fatigue test. 

The XFEM model was utilised to simulate crack growth in a rail under static loading. 

Although the complex shape of the rail posed challenges in achieving convergence during 

the simulation process, the model effectively captured the crack propagation path, which 

closely resembled the actual crack path observed in a damaged rail. 

Last but not least, the concept of level 1 fitness-for-service analysis, typically employed in 

the oil and gas industry, has been adapted for assessing defective rails. A maintenance 

action plan has been proposed based on criteria such as RCF crack depth and surface crack 

size. This maintenance action plan serves as a valuable guideline when addressing the 

presence of a defective rail. 

 

8.2 Future Work 

 

In this work, a promising approach is presented for obtaining a modified real-life load profile 

based on the numerical model. By utilising a simulation model, the load profile for various 

train types and specific areas, such as the rail head or crossing nose, can be calculated. This 

capability is valuable for fatigue testing, as it allows for the modification of the load profile 

to emulate real-life operations and predict the component's fatigue life. 

It is important to note that the damage mechanism in rails is much more complex than what 

can be captured in a crack growth simulation under a three-point bending test. In reality, rail 

cracks develop due to multiple factors, including longitudinal traction, lateral traction, shear 
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stress, and bending stress. Therefore, relying solely on the traction separation law to 

simulate crack growth in rails under wheel vertical loading may not yield accurate results for 

crack growth predictions. The XFEM model must be enhanced by considering these factors 

to provide a more precise representation of the crack growth mechanism in rails and 

crossings. 

Moreover, fatigue damage is frequently observed in rails and crossings. However, the 

simulation of crack initiation and propagation due to high cycle fatigue is currently not 

available for XFEM in ABAQUS. To develop a fatigue crack growth model, more advanced 

computational tools and techniques are needed. 

Non-metallic inclusions, such as manganese sulphide (MnS) inclusions, are commonly found 

in rail and crossing materials, such as R260 grade steel and high manganese steel, 

respectively. These inclusions, which can be formed during solidification processes like 

welding [200], [201], have a detrimental effect on the steel properties. MnS inclusions can 

have a diameter of around 150 μm [202]. Simulating the behaviour of MnS inclusions in rail 

and crossing materials would be interesting to quantify their impact on RCF life. This can be 

achieved by simulating crack initiation and propagation with different variables, including 

inclusion shape, size, orientation, density, and distributions. However, such simulations 

require an extraordinarily powerful computational tool from the future of computing 

technology. 

The hydraulic effect also plays a significant role in the crack growth mechanism. When a 

low-viscosity fluid, such as lubricant, oil, or water, penetrates a crack on the rail surface, it 

can lead to the development of a hydraulic crack growth mechanism [203], [204]. This can 

cause the formation and propagation of branch cracks, potentially resulting in pitting or rail 

fracture. Studying the effect of the viscosity of the entrapped fluid on crack path, stress 

intensity factor, and wear rate of rail materials would be useful. This study can be 

conducted experimentally and numerically, with expertise in computational fluid dynamics 

(CFD) being required for the numerical investigation. 

As mentioned in Chapter 2, there is currently no reliable method within today's NDT 

technology to detect internal defects at crossings. Originally, one of the aims of this study 

was to perform a feasibility study of the AE technique for crack detection at actual crossings. 

A plan was prepared to install the AE testing system and collect AE data from crossings in 

the railway track in Thailand. However, due to the COVID-19 pandemic in early 2020, travel 

during that time was complicated and limited. Additionally, customised compact data 

acquisition systems were not completed on time, resulting in the cancellation of the field 
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test. With the easing of COVID-19 restrictions nowadays, the AE field test in Thailand can be 

resumed in the future. 

Regarding fitness-for-service analysis, it is known that Level 1 is the most conservative but 

also the easiest to use. It requires only a few pieces of information without complex 

calculations. However, to obtain more precise assessment results, an advanced level of 

fitness-for-service analysis should be conducted, utilising sophisticated computational skills 

and tools. Factors such as defect type, damage mechanism, material properties, and 

maintenance costs should be considered to determine the optimal maintenance action plan 

that balances railway safety with reasonable maintenance costs. 

Although the AE technique is effective in detecting crack growth, it is unable to quantify 

defect size in cast manganese crossing material. Currently, visual inspection is considered 

the most reliable method for quantifying defect size in such crossings. The future objective 

of this research is to enhance the AE technique by integrating it with other NDT techniques 

to accurately quantify defect severity and provide an appropriate maintenance plan. This 

approach aims to reduce reliance on subjective decision-making based solely on inspector 

experience and instead establish objective criteria for assessing defect severity and 

determining appropriate actions, in accordance with the fitness-for-service Level 1 

guidelines outlined in Chapter 7.  
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