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ABSTRACT 
 

With the massive integration of renewable energy and power electronics, the structure of 

modern power system becomes increasingly complex. This is a great challenge for the secure 

and reliable operation of large power systems. It has been recognised that Electromagnetic 

Transients (EMT) simulations play an important role in analysing large power system 

operation, control and protection. Hence it is desirable to investigate faster and more efficient 

simulation methods for large-scale power systems. The existing off-line software packages, 

such as MATLAB and PSCAD, are time-consuming to simulate EMTs of large scale power 

systems.  There is a growing demand to develop cheaper and faster EMT simulation 

technologies/techniques. The rapid evolution of computing technologies makes it possible to 

enhance EMT simulations in real-time domain. With fast calculation speed, configurable 

resources and programmable structure, Field-Programmable Gate Array (FPGA) is a powerful 

platform for EMT simulation. Therefore, this thesis aims to propose high-performance FPGA-

based EMT simulation models and algorithms with improved accuracy, speed, and efficiency. 

First, Single-Precision, Double-Precision and Mixed-Precision algorithms are proposed and 

compared to enhance numerical accuracy for the first time. Existing research publications only 

consider Single-Precision as default option and ignore possible numerical phase shift in FPGA. 

As a basis for EMT simulation, a library of fundamental power system components is built up, 

including linear and nonlinear components. Single-Precision and Double-Precision algorithm 

are using the same precision for all components. Consider component dynamics, the key of 

Mixed-Precision is simulating linear and non-linear component using Single-Precision and 

Double-Precision respectively to eliminate phase shift. Hardware structure is also optimized to 
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make these different precision algorithms achievable on single FPGA board. By comparing 

with the same referenced models in MATLAB, three algorithms are tested via case studies, 

including linear components, rotating non-linear components on smaller and larger systems. 

The adaptability of these algorithms is verified effectively in terms of accuracy, resource 

utilization, and timing. 

Second, four initialization methods are developed to minimize accumulated error for FPGA-

based EMT simulation for the first time. Most researches from non-initialized time point, which 

will increase random error. To simulate from initial steady state, fast and reliable initialization 

are worth to be investigated. For necessary information, key issues for FPGA-based 

initialization are discussed first, including initialization model type, memory unit and sequence. 

Both VHDL file (.VHD) and Coefficient (.COE) file allows defining initial data. To maximize 

flexibility, four initialization methods, including Method 1 (physical interface), Method 2 

(signal declaration), Method 3 (signal assignment) and Method 4 (COE) file are proposed and 

provided with detailed programming codes. For ahead-of-time evaluation, routing and timing 

performances are compared between these four methods, and Method 4 is the simplest method. 

The implementation structure and algorithm of Method 4 are developed to allow flexible data 

transfer between different platforms. For flexible scalability, device-level and system-level 

case studies are both provided to compare practical performance of Method 1-4.  

Third, a generic MATLAB-to-FPGA toolbox is developed for users to simplify hardware 

design. This is motivated by FPGA programming is complex and using FPGA to model EMT 

is more time-consuming for beginners. Without any EMT functionalities, existing translation 

toolboxes are focused on direct translation from other language to VHDL/Verilog. Therefore, 

the development toolbox can accelerate beginners to familiarize FPGA-based EMT. In a user-
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friendly environment, development framework, design features and requirements are 

developed for fast processing. For general processing form, data format, structure and partition 

are developed using intelligent MATLAB built-in functions.  To support low-level 

calculations, translation and resource reutilization for using IP CORES are presented. To 

integrate and control low-level calculations, high-level main controllers using FSM (Finite 

State Machine) is setting up sequencers for pipelined and non-pipelined stage. A 39-bus 

network case study is provided to verify the effectiveness of proposed MATLAB-to-FPGA 

toolbox. 

To support high-frequency switching, power electronic devices and control systems are also 

developed for FPGA-based EMT simulation. Existing research focuses on using multi-FPGA 

to simulate HVDC-MMC system, this research aims at implementing whole HVDC-MMC 

system operation and control on single FPGA platform. This can help reduce FPGA area cost 

and improve resource utilization efficiency. As a supplement to existing power system 

components, power electronic devices, such as IGBT and MMC (Modular Multi-level 

Converter), are built up in discrete-time mathematical models. Based on trapezoidal rule, the 

aggregate model of MMC is derived to use only one equivalent module to represent all 

modules, regardless of arbitrary modules. Control system, such as PWM control and current 

control loop, is also modelled and simplified to be more suitable for hardware implementation. 

Optimized strategies, such as shift memory and interpolation, are also proposed to get lower 

resource utilization and faster calculation speed in FPGA. With these strategies, PWM control 

block and HVDC-MMC case studies can both be successfully implemented on single FPGA 

board with high-performance accuracy and resource utilization. 
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CHAPTER 1 INTRODUCTION 

 

This chapter gives the brief background introduction and carries out the literature review of the 

power system evolution and EMT simulation requirement. Then based on these, the related 

research gaps and research objectives are presented. To fill the research gap, the thesis 

contributions are introduced. At the end of the chapter, the thesis outline and the relationship 

between chapters are provided. 

1.1 Background 

1.1.1 Modern Power System Evolution 

 

The AC power system development can back to 1880s when AC transformer and transmission 

line were developed [1]. This motivated the first commercial use of AC transmission line in 

North America, which was a single-phase line over 21 km distance. The first three-phase 

transmission line was put into operation in North America in 1883 [2]. For further flexible 

interconnection, various frequency (30Hz, 40 Hz and 50 Hz) were standardized eventually as 

60 Hz and 50 Hz depending on locations. 

The purpose of the electric transmission system is the interconnection of the electric energy 

producing power plants or generating stations with the loads over 100kV [3]. The topologies 

of transmission network are normally networked and meshed topology infrastructure. For 

example, the transmission system of UK is managed by National Grid and operated typically 
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at extra high voltages of typically 275 or 400 kV [4]. Since the invention of mercury-arc 

rectifiers, high-voltage transmission system became attractive. HVDC can efficiently meet the 

demand of transmitting power at very long distance [5]. In addition to that, HVDC is able to 

isolate the frequency between two systems with different nominal frequency, when AC 

transmission line is not possible.  This advantage became more significant than AC 

transmission line when overhead lines is about 500 km and underground cable is about 50 km 

[6]. For example, the interconnects between UK and other European countries are via HVDC. 

Table 1.1 details recent and future HVDC interconnector projects between UK and Europe [7]. 

Distribution grids deliver electricity to end-users at lower voltage levels [8]. Electric power 

was originally distributed by radial DC systems for heavy-density load areas. Because of fixed 

the utilization voltage, the DC system was not suitable for the more extensive lighter-load areas 

[9]. Since the introduction of AC, these areas were served by overhead AC systems of the radial 

type [1], where the primary feeders radiate from the distribution substations and branch into 

sub feeders and laterals. Typical distribution topologies include radial and meshed networks.  

Since 1950s, distribution voltages rose into 25kV and 35kV. Recently, the distribution voltages 

for North American ranges from 4kV to 35kV [10]. The UK distribution networks operate at 

voltages of typically 400V, 11kV, 33kV, 132 kV [11], which are managed by distributed 

network operators and independent distribution network operators. Fig. 1.1 presents the 

ownership for electricity transmission and distribution networks in the UK [12]. 

In the UK, National Grid Company has been working to transmit electricity safely and 

efficiently over long distances since 1990.  Table 1.2 compares some key factors between 

transmission system and distribution system of National Grid [13]. 
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Table 1.1 Typical HVDC Interconnector Projects between UK and Europe [7] 

Project 

name 

Connecting 

country 
Capacity Distance DC voltage AC voltage 

Delivery 

date  

NSL Norway 1400MW 720 km 400kV 515 kV 2021 

ElecLink France 1000MW 51 km 400 kV 320 kV 2022 

Viking Link Denmark 1400MW 765 km 

400 kV 

(Jutland), 

400 kV 

(Bicker Fen) 

525 kV 2023 

Greenlink Ireland 500MW 200 km 

400 kV 

(UK); 

220 kV 

(Ireland) 

320 kV 2023 

GridLink France 1400MW 140 km 440 kV 525 kV 2024 

NeuConnect Germany 1400MW 720 km  

380 kV 

GER/400 kV 

UK 

525 kV 2024 

FAB Link France 1400MW 220km 400kV 320kV 2025 

 



4 

 

 

Fig. 1.1 Maps showing the current ownership landscape for energy network companies 

in Great Britain [12] 

 

Table 1.2 Comparison between National Grid’s transmission and distribution network 

[13] 

  Electricity transmission system Electricity distribution system 

Map 

21,900 steel pylons ranging from 118ft 

(36m) to 623ft (190m) tall 

7.9 million customers across an area 

55,500 square kilometres 

Cables 

4,500 miles of overhead line and 900 

miles of underground cable 

60,000 miles of overhead line and 

83,900 miles of underground cable 

Voltages 

Electricity is carried at higher voltages 

of 275kV and 400kV 

Electricity is distributed at lower 

voltages of up to 132kV 

Electricity 

conversion 

Over 300 substations to convert 

electricity into different voltages 

188,000 transformers in substations 

to lower voltage to safe levels 
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Along with power system evolution, power electronics is also going through a vast evolution 

and creating potentials for power systems. The modern semi-conductor era started with the 

invention of diode, thyristor, and gate-turn-off thyristor in 1950s. Especially thyristors are still 

extensively used in HVDC and inverter-controlled synchronous machine until now. After the 

insulated gate bipolar transistor (IGBT) was developed in 1985, it soon became attractive for 

medium voltage level application. Recently, wide bandgap semiconductor components are 

emerged, such as SiC [14] in 2009, which have higher tolerance for voltage level, switching 

frequency and junction temperature. Based on existing material, some research works even 

developed advanced hybrid materials recently, for example, [15] proposed a hybrid silicon 

carbide (SiC)-silicon (Si) DC-AC topology to improve performance in high power application. 

The integration of renewable energies and energy storages also have changed the nature of 

power systems, which is driven by government targets and national legislations.  With the 2030 

Climate Target Plan, the EU has set binding climate and energy targets for 2030: reducing 

greenhouse gas emissions by at least 40%, increasing energy efficiency by at least 32.5%, 

increasing the share of renewable energy to at least 32% of EU energy use and guaranteeing at 

least 15% electricity inter-connection levels [16]. By 2030, half of Scotland’s total energy 

demand (electricity, heat and transport) is aimed to be supplied by renewable sources [17]. 

Projects such as HyDeploy, H21, H100, Aberdeen Vision and Cavendish, pilot approaches to 

decarbonize gas fuel [18]. National Statistics publication Digest of UK Energy Statistics 

(DUKES), produced by the Department for Business, Energy and Industrial Strategy (BEIS),  

has presented renewable energies capacity in UK in Table 1.3 [19].  
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Table 1.3 Installed Capacity of renewable energies in UK [19] 

Installed Capacity (MW) 2017 2018 2019 2020 2021 

Wind: 19585 21605.62 23886.91 24457.59 25747.88 

Marine energy 18.4 20.4 22.4 22.4 22.4 

Solar photovoltaics 12760.03 13059.07 13344.84 13578.96 13964.92 

Hydro: 1869.64 1877.19 1879.86 1886.15 1891.32 

Solid biomass: 3149.51 4592.59 4683.82 4693.42 4702.15 

Biogas: 1819.05 1837.13 1843.65 1844.28 1922.7 

Energy from waste 1090.93 1136.73 1309.77 1434.93 1450.9 

Total Installed Capacity 40292.56 44128.73 46971.25 47917.73 49702.27 

 

To maximize the use of renewable energies, Energy Storage Systems (ESS) are offering 

economic advantages to customers and providing grid service [20]. ESS are classified into 

mechanical, electrochemical, chemical, electrical, thermal, and hybrid. Flywheel, secondary 

electrochemical batteries superconducting magnetic coils, and hybrid ESS are commonly used 

in power applications [21]. The most commonly used domestic Battery Energy Storage 

Systems (BESS) are Lead-Acid and Li-on. Table 1.4 shows the characteristics of Lead-Acid 

and Li-on batteries [22]. 
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Table 1.4 Characteristics of lead-acid batteries versus lithium-ion batteries [22] 

 

Type 
Energ

y 

Densit

y 

Wh/kg 

 

Voltag

e V 

 

Electrolyte 

 

Usage 

 

Advantages 

 

Disadvantages 

Lead- < 40 2 Sulphatic Mass Cost effective Low energy 
acid   acid production Mature density 

    for SLI, 
UPS, 

technology (high 

    stationary, Power maintenance) 

    fork lift capability at Life at elevated 

 trucks. low 

temperature. 

temperature 

Hazardous 

materials. 

There are different types: 

Open, SMF (sealed 

maintenance free), VRLA 

– AGM or Gel-type. 

Li-ion 100-260 3.2-3.8 Organic Mass High energy 
& 

Cost 

   solvent production power Safety 

    for portable, Cycle life Maturity (large 

    stationary,      efficiency. format) 

 industrial 

and 

HEV/EV 
applications. 

 Temperature 

range. 
Family of chemistries resulting 

in different properties. Most 

common; LCO, NMC, LFP. 

 

For future power systems, it is necessary to analyse at different time scales, system sizes, 

voltage levels and component techniques. Since EMT phenomena can happen in tens of 

microseconds, EMT modelling is particularly significant for power system stability analysis. 

While the real-time operational analysis for growing power systems and interconnected 

networks is indeed a challenging research problem. 

1.1.2 The need for fast EMT modelling 

The operation of power systems is affected by faults at different positions of AC systems, 

converters and DC transmission lines. Table 1.5 gives typical fault types, including single-

phase, two-phase, or three-phase grounded or ungrounded fault [23]. There are three reasons 

why single-phase-to-ground fault is the most significant one in EMT study: First, the single-
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phase-to-ground fault can even trigger higher frequency transients compared to the three-

phase-to-ground fault [24]. Second, single phase to ground fault (asymmetrical fault) is more 

influential than a three-phase to ground fault (symmetrical fault) because asymmetrical fault 

will lead to different voltage drop in each phase [25]. Third, single-phase-to-ground fault 

occurs more frequently than other types of faults [26]-[27].  Therefore, single-phase-to-ground 

fault is the researching focus for most EMT analysis.  

 

Table 1.5 Summary of fault types 

Fault type Examples 

Single-phase-to-ground fault  A-G, B-G or C-G 

Two-phase fault A-B, B-C, or A-C 

Two-phase-to-ground fault A-B-G, B-C-G, A-C-G 

Three-phase fault A-B-C 

Three-phase-to-ground fault A-B-C-G 

 

 

Transients are outward manifestation of sudden change in power system conditions when a 

circuit breaker opens and/or a fault occurs [26]. Transients can result in various overvoltage, 

overcurrent and distorted waveforms. gives typical transients events and frequency ranges [27]. 

Seen from Table 1.6, different transient phenomenon corresponds to different frequency ranges. 

To describe transient phenomenon more accurately, it is essential to give a generic 

classification depending on frequency. One of the most acceptable classifications is proposed 

by International Electrotechnical Commission (IEC) and CIGRE [28]-[30]. Table 1.7 shows 
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frequency ranges are divided mainly into four different groups in terms of dynamics of 

frequency concerned [30]. 

Table 1.6 Typical Transient events 

Typical transients Frequency 

Ferroresonance 0.1 Hz to 1 kHz 

Load rejection 0.1 Hz to 3 kHz 

Fault clearing 50 Hz to 3 kHz 

Line switching 50 Hz to 20 kHz 

Transient recovery voltages 50 Hz to 100 kHz 

Lightning overvoltage 10 kHz - 3 MHz 

 

  



10 

 

 

Table 1.7 Frequency classification of transients 

Transients Frequency 

low-frequency oscillations 0.1 Hz -3 kHz 

slow-front surges 50/60 Hz -20 kHz 

fast-front surges 10 kHz - 3 MHz 

very fast-front surges 100 kHz - 50 MHz 

 

The simulation of transients involves Electromagnetic Transients (EMT) and 

Electromechanical transients for different power system components. EMT mainly occur in 

magnetic field and electric field due to voltage and current change, such as lighting strike and 

switching operations [31] - [32]. Electromechanical transients  are mainly affected by the 

interconnections between mechanical energy stored in rotating machines and electrical energy 

stored in the network, such as rotor swings [32]. Electromechanical transients are much slower 

than EMT. Normally, the typical simulation step of electromechanical transient is 10 ms, while 

typical simulation step for EMT is 20-200 μs [33] - [34]. Fig. 1.2 gives the time ranges for 

EMT phenomenon and electromechanical phenomenon [35] - [36]. With the development of 

computational technologies and techniques, the traditional electromechanical transients tools 

can be replaced by EMT tools. Depending on particular stability studies, dedicated assumptions 

are required to be made on component modelling to represent the limited transients bandwidth. 

Moreover, EMT occur more frequent in modern power systems than before due to the wide use 

of power electronic converters to support renewable energy integration, therefore it is essential 

to develop fast and even real-time EMT technologies and techniques. 
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Fig. 1.2 Different time scales of power system transients 

The simulation speed is always a key factor for limiting EMT simulation performance. Without 

losing information, there is a huge potential to improve calculation speed by balancing and 

eliminating ignorable elements. For example, it is possible to represent the overall performance 

of multi-arms MMC by equivalent circuit [37]. Therefore, hundreds of nodes within internal 

submodule will not appear in external admittance matrix, which can improve the calculation 

speed efficiently for solving real-time EMTs. 

The component modelling has to be straightforward and general for large-scale systems. The 

modelling is required to maintain the calculation manageable and achievable, such as 

admittance matrix solution. Otherwise, the calculation burden can be an unavoidable barrier 

for preventing scaling up system. It is necessary to propose general and simple modelling for 

long-term real-time simulation. 
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For power electronic devices, IGBT and diode are considered as two-state resistances [38] for 

most application circuits. It is efficient for system-level simulation. But specific simulation 

step is ignored, the determination of switching state will take only several microseconds. To 

model this detailed situation, a small time-step is required for large scale systems, for instance,  

HVDC system [39]. Therefore, small time step and fast calculation speed is necessary for 

HVDC to ensure real-time EMT simulation for large scale power systems. 

1.1.3 The Importance of Simulation Accuracy 

The development of arithmetic operation units, including integer, Floating-Point and Binary 

values [40], has advanced microprocessors to handle more complex process in hardware. To 

process reasonable power system accuracy, it is desirable to develop in-depth knowledge in 

arithmetic calculation, testing techniques and computer-aided design [41]. Considering multi 

disciplines, the target is to eliminate heavy calculation burden and maintain calculation 

precision at the same time. Otherwise, there is a potential to damage practical system and 

components to different degrees. 

For power electronic devices, diode, IGBT and MOFETs [42] are widely utilized in modern 

power system applications, such as converters, inverters and power electronic interfaces, etc. 

The estimation of power losses and switching states of these semiconductors has become a 

major barrier for continuous operation when switching frequency is extremely high. Inaccurate 

estimation can reduce utilization duration and capacities. Moreover, it can lead to break down 

power electronic control system, such as Pulse-width-modulated rectifiers. Therefore, accurate 

prediction of power electronic devices is significant for enhancing device maintenance and 

management. Previous efforts to address the problem of accuracy include using pre-defined 
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curves and interpolation, which is only for unsuitable for real-time simulation owing to heavy 

calculation burden. 

Once the switching states of power electronic devices are determined, it becomes necessary to 

solve the dynamic states of other power devices. Uncertain state estimations can also result in 

oscillations and detect faults unreliably. For power devices, the dependency of angular speed, 

current, voltage and frequency have to be taken into consideration together. Even slightly 

difference on one factor can have a huge impact on other factors and remove them from 

appropriate operation. 

The most common method is to solve these problems in a graphical software and hardware. 

Existing packages, for instance, PSCAD and RTDS [43], are commercial simulation packages. 

Users can only select existing components in the menu. It is difficult to involve self-developed 

components. This disadvantage limits user’s potential to develop fundamental functionalities 

of emerging or new EMT components. 

1.1.4 Challenges 

Based on introduced background, exiting challenges can be summarized as follows: 

• First, the multi-dimension relationship between different factors, such as frequency, 

voltage and current, is very complicated for different components. This coupling 

problem is more severe to handle in tiny simulation step and scaling-up system scale. 

• Second, simulation software and hardware are always too expensive and cost much 

volume to for beginners. For example, RTDS, costs more than thousands pounds, is 

usually unable for undergraduate and postgraduate. Table 1.8 shows the price difference 

between RTDs and FPGA [44]. 
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Table 1.8 Price comparison between RTDs and FPGA 

 Price (€) Savings (%) 

FPGA board 5800 75% 

RTDS PB5 board 24000  - 

 

• Third, EMT simulation tool requires much longer simulation time and much more 

efforts for users to develop familiarities. Especially in a graphical software, it is 

extremely challenging to create self-defined models to be connected with build-in 

black-box models in consistently stable state. 

• Fourth, the integration of renewable energies has changed the nature of modern power 

systems. Faster EMT simulation is desired for testing protection and control equipment. 

• Finally, simulation accuracy is desirable to be improved for different platforms to 

provide high confidence simulation results. 

1.2 Literature Review 

1.2.1 EMT Solution 

In power system operation, transients may interrupt normal operation, damaging device 

operation and protection. Typical EMT oscillations consist of energization of capacitors, 

synchronous machine start-up, fast switching-on breakers, transformer saturation, overhead 

line grounding. These uncertain strikes can happen at harmonic or fundamental frequency 

depending on system structure and oscillation type. It is complex to predict coupling voltage, 

current and frequency at these phenomena. Therefore, accurate digital EMT simulation is 
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always irreplaceable and significant for design, planning and operation of modern power 

system.    

In order to obtain time responses for Electromagnetic Transients, the general solution for 

solving arbitrary phases and parameters is firstly proposed by Dommel in 1969 [45]. Different 

solutions have been proposed for single-phase RLC branch and three-phase coupling 

transmission line. Considering transient oscillations are more common in non-linear 

components, a composition method theory to combine time-varying and non-linear 

components was proposed [46], including switching-off breakers and saturation transformers. 

After that, he presented the comprehensive theory in EMTP theory book [47]. Even for linear 

transmission lines, they can be modelled by basic lumped parameter model, traveling wave 

model and time-varying model. For general-purpose application, three-phase synchronous 

machines and universal machines were both developed to represent major types of electric 

motors, such as induction machines and DC motors [48]. 

Computer-aided program [49] is unable to solve EMT in continuous state, and it can only 

provide solutions at discrete time intervals. Without reasonable method, the relative truncation 

error can increase from step to step and cause divergence from the true solution. Typical 

numerical methods include trapezoidal rule, back Euler and forward Euler [50]. By the 

mathematical proof in [51], trapezoidal rule shows the best performance for numerical stability. 

Recently, these methods are both used in off-line software (such as SIMULINK and PSCAD) 

and real-time packages (for instance, RTDS) [52]. Different numerical method also possibly 

leads to different simulation results at specific cases. 
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1.2.2 Simulation Tools 

To explore the detailed behaviours of power systems, it is necessary to construct circuits and 

observe simulation results. It takes a lot of efforts and time for beginners to obtain familiarity 

with laboratory experiments. Considerable design techniques and analysis skills are normally 

required. Depending on execution time and simulation step, EMTs solutions consist of off-line 

simulation method and real-time simulation method. Fig. 1.3 illustrates the difference between 

real-time simulation and off-line simulation [53]:  

1) The simulation is considered to be real-time if execution time 𝑇𝑒 is shorter than the 

selected time step.  

2) The simulation is considered to be off-line if execution time 𝑇𝑒 is greater than one or 

more time steps, in which overruns occur.  

Idle time

ttn-1

Te(n-1)

tn tn+1 tn+2

t

Te(n) Te(n+1)
Execution time Te

Real-time clock

(a) Real-time simulation

ttn-1

Te(n-1)

tn tn+1 tn+2

t

Overrun
Te(n)

Execution time Te

Real-time clock

(b) Off-line simulation  

Fig. 1.3 Comparison of real-time and off-line simulation [53]  

Off-line software aims to solve mathematical equations as fast as possible, and the actual 

calculation time at each time step would be normally much longer than the simulation time 
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step. CPU time required to compute the modelled system's response might take several seconds 

or minutes, longer than the actual response [54]. Solving speed depends on available 

computation power and mathematical model complexity [55]. Typical off-line software 

includes Power System Computer Aided Design (PSCAD), Electromagnetic Transients 

Program (EMTP) and MATLAB. PSCAD is a power graphical interface for Electromagnetic 

Transient simulation Engine, allowing users to build up circuits and observe results [56]. Based 

on PSCAD/EMTPC program, a graphical simulation laboratory was introduced for 

undergraduates and postgraduates [57]. In [58], an analytic method is proposed to predict core 

saturation instability for AC and DC operations.  Besides, a continuous small-signal model for 

High voltage direct current transmission line was detailed using PSCAD in [59]. In [60], a 

phase-disposition sinusoidal pulse-width modulation strategy was presented for MMC 

operation in PSCAD environment. In [61], a decentralized control strategy based on the two-

stage modified droop method was proposed for AC and DC connection. 

MATLAB is a mature simulation tool with user-friendly environment, in which SIMULINK is 

also a flexible toolbox for EMT solutions. In [62], a novel average-value method for modelling 

six-pulse front-end rectifier was implemented. In addition, a fault ride-through capability was 

explored for VSC-HVDC EMT model based on SIMULINK [63].  A dynamic model for multi-

terminal VSC-HVDC was proposed by compared with assembled model in SIMULINK [64]. 

Moreover, SIMULINK has great flexibility to interface with other simulators. For example, a 

general interface was developed between PSCAD and SIMULINK to compare different 

simulation environments for HVDC benchmark [65]. In addition to that, a close loop between 

RTDs and SIMULINK was interfaced for implementing automatic voltage control regulator 

[66]. 
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Real-time simulator needs to solve model equations for one time step within the same time in 

real-world clock [53]. In other words, faster-than-real-time calculation speed is desirable for 

real-time simulators [67]. This permits the real-time simulator to perform all operations 

necessary to make a real-time simulation relevant, including driving inputs and outputs to and 

from externally connected devices [56].  In 1991, the first commercial real-time digital 

simulator (RTDS) [68] was demonstrated using DSPs by RTDS Technologies Inc. RTDS was 

developed specifically for running real-time power system simulations and communicates in 

real time with the simulation hardware [68]. The structure and performance of RTDS for testing 

relays was firstly introduced in [69]. A novel control method for PV under real weather 

conditions was proposed in [70] using RTDS. In addition, a real-time Ultra-High-Voltage 

model was totally exploited in [71]. Protective relays for super conductive limiters were 

exploited using RTDs. 

However, RTDS is too expensive for beginners owing to extra features. It is essential to 

overcome this disadvantage by investigating alternative real-time simulators. Therefore, it is 

of great significance to develop novel high-performance EMT solution technologies. 

1.2.3 FPGA Technologies 

Field Programmable gate arrays are consisting of integrated configurable logics connected via 

programmable interconnects in one board. Most FPGA boards, such as ML605 and Nexys 40 

[72], are allowed to be reprogrammed time after time. Its rich resources and reprogrammable 

functionality give designers great opportunities to implement high-level design and tremendous 

simulation tasks. 
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FPGA was firstly developed to implement glue logic and state machines in 1980s [73]. 

Increasing size and complexity of FPGA made it possible to reduce manufacturing time from 

months to minutes. Moreover, much lower prototype cost also inspired huge market of FPGA 

in telecommunications during 1990s.  At that time, the trade-off relationship between 

implementation functionality and circuit area were explored in [74]. FPGA routing flexibility 

was determined by the amount and distribution of switches in interconnection structures in 

[75]. Therefore, FPGA was also utilized to handle various types of data, including text, audio 

and image in [76].  

Low simulation cost and short implementation time made them special market to compete with 

ASICs. In [77], experimental measurements of FPGA and ASIC circuits were presented to give 

performance comparison in terms of logic density, circuit speed, and cost.  

During 2000s, Xilinx S-FPGAs were used to control critical pyrotechnics and control the rover 

wheel motors.  After that, Xilinx Virtex-II was developed with several hundred general pins 

and hundreds of configurable components [78]. Related fault injection experiments were also 

derived to get greater input and output performance in [79]. Xilinx 7 Series were released in 

June of 2010 and fabricated by 28-nm process technology [80]. 

FPGA design tools were also developed for different versions, including ISE and VIVADO. 

ISE (Integrated System Environment) [81] was developed in, mainly for previous languages, 

including VHDL 2008. The latest version of ISE is 14.7 and was replaced by VIVADO since 

2013. VIVADO was firstly introduced as a synthesis and analysis for hardware design by 

Xilinx in 2012, and its high-level compiler even enables C and C++ to be downloaded into 
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targeted board. In [82], the routing algorithm of VIVADO was totally explored for faster 

routing delays. 

For the purpose of real-time simulation, RTDS uses parallel processing architecture based on 

a state-of-the-art Digital Signal Processor (DSP) to run power system simulations in real time 

with a time step of 50-100 microseconds [83]. Similar to DSP, the simulation step of FPGA 

can be very small in the order of 250 nanoseconds driven by internal clock [55]. This is because 

an internal clock is responsible to drive the FPGA design and determines the process data 

speed. Fig. 1.4 presents the typical digital design for FPGA [84]. The clock signal is connected 

to all flip flops, RAM blocks, and I/O ports, activating them according to the clock frequency 

[85].  For example, Nexys A7 board is equipped with a 100 MHz system clock, thus the highest 

data rate of 650Mbps is recommended [86]. Compared with sequential CPU, FPGAs are 

massively parallel processing devices. The simulation starts immediately once the download is 

finished. If timing constraints are met for FPGA, overruns can not occur during the EMT model 

is running [87].With high-frequency clock, inherent parallel architecture and high density [88], 

FPGA is capable of implementing real-time EMT solutions.  

Flip-flop 

1

Flip-flop 

2

IN

CLK

OUT
Logic

Circuit boundary

 

Fig. 1.4 A typical digital design [84]  
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With significant computational power, FPGA is able to calculate power system devices to the 

amplitude of nanoseconds. As a result of that, FPGA was firstly as computational engine to 

implement inductive machine drive in real-time [89].  Solving networks with transmission lines 

and machines was implemented using arithmetic Floating-Point calculation in [90]. Moreover, 

high-resolution magnetic circuit was also considered for transformers based on hardware-in-

loop structure in [91]. For circuit acceleration, a matrix-inverse technique was introduced for 

high-frequency power converters in [92]. Besides, FPGA is flexible to be compatible with other 

platforms, [93] proposed a FPGA-MPSOC platform for power systems using iterative and non-

interactive loops. 

1.2.4 Research Gap 

FPGA-based EMT simulation is a comprehensive process, different from off-line software 

which is only focused on accuracy. In addition to improving accuracy, FPGA-based EMT 

simulation is facing to deal with complex timing constraint, overused resource utilization and 

calculation sequence exclusively. Therefore, FPGA design and analysis requires in-depth 

background of hardware technologies, EMT simulation tools. Specifically, the following 

research gap needs to be considered. 

• First, how to develop an optimized hardware design for FPGA based real-time EMT 

solution by limited timing constraint and resource utilization? 

• Second, how to improve simulation accuracy and efficiency compared with existing 

FPGA-based real-time simulation implementations? 

• Third, what is the best trade-off for achieving higher accuracy and using lower system 

constraints FPGA based real-time EMT simulation? 
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• Fourth, to what extent, can we reach more flexible and scalable FPGA-based real-time 

simulation for scaling-up system? 

• Fifth, how to integrate hardware programming efficiently into a purely intelligent 

software-based programming for FPGA based real-time EMT simulation? 

• Finally, how to involve high switching frequency electronic devices using limited 

memory space of FPGA based real-time EMT simulation? 
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1.3 Aim, Objectives, Contributions and Outline of The Thesis 

1.3.1 Aim 

The aim of this thesis is to optimize FPGA-BASED EMT simulation, especially improving 

numerical accuracy, calculation speed and programming efficiency. Single-phase grounding 

fault and three-phase grounding fault is modelled to observe transient behaviours on 

transmission systems. 

1.3.2 Objectives 

Based on the research gaps identified in the literature review, the main objectives of this thesis 

are to: 

• Develop power system mathematical models of linear and non-linear components of 

different precisions on FPGA based hardware platform.  

• Evaluate the effect of different precisions on numerical accuracy of FPGA based real-

time simulation. 

• Investigate methods to determine the initial steady-state operation point.  

• Investigate intelligent toolbox or interface to simplify hardware programming for 

FPGA based real-time platform.  

• Design high-frequency power electronic devices on FPGA based real-time platform. 

1.3.3 Contributions 

The developed technologies support the application for different FPGA-based studies. Four 

principal contributions are involved: 
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• First, Single-Precision and Double-Precision are completely explored for linear and 

non-linear components for FPGA-based EMTs. The significant phase shift of Single-

Precision on rotating process is discovered and analysed. In order to involve merits of 

Double-Precision and Single-Precision, adaptive Mixed-Precision algorithm is 

proposed for the first time. Apart from existing Single-Precision algorithm, Double-

Precision and Mixed-Precision algorithms become available for users. 

• Second, four initialization methods are proposed to allow users to define initial stable 

operation point for the first time. Time-increasing non-initialized error is no longer 

reducing global accuracy of FPGA-based EMT. For performance estimation, 

straightforward code and graphical schematic are demonstrated. With best timing 

constraint and least resource utilization, Method 4 using COE file becomes optimal for 

large system initialization.  

• Third, a general MATLAB-to-FPGA (MTF) toolbox is proposed to simplify hardware 

programming. Training and programming efforts for hardware is significantly reduced 

for beginners. Overall development framework provides initial guidelines for 

translation and integration. Following specific translation rules, EMT component can 

be integrated as high-level main controller, low-level memory unit and low-level sub-

module. MTF toolbox becomes the user-friendly bridge to allow users generate 

repetitive hardware description in MATLAB environment. 

• Fourth, the high-frequency switching of power electronic devices are modelled for 

FPGA. Frequent topology changes are no longer a barrier for implementing HVDC-

MMC on hardware platform. Optimized strategies, such as interpolation and shift 

memory, simplify hardware design for power electronic devices and control system. 
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The formulated aggregate model makes it possible to simulate multi-level HVDC 

MMC, such as 36-level HVDC MMC, on a single FPGA board. 

1.3.4 Thesis Outline 

The outline of the chapters is as follows: 

• In Chapter 2, mathematical models of transmission line, RLC branch and synchronous 

machine are introduced in detail. Corresponding EMT model and hardware 

implementation structure are presented for different components. Considering 

numerical difference, the comparison of Double-Precision and Single-Precision 

Floating-Point is described by linear and non-linear conversion.  Proposed single-

Precision, Double-Precision and Mixed Precision are both introduced for non-linear 

and linear case studies.  

• In Chapter 3, four initialization methods: Method 1 using physical interface, Method 2 

using signal declaration, Method 3 using signal assignment and Method 4 using COE 

file are proposed for solving large EMTs based on FPGA. At first, detailed VHDL 

programming codes and implementation resources are provided for four methods. As a 

result of that, in-depth schematic structure and time schedules are analysed in direct 

graphical comparison. Theoretical analysis motivates to build up hardware 

implementation structure and hardware-in-loop algorithm for Method 4. In case studies, 

both component-level initialization and system-level initialization is provided to prove 

the magnificent strength of Method 4. 

• In Chapter 4, a MATLAB-to-FPGA toolbox is developed to enhance the programming 

environment and help beginners to develop fast familiarity with FPGA-based EMT. At 
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first, a MATLAB-based input environment is introduced with different parameters for 

different components. Then the numerical conversion between MATLAB and FPGA is 

developed using flexible built-in M-functions. To optimize data processing in FPGA, 

straightforward translation for pipelined and unpipelined calculation procedure is 

presented. Finally, different system-level simulation results have proved the 

effectiveness of proposed Toolbox in practical EMT. 

• In Chapter 5, electronic devices are built up in FPGA in order to solve high switching 

frequency in real-time FPGA. In the beginning, semiconductors, including Diode, 

IGBT and MMC are introduced and derived in mathematic models. Moreover, the 

fundamental blocks for control system are presented, such as PWM control and current 

control loop. To make hardware design more reliable, optimized strategies are 

developed, such as shift memory and interpolation for real-time implementation. In 

simulation analysis, PWM control block and HVDC-MMC system can operate with 

faster-than-real-time speed and high accuracy, verifying the model effectiveness. 

• In Chapter 6, conclusions are drawn for previous chapters and possible applications are 

proposed for further work. 

Chapter 2 develops a power system library for detailed components, which lays the foundation 

for Chapter 3 - 5. 

Chapter 3 presents four initialization methods for FPGA based power system simulation. The 

initialization methods can be utilized to provide initial steady operating point for large power 

system simulations in Chapter 4 and 5. 
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Chapter 4 proposes a toolbox - a universal interface between FPGA and MATLAB. This 

toolbox can be applied to translate model in Chapter 2 and Chapter 3 from MATLAB to FPGA 

very efficiently. 

Chapter 5 using the electric component library in Chapter 2 and initialization in Chapter 3 to 

build up power electronic device models in FPGA. 

Chapter 6 summarizes the conclusion and presents potential future work. 
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CHAPTER 2 SINGLE-PRECISION, DOUBLE-

PRECISION AND MIXED-PRECISION 

ALGORITHOMS FOR FPGA-BASED EMT SOULTION 

 

This chapter discusses the numerical integration methods, including Forward Euler, Backward 

Euler and Trapezoidal Rule in Section 2.1 first. Section 2.2 describes the mathematical 

modelling of components, including RLC branch, transmission line, transformers and 

synchronous machines. Section 2.3 discusses the numerical difference between Single-

Precision and Double-Precision Floating-Point value in detailed comparison. In order to 

maintain both high accuracy and low memory, a novel Mixed-Precision algorithm is proposed 

for solving components with different complexity-level in Section 2.3. In Section 2.4, a number 

of case studies are carried out to compare the performance of Single-Precision and Double-

Precision algorithms and to validate the effectiveness of proposed Mixed-Precision. Finally, 

Section 2.5 summarizes the major conclusions of this chapter. 

 

2.1 Integration Methods 

EMT solutions require simulators to solve complex different components with high accuracy 

and fast speed. Computer and digital hardware are not able to solve differential equations in 

continuous period. To meet the simulation requirement, it requires that simulation time step 

needs to be extremely small to the amplitude of microsecond. Continuous states have to be 
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solved discretely from current time step to next time step. Therefore, efficient integration 

methods are required to create purely discrete models for different components. Most basic 

numerical methods for solving ordinary differential equations include Back Euler, Forward 

Euler, and Trapezoidal rules. 

Back Euler is one of the most basic implicit methods. In this method, only history value at 

previous step is used to approximate future value for whole time range. Therefore, it is easily 

to grow error of first order. In order to integrate (2-1) from 𝑡 to 𝑡 − ∆𝑡, (2-2) using Back Euler 

method is given as follows: 

 𝑓(𝑡) = ∫ 𝑢(𝑡)𝑑𝑡
𝑡

𝑡−∆𝑡
 ( 2-1 ) 

 𝑓(𝑡) = 𝑓(𝑡 − ∆𝑡) + ∆𝑡 ∙ 𝑢(𝑡 − ∆𝑡) ( 2-2 ) 

where ∆𝑡 is the time step, 𝑡 is current time, 𝑢(𝑡) is the input of the integrator, 𝑓(𝑡) is the output 

of the integrator. 

Forward Euler is another implicit method, which is similar to Backward Euler. But this method 

only uses future value to approach neighbourhood values. At every time step, a local truncation 

error is induced owing to the truncation of Taylor series. In (2-3), Forward Euler method is 

applied to discretize (2-1). 

 𝑓(𝑡) = 𝑓(𝑡 − ∆𝑡) + ∆𝑡 ∙ 𝑢(𝑡) ( 2-3 ) 

In order to prevent amplification errors of the iteration process, Trapezoidal rule is a second-

order integral method, which has been proved numerically stable [51]. This means that the 

previous error of history values will not increase, it will provide damping of errors until coming 
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back to the stable condition. Therefore, it is widely suitable for high-frequency simulation. 

Trapezoidal rule is given as follows:  

 𝑓(𝑡) = 𝑓(𝑡 − ∆𝑡) +
∆𝑡

2
(𝑢(𝑡 − ∆𝑡) + 𝑢(𝑡)) ( 2-4 ) 

For a long-duration simulation, Trapezoidal Rule has been verified to show better numerical 

stability than Backward Euler and Forward Euler methods. Therefore, Trapezoidal rule is 

selected for the following research.  

2.2 Power System Components Modelling 

2.2.1 RLC branch 

Consider the transient behaviours, most basic components only involve linear calculations, 

such as addition and multiplication, etc. Major linear components consisting of RLC branches 

are transmission lines and transformers without saturation. 

Resistors are used to conduct current. They can represent circuit breaker resistances, grounding 

faults, lumped transmission lines and transformers in EMT. The relationship between node 

voltage and flowing current of single R branch is given as follows:  

 

 𝑖𝑘𝑚(𝑡) =
1

𝑅
(𝑣𝑘(𝑡) − 𝑣𝑚(𝑡)) ( 2-5 ) 

where 𝑅 is the resistance, 𝑣𝑘(𝑡) and 𝑣𝑚(𝑡) is the node voltage of terminal k and terminal m, 

and 𝑖𝑘𝑚(𝑡) is the current flowing from terminal k to terminal m. 
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Inductances are used to represent any sudden inductive changes in electrical circuits. It is 

widely representing the inductive part of load and voltage source impedance. Based on 

trapezoidal rule, an inductance can be replaced by a resistance of value 
∆𝑡

2𝐿
 and injected current 

source. If the history value of the branch is already known, the current at next time step can be 

generated recursively. Thus, differential relationship between node voltage and flowing current 

can be discretized as follows [45]:  

 𝑖𝑘𝑚(𝑡) =
∆𝑡

2𝐿
(𝑣𝑘(𝑡) − 𝑣𝑚(𝑡)) + 𝐼𝐿(𝑡 − ∆𝑡) ( 2-6 ) 

 𝐼𝐿(𝑡 − ∆𝑡) =
∆𝑡

2𝐿
(𝑣𝑘(𝑡 − ∆𝑡) − 𝑣𝑚(𝑡 − ∆𝑡)) + 𝑖𝑘𝑚(𝑡 − ∆𝑡)  ( 2-7 ) 

where 𝐿 is the impedance, 𝑖𝑘𝑚(𝑡 − ∆𝑡) is the current flowing from terminal k to terminal m at 

𝑡 − ∆𝑡, 𝐼𝐿(𝑡 − ∆𝑡)is the equivalent history current source. 

Capacitors are usually linked with electric fields to store energy. Capacitor voltage jump is 

instantly owing to consistent charging and discharging process. Usually, capacitive elements 

are used to represent snubber breakers and capacitive loads. The discrete equations can be 

derived similarly as follows [45]: 

 𝑖𝑘𝑚(𝑡) =
2𝐶

∆𝑡
((𝑣𝑘(𝑡) − 𝑣𝑚(𝑡)) + 𝐼𝐶(𝑡 − ∆𝑡) ( 2-8 ) 

 𝐼𝐶(𝑡 − ∆𝑡) = −
2𝐶

∆𝑡
(𝑣𝑘(𝑡 − ∆𝑡) − 𝑣𝑚(𝑡 − ∆𝑡)) − 𝑖𝑘𝑚(𝑡 − ∆𝑡) ( 2-9 ) 

where 𝐶 is the capacitance, 𝐼𝐶(𝑡 − ∆𝑡)is the equivalent history current source. 

In spite of different connections, any RLC branch can be equivalent to a resistor in parallel 

with a current source as given in (2-10) - (2-11). Only constant parameters need to be modified 
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according to the type of a branch. Table 2.1 gives the exact parameter to calculate different 

current source for single RLC, series RL and series RC.  

 𝐼𝑅𝐿𝐶(𝑡 − ∆𝑡) = 𝐽𝑅𝐿𝐶(𝑣𝑘(𝑡 − ∆𝑡) − 𝑣𝑚(𝑡 − ∆𝑡)) + 𝐻𝑅𝐿𝐶𝑖𝑘𝑚(𝑡 − ∆𝑡) ( 2-10 ) 

 𝑖𝑅𝐿𝐶(𝑡 − ∆𝑡) = 𝐺𝑅𝐿𝐶(𝑣𝑘(𝑡 − ∆𝑡) − 𝑣𝑚(𝑡 − ∆𝑡)) + 𝐼𝑅𝐿𝐶(𝑡 − ∆𝑡) ( 2-11 ) 

where 𝑖𝑅𝐿𝐶(𝑡) is the branch current, 𝐼𝑅𝐿𝐶(𝑡 − ∆𝑡) is the equivalent history current source for 

whole branch, 𝐽𝑅𝐿𝐶 and 𝐻𝑅𝐿𝐶 are constants,  𝐺𝑅𝐿𝐶 is the branch equivalent conductance. 

Table 2.1 Summary of the comparison between different RLC branches 

 𝐺𝑅𝐿𝐶 𝐻𝑅𝐿𝐶 
𝐽𝑅𝐿𝐶 

Single R 
1

𝑅
 0 

1

𝑅
 

Single L 
∆𝑡

2𝐿
 1 

∆𝑡

2𝐿
 

Single C 
2𝐶

∆𝑡
 -1 −

2𝐶

∆𝑡
 

Series RL 

∆𝑡
2𝐿

1 +
∆𝑡
2𝐿 𝑅

 
1 −

∆𝑡
2𝐿

𝑅

1 +
∆𝑡
2𝐿 𝑅

 

∆𝑡
2𝐿

1 +
∆𝑡
2𝐿 𝑅

 

Series RC 

2𝐶
∆𝑡

1 +
2𝐶
∆𝑡 𝑅

 
−1 +

2𝐶
∆𝑡 𝑅

1 +
2𝐶
∆𝑡 𝑅

 −

2𝐶
∆𝑡

1 +
2𝐶
∆𝑡 𝑅

 

 

The real-time hardware implementation can be given by a 6-input Floating-Point accumulator. 

The constants, including 
2𝐶

∆𝑡
, 1 and -1, can be saved in ROMs without changes. The variables, 

including 𝐼𝐶(𝑡 − ∆𝑡) and 𝑣𝑘(𝑡) can be kept in RAMs. The RAM is a dual-port block, which 
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allows read and written simultaneously. Because each branch is independent of each other, and 

can be calculated separately. (2-10) and (2-11) can use the same 6-input block for saving 

resources. Therefore, pipeline strategy is employed for this 6-input computation block. 

Although the loads might vary significantly from each other, the total load of a network changes 

rather slowly in a predictable manner. In addition, loads are usually linked with the terminals 

of transmission lines to separate from each other. In order to describe the characteristics of a 

large scale network over long distances under steady-state and transient conditions, it is 

necessary to establish the traveling wave model of transmission line components to explore the 

influence of R, L and C along the distributed parameter lines, which can not be considered in 

the lumped models. 

In most transmission lines, the electric and magnetic fields point purely transverse to the 

direction of propagation [94]. Long transmission line can not be treated as a lumped element. 

In principle, series cascaded connection of a large number of lumped transmission line 

equivalent circuits will be close to the transmission line distributed model [95]. Owing to the 

distributed resistance, voltages along the axis of transmission line are totally different. This is 

the reason to involve the traveling wave theory to model the profiles of currents and voltages 

along the transmission line. 

2.2.2 Transmission line 

 

The modelling of transmission line consists of distributed parameter model and lumped 

parameter model [45] - [47]. Distributed parameter model implements three-phase distributed 

line model with lumped losses based on traveling wave model [45]. The three-phase pi-section 
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line model implements a balanced three-phase transmission line model with lumped parameters 

in a pi-section circuit [47]. For steady-solutions, transmission lines can be modelled with 

lumped nominal pi-section circuit accurately. For transient simulation, travelling wave model 

is faster and more accurate to describe more complicated dynamics. Table 2.2 details the 

comparison between lumped parameter model and distributed parameter model. 

The travelling wave transmission line model is faster and more accurate than the nominal pi-

circuit model.  

Considering most transmission lines are longer than 15km, distributed parameter model is 

widely used for EMT simulations.  

To simplify initial calculation, power loss is not involved for transmission lines at first stage. 

This means the resistance of the transmission line and leakage conductance of lossless 

transmission line are assumed to be zero. In order to prevent calculation errors from real ones, 

the assumption is that the operation frequency is high enough to ignore the resistance. 
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Table 2.2 Comparison between lumped and distributed parameter model 

 Lumped model Distributed parameter model 

Distance ≤ 100𝑘𝑚 ≥ 15𝑘𝑚 

Solution Steady solution EMT solutions 

Coupling 

relationship 
Coupled in phase domain Decoupled in modal domain 

Equivalent circuit 

 

 

 

 

A

B

C

Cp/2

Cg/2

Cp/2

Cg/2

Rs Ls

Rm Lm

 

ek1 Z1 Ik1 Z1 em1Im1

ek2 Z2 Ik2 Z2 em2Im2

ek0 Z0Ik0 Z0 em0Im0

Zero-sequence

Positive-sequence

Negtive-sequence

 

Parameters 

 𝑅𝑠  and 𝑅𝑚  are self and mutual 

resistances, 𝐿𝑠  and 𝐿𝑚  are self 

and mutual inductances, 𝐶𝑝  and 

𝐶𝑔  are phase and ground 

capacitances. 

𝑍0, 𝑍1, 𝑍2   is the zero-sequence, 

positive-sequence and negative-

sequence surge impedance, 

𝑒𝑘0, 𝑒𝑘1, 𝑒𝑘2, 𝑒𝑚0, 𝑒𝑚1, 𝑒𝑚2  is the 

zero-sequence, positive-sequence 

and negative-sequence voltage at 

terminal k and terminal m, 

𝐼𝑘0, 𝐼𝑘1, 𝐼𝑘2, 𝐼𝑚0, 𝐼𝑚1, 𝐼𝑚2  is the 

corresponding history current 

source voltage at terminal k and m 
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According to the traveling wave theory [45], the surge impedance and phase velocity can be 

calculated as: 

 𝑍𝐶 = √
𝐿′

𝐶′
 ( 2-12 ) 

 𝑣 = √
1

𝐿′𝐶′
 ( 2-13 ) 

where 𝐿′ and 𝐶′ is the inductance and capacitance of transmission line per unit length of the 

transmission line, 𝑍𝐶  is the surge impedance, 𝑣 is the phase velocity. 

In addition, the travel time from one terminal to the other terminal of the transmission line is 

as follows [45]: 

 𝜏 =
𝑑

𝑣
= 𝑑√𝐿′𝐶 ( 2-14 ) 

where 𝜏  is the traveling time from one terminal to another, and 𝑑  is the distance of the 

transmission line. 

Based on trapezoidal rule, each terminal of the transmission line can also be equal to a 

resistance equal to 𝑍 in parallel with a history current source. The relationship between node 

voltages and currents at discrete time intervals can be derived as follows [45]: 

 𝑖𝑘(𝑡) =
1

𝑍
𝑒𝑘(𝑡) + 𝐼𝑘(𝑡 − 𝜏) ( 2-15 ) 

 𝐼𝑘(𝑡 − 𝜏) = −
1

𝑍
𝑒𝑚(𝑡 − 𝜏) − 𝑖𝑚(𝑡 − 𝜏) ( 2-16 ) 
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where  𝑒𝑘(𝑡) and 𝑒𝑚(𝑡) is the voltage of terminal k and m at time t, 𝐼𝑘(𝑡 − 𝜏) is the history 

current source at terminal k, 𝑖𝑘(𝑡) is the current of terminal k at time t, 𝑖𝑚(𝑡 − 𝜏) is the current 

of terminal m at time 𝑡 − 𝜏. 

On most occasions, a leakage conductance can not be ignored. This has led to involve 

distributed resistances when modelling a transmission line. After multiples of practical 

experiments, the method of lumped R/4 in the terminals of transmission lines and R/2 in the 

middle of transmission line shows great accuracy.  Considering the distributed resistances, the 

surge impedance [45] can be further derived as: 

 𝑍 = 𝑍𝑐 +
𝑅

4
= √

𝐿′

𝐶′
+

𝑅

4
 ( 2-17 ) 

where 𝑍  is the surge resistance of transmission line, 𝑍𝑐  is the surge resistance of lossless 

transmission line, 𝑅 is the equivalent lumped resistance. 

After back substitution, the relationship of the voltages and currents of terminal k can be given 

as follows [45]: 

 𝑖𝑘(𝑡) =
1

𝑍
𝑒𝑘(𝑡) + 𝐼𝑘(𝑡 − 𝜏) ( 2-18 ) 

𝐼𝑘(𝑡 − 𝜏) = −
1 − ℎ

2
∙
1

𝑍
∙ 𝑒𝑘(𝑡 − 𝜏) −

1 − ℎ

2
∙ ℎ ∙ 𝑖𝑘(𝑡 − 𝜏) 

 −
1+ℎ

2
∙
1

𝑍
∙ 𝑒𝑚(𝑡 − 𝜏) −

1+ℎ

2
∙ ℎ ∙ 𝑖𝑚(𝑡 − 𝜏) ( 2-19 ) 

 ℎ =
𝑍𝑐−

𝑅

4

𝑍𝑐+
𝑅

4

 ( 2-20 ) 

where ℎ is a constant as defined in (2-20). 
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For a multiphase transmission line, every phase of the transmission line is coupled with others 

mutually. Unlike the three-phase RLC branch, the off-diagonal elements of the multi-phase 

transmission line conductance matrix are non-zero. Fortunately, this problem could be solved 

by converting from phase domain to modal domain. For three phases, ABC phases are defined, 

which can be converted into zero sequence, positive sequence, and negative sequence. In 

addition, the three phase-modal transformation matrix [45] is given as follows: 

 𝑇 = [
1 1 1
1 1 − 𝑀 1
1 1 1 − 𝑀

] = [
1 1 1
1 −2 1
1 1 −2

] ( 2-21 ) 

where 𝑇 is the is the phase-to-modal transformation matrix, 𝑀 is the number of phases, 𝑀 =

3. 

Using conversion matrix, multi-phase currents and voltages can be decoupled separately as 

follows: 

 𝑖𝑝ℎ𝑎𝑠𝑒(𝑡) = 𝑇𝑖𝑚𝑜𝑑𝑎𝑙(𝑡) ( 2-22 ) 

 𝑒𝑝ℎ𝑎𝑠𝑒(𝑡) = 𝑇𝑒𝑚𝑜𝑑𝑎𝑙(𝑡) ( 2-23 ) 

where  𝑖𝑝ℎ𝑎𝑠𝑒(𝑡) and 𝑖𝑚𝑜𝑑𝑎𝑙(𝑡) are the currents in phase domain and modal domain, 𝑒𝑝ℎ𝑎𝑠𝑒(𝑡) 

and 𝑒𝑚𝑜𝑑𝑎𝑙(𝑡) are the voltages in phase domain and modal domain. 

Similarly, it is directly to get resistance transformation [45] as following: 

 𝑍𝑝ℎ𝑎𝑠𝑒 = 𝑇 ∙ 𝑍𝑚𝑜𝑑𝑎𝑙 ∙ 𝑖𝑛𝑣(𝑇) ( 2-24 ) 

where 𝑖𝑛𝑣(𝑇) is the modal-phase transformation matrix, 𝑍𝑝ℎ𝑎𝑠𝑒 and 𝑍𝑚𝑜𝑑𝑎𝑙 are the impedance 

matrix in phase domain and modal domain. 
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For hardware connection, currents and node voltages can be kept and updated consistently in 

RAM. The rest parameters, such as h and T, are unchanged in ROM. Considering maximum 

dimension and sequence, similar calculations can be both be implemented using 8-input 

multiply-add structure. This pipelined structure is able to handle hundreds of transmission lines 

with a clock cycle. 

2.2.3 Transformer 

Using three single-phase transformers, a three-phase transformer is built up. Complex internal 

magnetic field is not considered for the transformer, therefore saturation characteristic is not 

involved in this section. The major connections of two windings transformer include, Y, 

Grounded Y, Delta (D1) and Delta (D11). If reference Y voltage phasor is considered to be at 

12 am on a clock, then D1 and D11 is at 1 pm and 11 am respectively. This is to say, they lag 

and lead Y by 30 degrees correspondingly. 

If primary winding connection is Y connection, secondary winding connection is Y. Then this 

transformer is Y/Y connection. The Y/Y transformer can be modelled as follows: 

 𝑣𝑝𝑟𝑖𝑚𝑎𝑟𝑦(𝑡) = 𝑛𝑌𝑌𝑣𝑠𝑒𝑐𝑜𝑛𝑑(𝑡) ( 2-25 ) 

 𝑖𝑝𝑟𝑖𝑚𝑎𝑟𝑦(𝑡) =
𝑣𝑠𝑒𝑐𝑜𝑛𝑑(𝑡)

𝑛𝑌𝑌
 ( 2-26 ) 

where 𝑣𝑝𝑟𝑖𝑚𝑎𝑟𝑦(𝑡) and 𝑣𝑠𝑒𝑐𝑜𝑛𝑑(𝑡) are the primary and secondary phase voltages, 𝑖𝑝𝑟𝑖𝑚𝑎𝑟𝑦(𝑡) 

and 𝑖𝑠𝑒𝑐𝑜𝑛𝑑(𝑡) are the primary and secondary phase currents, 𝑛𝑌𝑌  is the turn ratio of YY 

connection. 
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Considering the primary winding and secondary winding are series resistances and 

inductances, the resulting in Table 2.1 can be utilized. If the leakage of the magnetic winding 

is infinite, the Y/Y connection transformer can also be simplified as a two-terminal Norton 

circuit as follows: 

  𝐼𝑌𝑌(𝑡 − ∆𝑡) = 𝐺𝑌𝑌(𝑣𝑝(𝑡 − ∆𝑡) − 𝑛𝑌𝑌𝑣𝑠(𝑡 − ∆𝑡)) + 𝐻𝑌𝑌𝑖𝑌𝑌(𝑡 − ∆𝑡) ( 2-27 ) 

 𝑖𝑌𝑌(𝑡 − ∆𝑡) = 𝐺𝑌𝑌(𝑣𝑝(𝑡 − ∆𝑡) − 𝑛𝑌𝑌𝑣𝑠(𝑡 − ∆𝑡)) + 𝐼𝑌𝑌(𝑡 − ∆𝑡) ( 2-28 ) 

 𝐺𝑌𝑌 =
𝐺𝑌𝑌1∙𝐺𝑌𝑌2

𝐺𝑌𝑌2+𝐺𝑌𝑌1∙𝑛𝑌𝑌
2  ( 2-29 ) 

 𝐻𝑌𝑌 =
𝐻𝑌𝑌1∙𝐺𝑌𝑌2+𝐻𝑌𝑌2∙𝐺𝑌𝑌1∙𝑛𝑌𝑌

2

𝐺𝑌𝑌2+𝐺𝑌𝑌1∙𝑛𝑌𝑌
2  ( 2-30 ) 

 

where 𝑣𝑝(𝑡) and 𝑣𝑠(𝑡) are the primary terminal and secondary terminal voltages, 𝑖𝑌𝑌(𝑡 − ∆𝑡) 

is the primary current, 𝐺𝑌𝑌1 and 𝐺𝑌𝑌2 is the conductance of the primary and secondary series 

RL, 𝐻𝑌𝑌1 and 𝐻𝑌𝑌2 are the constants of the primary and secondary series RL, 𝐼𝑌𝑌(𝑡 − ∆𝑡) is 

the history current source,  

For node voltage solution, the admittance matrix and current source vector can be derived for 

Y/Y transformer as follows: 

 𝑌𝑀
𝑌𝑌 = [

𝑌11
𝑌𝑌 𝑌12

𝑌𝑌

𝑌21
𝑌𝑌 𝑌22

𝑌𝑌] ( 2-31 ) 

 𝑌12
𝑌𝑌 = 𝑌21

𝑌𝑌 = −𝑛𝑌𝑌 ∙ 𝐺𝑌𝑌 ( 2-32 ) 

 𝑌11
𝑌𝑌 = 𝐺𝑌𝑌1 −

𝐺𝑌𝑌1
2 ∙𝑛𝑌𝑌

2

𝐺𝑌𝑌2+𝐺𝑌𝑌1∙𝑛𝑌𝑌
2 =

𝐺𝑌𝑌1∙𝐺𝑌𝑌2

𝐺𝑌𝑌2+𝐺𝑌𝑌1∙𝑛𝑌𝑌
2 = 𝐺𝑌𝑌 ( 2-33 ) 



41 

 

 𝑌22
𝑌𝑌 = 𝐺𝑌𝑌2 −

𝐺𝑌𝑌2
2

𝐺𝑌𝑌2+𝐺𝑌𝑌1∙𝑛𝑌𝑌
2 =

𝐺𝑌𝑌1∙𝐺𝑌𝑌2∙𝑛𝑌𝑌
2

𝐺𝑌𝑌2+𝐺𝑌𝑌1∙𝑛𝑌𝑌
2 = 𝑛𝑌𝑌

2  ∙ 𝐺𝑌𝑌 ( 2-34 ) 

 𝐼𝑉
𝑌𝑌 = [

−𝐼𝑌𝑌(𝑡 − ∆𝑡)

𝑛𝑌𝑌 ∙ 𝐼𝑌𝑌(𝑡 − ∆𝑡)
] ( 2-35 ) 

where 𝑌𝑀
𝑌𝑌 is the symmetrical admittance matrix, 𝑌12

𝑌𝑌 and  𝑌21
𝑌𝑌 are mutual conductance, 𝑌11

𝑌𝑌 

is the primary self-conductance, 𝑌22
𝑌𝑌  is the secondary self-conductance, 𝐼𝑉

𝑌𝑌  is the current 

vector. 

2.2.4 Synchronous Machines 

Synchronous machines play an essential role in supplying electric energy and controlling stable 

terminal voltage. It is always challenging to synchronize all the synchronous machines in the 

same large-scale network. Therefore, it is significant to model the dynamic properties and 

behaviours of synchronous machines. 

Based on the electric machine theory, synchronous machines consist of magnetic rotors and 

stators. Take synchronous machine as an example where the armature windings are on the rotor 

and field windings are set on the stator. Synchronous machines can be classified into salient-

pole and round-round pole type. For generic modelling, salient-pole is selected for modelling. 

In this part, the mathematical model of a universal machine is built up to represent synchronous 

machines, induction machines and dc machines. Using compensation method, the rest network, 

without synchronous machines, can be regarded as a voltage source connected with a 

resistance. Similar to electrical part, the mechanical torque is treated as current source instead 

of mass-shaft model. 
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The core of transient solutions for synchronous machines is to form a whole matrix for 

integrating the differential equations of the field and armature windings together. Because of 

the coupling relationship between the electrical part and mechanical part, they can not be 

calculated simultaneously. To solve this calculation sequence problem, prediction methods 

become essential and are applied. Considering high-frequency magnetic and electrical changes, 

the prediction of the mechanical elements is selected to avoid unexpected oscillations.  

The history values including currents, voltages and flux are assumed to be known at previous 

step. To improve global accuracy, the calculation of synchronous machine should follow these 

steps: 

 (a) Predict the mechanical and electrical angular speed according to the prediction method 

based on linearization. Owing to the mechanical angular speed change slowly, linearization 

can be applied successfully. 

 𝑤𝑚_𝑝𝑟𝑒(𝑡) = 2𝑤𝑚(𝑡 − ∆𝑡) − 𝑤𝑚(𝑡 − 2∆𝑡) ( 2-36 ) 

where 𝑤𝑚(𝑡 − ∆𝑡) and 𝑤𝑚(𝑡 − 2∆𝑡) are the real mechanical angular speed at time 𝑡 − ∆𝑡 and 

𝑡 − 2∆𝑡, 𝑤𝑚_𝑝𝑟𝑒(𝑡) is the predicted angular speed after linearization. 

  (b) According to trapezoidal rule, it is direct to predict mechanical and electrical angle based 

on the previous predicted angular speed by applying trapezoidal rule [47]. 

 𝛽𝑚(𝑡) = 𝛽𝑚(𝑡 − ∆𝑡) +
∆𝑡

2
(𝑤𝑚_𝑝𝑟𝑒(𝑡) + 𝑤𝑚(𝑡 − ∆𝑡)) ( 2-37 ) 

 𝛽𝑒(𝑡) = 𝛽𝑚(𝑡) ∙ 𝑃𝑜𝑙𝑒𝑃𝑎𝑖𝑟𝑠 ( 2-38 ) 
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where 𝛽𝑚(𝑡 − ∆𝑡) and 𝛽𝑚(𝑡) are the mechanical rotor angle at time 𝑡 − ∆𝑡 and 𝑡 − 2∆𝑡, 𝛽𝑒(𝑡) 

is the electric rotor angle at time t, and 𝑃𝑜𝑙𝑒𝑃𝑎𝑖𝑟𝑠 is the pole pairs. 

 (c) Calculate the park transformation matrix [47] according to the updated electrical angle, 

which can reflect the a-b-c phase to rotating dq0 axis for decoupling three phases. This has 

reduced the calculation sophistication because the off-diagonal elements of the inductance 

matrix are all zero.  

 𝑃𝑎𝑟𝑘 =
2

3
∙

[
 
 
 
 𝑠𝑖𝑛 (𝛽𝑒(𝑡)) 𝑠𝑖𝑛 (𝛽𝑒(𝑡) −

2

3
𝜋) 𝑠𝑖𝑛 (𝛽𝑒(𝑡) +

2

3
𝜋)

𝑐𝑜𝑠 (𝛽𝑒(𝑡)) 𝑐𝑜𝑠 (𝛽𝑒(𝑡) −
2

3
𝜋) 𝑐𝑜𝑠 (𝛽𝑒(𝑡) +

2

3
𝜋)

1

2

1

2

1

2

 

]
 
 
 
 

 ( 2-39 ) 

where 𝑃𝑎𝑟𝑘 is the Park transformation matrix. 

(d) Solve the Thevenin equivalent circuit of external network according to the compensation 

method. Firstly, calculate the open-circuited terminal voltage by assuming synchronous 

machine is open-circuited. After generating open-circuit voltage and equivalent resistance, the 

terminal voltages can be converted into dq0 axis as (2-40) – (2-48) [96]. These equations are 

all calculated in per unit value. 

 𝑣𝑎𝑏𝑐(𝑡) = 𝑣𝑎𝑏𝑐_0(𝑡) + 𝑅𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙_𝑎𝑏𝑐𝑖𝑎𝑏𝑐(𝑡) ( 2-40 ) 

 𝑣𝑑𝑞0(𝑡) = 𝑣𝑑𝑞0_0(𝑡) + 𝑅𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙_𝑑𝑞0𝑖𝑑𝑞0(𝑡)  ( 2-41 ) 

 𝑣𝑑𝑞0(𝑡) = 𝑃𝑎𝑟𝑘 ∙ 𝑣𝑎𝑏𝑐(𝑡) ( 2-42 ) 

 𝑅𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙_𝑑𝑞0 = 𝑃𝑎𝑟𝑘 ∙ 𝑅𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙_𝑎𝑏𝑐 ∙ (𝑃𝑎𝑟𝑘)−1 ( 2-43 ) 

 𝑣𝑎𝑏𝑐(𝑡) = [𝑣𝑎(𝑡) 𝑣𝑏(𝑡) 𝑣𝑐(𝑡) 𝑣𝑓(𝑡) 0 0 0]
𝑇
 ( 2-44 ) 
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 𝑣𝑑𝑞0(𝑡) = [𝑣𝑑(𝑡) 𝑣𝑞(𝑡) 𝑣0(𝑡) 𝑣𝑓(𝑡)  0 0]
𝑇
 ( 2-45 ) 

 𝑖𝑎𝑏𝑐(𝑡) = [𝑖𝑎(𝑡)𝑖𝑏(𝑡)𝑖𝑐(𝑡)𝑖𝑓(𝑡) 𝑖𝑘𝑑(𝑡)𝑖𝑘𝑞1(𝑡)𝑖𝑘𝑞2(𝑡)]
𝑇
 ( 2-46 ) 

 𝑖𝑑𝑞0(𝑡) = [𝑖𝑑(𝑡)𝑖𝑞(𝑡)𝑖0(𝑡)𝑖𝑓(𝑡) 𝑖𝑘𝑑(𝑡) 𝑖𝑘𝑞1(𝑡) 𝑖𝑘𝑞2(𝑡)]
𝑇 ( 2-47 ) 

 𝑅𝑎𝑏𝑐 = 𝑑𝑖𝑎𝑔[𝑅𝑎 𝑅𝑎  𝑅𝑎 0 0 0 0] ( 2-48 ) 

where 𝑣𝑎𝑏𝑐(𝑡) and 𝑣𝑑𝑞0(𝑡) are vectors of voltages in the phase domain and modal domain, 

respectively, 𝑣𝑎𝑏𝑐_0(𝑡) and 𝑣𝑑𝑞0_0(𝑡) are vectors of the equivalent voltage sources in the phase 

domain and modal domain, respectively, 𝑖𝑎𝑏𝑐(𝑡)and 𝑖𝑑𝑞0(𝑡) are vectors of currents in the phase 

domain and modal domain, 𝑅𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙_𝑎𝑏𝑐 and 𝑅𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙_𝑑𝑞0 are the resistance matrices in the 

phase domain and modal domain, respectively, (𝑃𝑎𝑟𝑘)−1 is the inverse Park transformation 

matrix, 𝑖𝑎(𝑡), 𝑖𝑏(t), 𝑎𝑛𝑑 𝑖𝑐(𝑡)  are stator currents in A,B C phase domain, 

𝑖𝑑(𝑡), 𝑖𝑞(𝑡), 𝑎𝑛𝑑 𝑖0(𝑡)  are stator currents in modal domain, 𝑖𝑓(𝑡)  is the field current, 

 𝑖𝑘𝑑(𝑡), 𝑖𝑘𝑞1(𝑡), 𝑎𝑛𝑑 𝑖𝑘𝑞2(𝑡)  are the damping currents in d axis and q axis, 

𝑣𝑎(𝑡) 𝑣𝑏(t) 𝑎𝑛𝑑 𝑣𝑐(𝑡) are stator voltages in A,B C phase domain, 𝑣𝑑(𝑡) 𝑣𝑞(t) 𝑎𝑛𝑑 𝑣0(𝑡) are 

stator voltages in modal domain, 𝑉𝑓 is the field voltage. 

(e) Calculate the currents total network with synchronous machine representation of armature 

and field windings. Based on trapezoidal rule, the voltage-current-flux relationship among 

stator winding, field winding and damper winding can be described as follows [47]: 

 ∫ 𝑣𝑑𝑞0(𝑡)𝑑𝑡
𝑡

𝑡−∆𝑡
= ∫

    𝑑𝜑(𝑡)𝑑𝑞0

𝑤𝑏𝑎𝑠𝑒𝑑𝑡

𝑡

𝑡−∆𝑡
+ ∫ 𝑤𝜑(𝑡)𝑑𝑞0𝑑𝑡

𝑡

𝑡−∆𝑡
+ ∫ 𝑖(𝑡)𝑑𝑞0

𝑡

𝑡−∆𝑡
𝑅𝑆𝐺𝑡 ( 2-49 ) 

 𝑅𝑆𝐺 = 𝑑𝑖𝑎𝑔[−𝑅𝑎 −𝑅𝑎 −𝑅𝑎 𝑅𝑓𝑑 𝑅𝑘𝑑  𝑅𝑘𝑞1 𝑅𝑘𝑞2] ( 2-50 ) 
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 𝑤 = [

0 −𝑤𝑒(𝑡) 𝑧𝑒𝑟𝑜𝑠(1,5)

𝑤𝑒(𝑡) 0 𝑧𝑒𝑟𝑜𝑠(1,5)
𝑧𝑒𝑟𝑜𝑠(5,1) 𝑧𝑒𝑟𝑜𝑠(5,1) 𝑧𝑒𝑟𝑜𝑠(5,5)

] ( 2-51 ) 

𝐿𝑆𝐺 =

[
 
 
 
 
 
 
 −(𝐿𝑓 + 𝐿𝑚𝑑)

0
0

0
−(𝐿𝑓 + 𝐿𝑚𝑞)

0

0
0
𝐿0

−𝐿𝑚𝑑 0 0
−𝐿𝑚𝑑

0
0

0
0
0

0
0
0

𝐿𝑚𝑑

0
0

𝐿𝑚𝑑

0
0

0
𝐿𝑚𝑞

0
(𝐿𝑙 + 𝐿𝑙𝑓𝑑) 𝐿𝑚𝑑 0

𝐿𝑚𝑑

0
0

(𝐿𝑙 + 𝐿𝑙𝑘𝑑)
0
0

0
(𝐿𝑙 + 𝐿𝑙𝑘𝑞1)

𝐿𝑚𝑞

0
𝐿𝑚𝑞

0
0
0

𝐿𝑚𝑞

(𝐿𝑙 + 𝐿1𝑘𝑞2)]
 
 
 
 
 
 
 

 

( 2-52 ) 

where 𝑅𝑎  is the stator resistance per phase, 𝑅𝑓𝑑  is the field resistance, 𝑅𝑘𝑑  is the damper 

resistance in d axis, 𝑅𝑘𝑞1 and 𝑅𝑘𝑞2 are the damper winding resistances in q axis, 𝑤𝑒(𝑡) is the 

electric angular speed, 𝑅𝑎  is the stator resistance, 𝐿𝑙  is the leakage inductance, 𝐿𝑚𝑑  is the 

direct-axis magnetizing inductance viewed from stator, 𝐿𝑚𝑞 is the quadrature-axis magnetizing 

inductance viewed from stator, 𝐿𝑙𝑓𝑑   𝑖𝑠 the leakage inductance, 𝐿𝑙𝑘𝑑  is the d-axis leakage 

inductance, 𝐿𝑙𝑘𝑞1 and 𝐿𝑙𝑘𝑞2 are the two q-axis leakage inductances. 

By back substitution, the following equation can be obtained [96]: 

𝑣𝑑𝑞0_0(𝑡) − 𝑣ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) = (−𝑅𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙_𝑑𝑞0 +
2

𝑤𝑏𝑎𝑠𝑒∆𝑡
𝐿𝑆𝐺 + 𝑤𝐿𝑆𝐺 + 𝑅𝑆𝑀) ∙ 𝑖𝑑𝑞0(𝑡) ( 2-53 ) 

where 𝑣ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) is the equivalent voltage sources, 𝑤𝑏𝑎𝑠𝑒 is base angular frequency. 

By gauss elimination, 𝑖𝑑𝑞0(𝑡) can be solved directly. 

(f) Update fluxes and voltages in direct and quadrature axis [45]-[47] 
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 𝑣𝑑𝑞0(𝑡) = −𝑖𝑑𝑞0(𝑡)𝑅𝑑𝑞0 +
2

∆𝑡∙𝑤𝑏𝑎𝑠𝑒
𝐿𝑆𝑀𝑖𝑑𝑞0(𝑡) + 𝑤𝐿𝑑𝑞0𝑖𝑑𝑞0(𝑡) + 𝑣ℎ𝑖𝑠𝑡(𝑡) ( 2-54 ) 

 𝜑𝑑𝑞0(𝑡) = 𝐿𝑆𝐺𝑖𝑑𝑞0(𝑡) ( 2-55 ) 

 𝜑𝑑𝑞0(𝑡) = [𝜑𝑑(𝑡) 𝜑𝑞(𝑡) 𝜑0(𝑡) 𝜑𝑓(𝑡) 𝜑𝑘𝑑(𝑡) 𝜑𝑘𝑞1(𝑡) 𝜑𝑘𝑞2(𝑡)]
𝑇 ( 2-56 ) 

where 𝜑𝑑𝑞0(t) is flux vector, 𝜑𝑑(t) , 𝜑𝑞(t) 𝑎𝑛𝑑  𝜑0(t) is d-axis, q-axis and 0-axisstator flux 

linkage, 𝜑𝑓(t) is field flux linkage, 𝜑𝑘𝑑(t) is d-axis damper flux linkage, 𝜑𝑘𝑞1(t) and 𝜑𝑘𝑞2(t) 

q-axis damper flux linkage. 

(g) Calculate electrical torques by substituting previous currents and voltages [1]. 

 𝑇𝑒(𝑡) = 𝑖𝑞(𝑡)𝜑𝑑(𝑡) − 𝑖𝑑(𝑡)𝜑𝑞(𝑡) ( 2-57 ) 

where 𝑇𝑒(t) is the electrical torque. 

 (h) Similar to RLC branch, solve the mechanical part of the synchronous machine [47].  

 𝑇𝑒(𝑡) = 𝑖𝑞(𝑡)𝜑𝑑(𝑡) − 𝑖𝑑(𝑡)𝜑𝑞(𝑡) ( 2-58 ) 

 𝑤𝑚(𝑡) =
∆𝑡

4𝐻
(𝑇𝑒(𝑡) − 𝑇𝑚(𝑡)) + 𝑤ℎ𝑖𝑠𝑡(𝑡) ( 2-59 ) 

 𝑤ℎ𝑖𝑠𝑡(𝑡) = 𝑤𝑚(𝑡 − ∆𝑡) +
∆𝑡

4𝐻
(𝑇𝑚(𝑡 − ∆𝑡) − 𝑇𝑒(𝑡 − ∆𝑡)) ( 2-60 ) 

where 𝑇𝑚(𝑡 − ∆𝑡) and 𝑇𝑒(𝑡 − ∆𝑡)is the mechanical torque and electrical torque at time 𝑡 − ∆𝑡, 

𝑤ℎ𝑖𝑠𝑡(𝑡) is the history angular speed source, 𝑤𝑚(𝑡 − ∆𝑡) is the mechanical angular speed at 

time 𝑡 − ∆𝑡, 𝐻 is inertia constant. 

(i) Update the history values and get back to step (a) to find the solution at next time step until 

the total simulation time is finished. 
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2.2.5 Excitation system 

Excitation system is to provide direct current to the field winding for a synchronous machine. 

Therefore, excitation system can control field voltage and field current, improving the control 

and protection functions of the synchronous machine. The control functions include voltage 

control, reactive power flow control, and power stability enhancement. The protective 

functions ensure the operation of synchronous machine, excitation system and other equipment 

will not exceed upper limit and lower limit.  

After evolution, excitation system can be classified into three main types based on excitation 

resources, including AC excitation system, DC excitation system and static excitation system. 

AC excitation system is using alternator to be the main excitation generator power. DC 

excitation system is using the EC generator to provide DC current. Static excitation system 

provided excitation system through transformers and rectifiers. 

To represent a wide variety of excitation systems, IEEE has standardized 12 models for 

excitation system currently in use, such as AC1A, DC1A, and AC4A. AC4A type exciter model 

is using a full-wave bridge circuit thyristor in an alternator-supplied controlled-rectifier 

excitation system. Fig. 2.1 shows the detail of AC4A system. Therefore, IEEE type AC4A 

excitation system is selected to provide direct current for the synchronous machine. 
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Fig. 2.1 IEEE AC4A exciter system [1] 

To model complete AC4A system, mathematical models can be built up step by step using 

trapezoidal rule. Detailed calculation steps from step (a) to step (g) are given as follows: 

(a) The output of initial adder is given as: 

 𝑣𝑒1(𝑡) =  𝑣𝑠(𝑡) + 𝑣𝑟𝑒𝑓(𝑡) − 𝑣𝐶(𝑡) ( 2-61 ) 

where 𝑣𝑠(𝑡) is the stable voltage obtained from PSS, 𝑣𝑟𝑒𝑓(𝑡) is the referenced voltage, 𝑣𝐶(𝑡) 

is the compensated voltage, 𝐸𝑓𝑑(0) is the initial excitation voltage, 𝐾𝑎  is the overall gain, 

𝑣𝑒1(𝑡) is the output voltage at step (a). 

(b) Limiter ensures that the output will not exceed upper bound and lower bound. The output 

of the limiter can be given as: 

 𝑣𝐼(𝑡) = {

𝑣𝐼𝑚𝑎𝑥, 𝑖𝑓 𝑣𝑒1 ≥ 𝑣𝐼𝑚𝑎𝑥

𝑣𝑒1(𝑡), 𝑖𝑓𝑣𝐼𝑚𝑖𝑛 < 𝑣𝑒1(𝑡) <  𝑣𝐼𝑚𝑎𝑥

𝑣𝐼𝑚𝑖𝑛, 𝑖𝑓 𝑣𝑒1 ≤ 𝑣𝐼𝑚𝑖𝑛

 ( 2-62 ) 

where 𝑣𝐼(t) is the limiter output, 𝑣𝐼𝑚𝑎𝑥  and 𝑣𝐼𝑚𝑖𝑛  are the upper bound and lower bound, 

respectively. 
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(c) The transient gain reduction is implemented by a PID control block. Discretized calculation 

is given as follows: 

 𝑣𝑒2(𝑡) =
(
∆𝑡

2
+𝑇𝐶)

(
∆𝑡

2
+𝑇𝐵)

𝑣𝐼(𝑡) + ℎ𝑖𝑠𝑡_𝑣𝑒2(𝑡 − ∆𝑡)  ( 2-63 ) 

 𝑤ℎ𝑖𝑠𝑡(𝑡) = 𝑤𝑚(𝑡 − ∆𝑡) +
∆𝑡

4𝐻
(𝑇𝑚(𝑡 − ∆𝑡) − 𝑇𝑒(𝑡 − ∆𝑡)) ( 2-64 ) 

where 𝑇𝐵  and 𝑇𝐶  are the transient gain reduction lead and lag time constants, respectively, 

ℎ𝑖𝑠𝑡_𝑣𝑒2(𝑡 − ∆𝑡) is the equivalent history voltage source, 𝑣𝑒2(𝑡) is the output of transient gain 

reduction. 

(d) Main regulator is implemented by a single time constant with non-windup limits. With the 

non-windup limits, the output comes off the limits as soon as input re-enters the range within 

limits. The output and input of the non-windup limit blocks are influenced each other all the 

time. But the output can not be obtained in advance. Therefore, linear prediction is required to 

discretize the non-windup limit as follows: 

 𝐸𝑓𝑑_𝑝𝑟𝑒(𝑡) = 2𝐸𝑓𝑑(𝑡 − ∆𝑡) − 𝐸𝑓𝑑(𝑡 − 2∆𝑡)  ( 2-65 ) 

where 𝐸𝑓𝑑_𝑝𝑟𝑒(𝑡)is the predicted field voltage, 𝐸𝑓𝑑(𝑡 − ∆𝑡) is the field voltage. 

The relationship between the integrator output and non-windup limit output is given as [1]: 

 𝑦(𝑡) =
𝐾𝑎𝑣𝑅(𝑡)−𝐸𝑓𝑑(𝑡)

𝑠𝑇𝑎
 ( 2-66 ) 

 𝐸𝑓𝑑(𝑡) = {

𝑣𝑅𝑚𝑖𝑛, 𝑦(𝑡) ≤ 𝑣𝑅𝑚𝑖𝑛 

𝑦(𝑡), 𝑣𝑅𝑚𝑖𝑛 < 𝑦(𝑡) < 𝑣𝑅𝑚𝑎𝑥

𝑣𝑅𝑚𝑎𝑥 − 𝐾𝑐𝑖𝑓𝑑(𝑡), 𝑣𝑅𝑚𝑎𝑥−≤ 𝑦(𝑡)
 ( 2-67 ) 
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where 𝑦(𝑡)is the output of integrator, 𝑣𝑅𝑚𝑖𝑛 and 𝑣𝑅𝑚𝑎𝑥 are voltage regulator limits, 𝑖𝑓𝑑(𝑡) is 

the field current, 𝐾𝑐 is the time constant. 

Applying trapezoidal rule and linearization, calculations for the main regulator can be 

calculated as follows: 

 𝑦(𝑡) =
𝐾𝑎∆𝑡

2𝑇𝑎
𝑣𝑅(𝑡) −

∆𝑡

2𝑇𝑎
𝐸𝑓𝑑_𝑝𝑟𝑒(𝑡) + ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) ( 2-68 ) 

 ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) =
𝐾𝑎∆𝑡

2𝑇𝑎
𝑣𝑅(𝑡 − ∆𝑡) −

∆𝑡

2𝑇𝑎
𝐸𝑓𝑑(𝑡 − ∆𝑡) + 𝑦(𝑡 − ∆𝑡) ( 2-69 ) 

where,  𝐾𝑎 and 𝑇𝑎 are the gain and time constant for the main regulator. 

2.2.6 Governor and prime mover system 

The prime sources of electrical energy are normally derived from kinetic energy and thermal 

energy. Prime mover converts these sources of energy into mechanical energy, which is 

converted into electrical energy by a synchronous machine. Prime mover can provide 

controlling frequency and power, including low-frequency control and automatic generation 

control. 

A variety of prime movers can be seen in power system networks, such as hydraulic turbine 

and steam turbine. Steam turbine, as one of the most common prime movers, converted high 

temperature and high pressure into rotating energy. Therefore, a steam turbine in Fig. 2.2 is 

selected to provide mechanical torque for synchronous machine [1]. 

  Similar to the excitation system, the modelling of a governor could be solved correspondingly 

from step (a) to step (g). 

 



51 

 

ωpu 1

s 
ωref

+
   -

1/droop -
+

+
   -

KT

1

s 
+
  - KCH

Lset

Tm

Steam governor Non-reheat turbine
 

Fig. 2.2 Steam governor and non-reheat turbine [1] 

(a) The first step is to calculate the Delta speed: 

 𝑤1(𝑡) = 𝑤𝑝𝑢(𝑡) − 𝑤_𝑟𝑒𝑓 ( 2-70 ) 

where 𝑤1(𝑡) is delta speed, 𝑤_𝑟𝑒𝑓 is referenced speed, 𝑤𝑝𝑢(𝑡) is the input per unit velocity. 

(b) The gain of droop can be given by a multiplier: 

 𝑤2(𝑡) =
𝑤1(𝑡)

100𝑑𝑟𝑜𝑜𝑝
 ( 2-71 ) 

where 𝑣2(𝑡) is droop speed, 𝑑𝑟𝑜𝑜𝑝 is percentage droop 

(c) The delta load setpoint can be given by a subtracter: 

 𝑤3(𝑡) = 𝐿𝑠𝑒𝑡 − 𝑤2(𝑡)  ( 2-72 ) 

where 𝐿𝑠𝑒𝑡 is the constant load setpoint, 𝑤3(𝑡) is the delta load setpoint 

(d) The prime mover output is implemented based on negative feedback and integrator. 

Applying trapezoidal rule, delta y can be obtained using the following equations: 

 𝐷𝑒𝑙𝑡𝑎𝑦(𝑡) =
𝐾𝑇∆𝑡

𝐾𝑇∆𝑡+2
𝑤3(𝑡) + 𝐷𝑒𝑙𝑡𝑎𝑦_ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) ( 2-73 ) 

 𝐷𝑒𝑙𝑡𝑎𝑦_ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) =
𝐾𝑇∆𝑡

𝐾𝑇∆𝑡+2
𝑤3(𝑡 − ∆𝑡) −

𝐾𝑇∆𝑡−2

𝐾𝑇∆𝑡+2
𝐷𝑒𝑙𝑡𝑎𝑦(𝑡 − ∆𝑡)  ( 2-74 ) 



52 

 

 𝐾𝑇 =
1

𝑇𝑇
  ( 2-75 ) 

where 𝐷𝑒𝑙𝑡𝑎𝑦(𝑡) is the output of prime mover,𝐷𝑒𝑙𝑡𝑎𝑦_ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) is the equivalent history 

current source, 𝐾𝑇 is the time gain, 𝑇𝑇 is the time constant of governor 

(e) Similar to step (d), the modelling of a non-reheat turbine can be established as follows: 

 𝑇𝑚(𝑡) =
𝐾𝐶𝐻∆𝑡

𝐾𝐶𝐻∆𝑡+2
𝐷𝑒𝑙𝑡𝑎𝑦(𝑡) + 𝑇𝑚_ℎ𝑖𝑠𝑡(𝑡)   ( 2-76 ) 

 𝑇𝑚_ℎ𝑖𝑠𝑡(𝑡) =
𝐾𝐶𝐻∆𝑡

𝐾𝐶𝐻∆𝑡+2
𝐷𝑒𝑙𝑡𝑎𝑦(𝑡 − ∆𝑡) −

𝐾𝐶𝐻∆𝑡−2

𝐾𝐶𝐻∆𝑡+2
𝑇𝑚(𝑡 − ∆𝑡)   ( 2-77 ) 

 𝐾𝐶𝐻 =
1

𝑇𝐶𝐻
  ( 2-78 ) 

where 𝑇𝑚(𝑡) is the mechanical torque,𝑇𝑚_ℎ𝑖𝑠𝑡(𝑡) is the equivalent history current source, 𝐾𝐶𝐻 

is the gain for non-reheat turbine, 𝑇𝐶𝐻 is the time constant of main inlet volumes and steam 

chest. 

 

2.2.7 Power system stabilizer 

The function of a power system stabilizer (PSS) is to add damping to the rotor oscillations. 

This is by controlling its excitation using auxiliary stabilizing signal. For the purpose of 

introducing damping torque component, the deviation of the generator speed is used to control 

the excitation system for the generator. A generic PSS model [1] is given in Fig. 2.3. The 

complete modelling can be obtained by following calculation steps using trapezoidal rule: 
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Fig. 2.3 Power system stabilizer  

 

(a) A sensor is implemented by low pass filter block. The relationship between the output and 

input can be discretized as follows: 

 𝑣2(𝑡) =
∆𝑡

2
∆𝑡

2
+𝑇𝑆

𝑣1(𝑡) + ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) ( 2-79 ) 

 ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) =
∆𝑡

2
∆𝑡

2
+𝑇𝑆

𝑣1(𝑡 − ∆𝑡) −
∆𝑡

2
−𝑇𝑆

∆𝑡

2
+𝑇𝑆

𝑣2(𝑡 − ∆𝑡) ( 2-80 ) 

where 𝑣1(𝑡) is the deviation generator speed,𝑣2(𝑡) is the sensor output, 𝑇𝑆 is the time constant. 

(b) The gain block can be obtained by a multiplier. 

 𝑣3(𝑡) = 𝐾𝑣2(𝑡) ( 2-81 ) 

 

where 𝐾 is the overall gain,𝑣3(𝑡) is the gain block output. 

(c) The wash-out block is a high pass filter, which can be obtained as follows: 

 𝑣4(𝑡) =
𝑇𝑤

∆𝑡

2
+𝑇𝑤

𝑣3(𝑡) + 𝑣4_ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡)  ( 2-82 ) 

 𝑣4_ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) =
−

∆𝑡

2
+𝑇𝑤

∆𝑡

2
+𝑇𝑤

𝑣4(𝑡 − ∆𝑡) −
𝑇𝑤

∆𝑡

2
+𝑇𝑤

𝑣3(𝑡 − ∆𝑡) ( 2-83 ) 
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where 𝑇𝑤 is the time constraint for wash-out,𝑣4(𝑡) is the wash-out output, 𝑣4_ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) is 

the equivalent history source. 

(d) The phase compensation consists of two lead-lag blocks. The first block can be discretized 

as: 

 ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) =
(
∆𝑡

2
−𝑇1𝑛)

(
∆𝑡

2
+𝑇1𝑑)

𝑣4(𝑡 − ∆𝑡) −
(
∆𝑡

2
−𝑇1𝑑)

(
∆𝑡

2
+𝑇1𝑑)

𝑣5(𝑡 − ∆𝑡) ( 2-84 ) 

 𝑣5(𝑡) =
(
∆𝑡

2
+𝑇1𝑛)

(
∆𝑡

2
+𝑇1𝑑)

𝑣4(𝑡) + ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡)  ( 2-85 ) 

where 𝑇1𝑛  and 𝑇1𝑑 is the time constant for lead-lag block, 𝑣5(𝑡)  is the lead-lag output, 

𝑣5_ℎ𝑖𝑠𝑡(𝑡 − ∆𝑡) is the equivalent history source. 

(e) The final limiter can keep the PSS output within limits. The limiter can calculation is given 

as: 

 𝑣𝑠(𝑡) = {

𝑣𝑆𝑚𝑎𝑥 , 𝑖𝑓 𝑣6(𝑡) ≥  𝑣𝑆𝑚𝑎𝑥

𝑣6, 𝑖𝑓𝑣𝑆𝑚𝑖𝑛 < 𝑣6(𝑡) <  𝑣𝑆𝑚𝑎𝑥

𝑣𝑆𝑚𝑖𝑛, 𝑖𝑓 𝑣6(𝑡) ≤  𝑣𝑆𝑚𝑖𝑛

  ( 2-86 ) 

where 𝑣𝐼𝑚𝑎𝑥  and 𝑣𝐼𝑚𝑎𝑥 are the limits,𝑣s(𝑡) is the stable voltage output, 𝑣6(𝑡) is the phase 

compensation block output. 

2.2.8 Circuit breaker 

The circuit breaker is modelled as a time-controlled resistor [47]. When the circuit breaker is 

closed, it is represented by the closed resistance 𝑅𝑜𝑓𝑓. When the circuit breaker is open, it is 

represented by the open resistance 𝑅𝑜𝑛. The calculation of circuit breaker is given as follows: 
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 𝑅𝐶𝐵(𝑡) = {
𝑅𝑜𝑛, 𝑖𝑓 𝑡𝑜𝑛

𝑠𝑡𝑎𝑟𝑡 ≤   𝑡 ≤ 𝑡𝑜𝑛
𝑒𝑛𝑑

𝑅𝑜𝑓𝑓 , 𝑒𝑙𝑠𝑒
  ( 2-87 ) 

where 𝑅𝐶𝐵(𝑡) is the circuit breaker resistance at time t, 𝑡𝑜𝑛
𝑠𝑡𝑎𝑟𝑡 and 𝑡𝑜𝑛

𝑒𝑛𝑑  are the closing start 

time and closing end time respectively. 
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2.3 Single-Precision, Double-Precision and Mixed-Precision 

Algorithm 

2.3.1 Single-Precision and Double-Precision Comparison 

To achieve high accuracy, major off-line software, such as MATLAB, uses Double-Precision 

Floating-Point value to implement multiples calculations. The main challenge for real-time 

hardware is to achieve all calculations in hardware-in-loop structure within a small time step. 

Therefore, the first choice for FPGA is usually Single-Precision Floating-Point value to finish 

fast calculations on most occasions. However, it is possible that Single-Precision can reduce 

accuracy on complex conversion. It is necessary to analyse and assess the difference between 

Single-Precision and Double-Precision Floating-Point value in detail. Fig. 2.4 gives the 

comparison between single-precision floating format and double-precision format. 

Seen from Fig. 2.4, Single-Precision format allocates 1 bit for sign, 8 bits for exponent and 23 

bits for fraction. By contrast, Double-Precision includes 1 bit for sign, 11 bits for exponent and 

23 bits for fraction. When storing the same value in Single-Precision for memory, more 

mantissa will be abandoned than Double-Precision. This is for the purpose of using half 

memory space, which comes along with slightly accuracy reduction. This relative error is 

possible to accumulate after repetitive and complex calculation times. 
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Fig. 2.4 Double-precision and Single-precision format comparison 

x

...
2x

3x nx

Single-precision value

Relative error compared 

with Double-precision

x0

sin(x) sin(2x)

sin(3x)

sin(nx)

 

Fig. 2.5 Relative error accumulation in sine wave function between double-precision 

and single-precision format 
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In order to analyse this accumulation error more explicit, a fixed step addition with increment 

𝑥 , sine function 𝑠𝑖𝑛 (𝑛𝑥)  and cos function 𝑐𝑜𝑠 (𝑛𝑥) is involved. 𝑥  is a constant, equal to 

0.1884. For graphical comparison, Fig. 2.5 illustrates the relative error of sine-wave function 

and fixed step addition. It can be observed that, the relative error between Single-Precision and 

Double-Precision can vary from the point position. The relative error at different input level is 

oscillated at various numerical range and sign. Especially in large-scale control system, the 

influence is unpredictable. This makes it more difficult to insert correction feedback section 

especially for long-duration simulation. This relative error of single value is uncertain and can 

not be eliminated by prediction. In particular, the potential influence in the phase angle will be 

more apparent for a variable-step sine wave function. 

Apart from single relative error, it is essential to exploit this error changes after multiples of 

accumulation. Table 2.3 gives the relative error for a fixed step addition 𝑛𝑥, sine function 

𝑠𝑖𝑛 (𝑛𝑥) and cos function 𝑐𝑜𝑠 (𝑛𝑥), where iteration time 𝑛 vary from 1 to 100000. Seen from 

Table 2.3, the relative errors are quite small in the initial steps until 1000 steps. This can 

demonstrate single-precision format is available to be the main format choice for most 

scenarios in short-duration simulation. However, when it comes to 10000 steps, there is a clear 

error in adder output, sin wave function output and cos wave function as well. This is because 

some essential bits are released for limited 32 bits bandwidth as simulation time goes on. And 

the phase shift problem is clearer and more apparent at step 100000. With time step of 50 

microsecond, this error can damage amplitude and phase shift for long-duration calculation to 

the amplitude of second. 
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Table 2.3 Summary of the comparison between addition, sine function and cos function 

𝑛 1 100 1000 10000 100000 

𝑛𝑥 -5.22E-10 2.44E-06 9.59E-06 -0.0082 -1.9243 

𝑠𝑖𝑛 (𝑛𝑥) -5.21E-10 -7.53E-07 9.59E-06 -0.0082 -0.9382 

𝑐𝑜𝑠 (𝑛𝑥) 9.83E-12 -2.32E-06 -4.60E-11 -3.34E-05 -1.3462 

    

Therefore, how to make the accuracy benefits double-precision formats to insert in a limited 

memory ranges consisting of single-precision format is a main problem to be addressed. In this 

paper, a Mixed-precision calculation structure is proposed to combine various types of power 

system components in a limited memory space with high-performance speed. 

2.3.2 Mixed-Precision Algorithm 

To maintain the advantages of Single-Precision and Double-Precision, Fig. 2.6 illustrates the 

details large-scale electromagnetic transient system of hybrid single-precision and double-

precision in FPGA. In addition, double-precision format is selected for the synchronous 

machine, excitation system and prime mover system owing to Park’s transformation. By 

contrast, single-precision format is applied for transformer, RLC branch and transmission line 

owing to their linearity. 

  And double-to-single and single-to-double block has linked the bridge between linear and 

non-linear system. This interface can deal with bidirectional dataflow between different 

arithmetic operation systems reasonably. Thus, the overall simplified mixed-precision system 

is finally obtained.  
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The proposed structure has reduced the heavy burden of resource utilization for complete 

double-precision system as well as emerging mixed arithmetic technology. Therefore, the 

dynamic characteristics of non-linear components and linear components can be combined with 

each other in a simplified method even from different numerical systems. 
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Fig. 2.6 Mixed-Precision EMTP system framework composed of linear and non-linear 

components 
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Fig. 2.7 Simulation algorithm for hybrid double-precision and single-precision floating 

point 
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In order to exploit the architecture including three types of components as well as conversion 

among various types of numbers, the hybrid solution algorithm ought to be analysed. Fig. 2.7 

provided an advanced solution for handling mixed-precision EMTP system, which can be 

divided into five steps as follows: 

• The initial step is to initialize relevant values, for example, calculation index and time 

step should be set as 0 and 50 us respectively. 

• In addition, the second step is to establish equivalent history voltage source models for 

linear transmission lines, transformers and RLC branches based on classic 

electromagnetic transient models. 

• And the following step is to determine the equivalent terminal voltage at present for 

each partial non-linear synchronous machine model based on node voltage solution. 

Therefore, the large-scale system can be simplified to several decoupling partial sub-

system to reduce simulation complexity.  

• Next, the third step is to give those local synchronous machine models present 

parameters under steady-state or oscillated-state initial condition. Capturing reasonable 

angular speed and field voltage by using prediction system is the essential task in this 

step. If the predicted values are far away from the typical limit range, move to next 

iteration until the limit is reached. 

• And the fourth step is to obtain the single-precision terminal voltage from each local 

governor by double-to-single conversion block. In addition, this voltage ought to be 

provided to the linear network system, so that other parameters of the total original 

network can be finally simulated. For the next simulation step, store the present 

parameters in the memory space as history data until total simulation time is finished. 
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2.4 Case Study 

All the case studies are implemented using single Virtex6 ML605 FPGA board as shown in 

Fig. 2.8. This board has been equipped with 768 Digital Signal Processors (DSPs), 416 RAMs, 

301440 registers and 150720 Look-Up Tables (LUTs) [97]. A LUT is the basic building block 

of an FPGA and is capable of implementing any logic function of Boolean variables. A DSP 

slice is a digital signal processing logic element to perform different arithmetic operations on 

FPGA [98]. 100MHz system clock is selected to control main module and sub-modules in 

FPGA board. All the calculations are using Intellectual Property Cores (IP Cores). The 

simulation step for EMT programs is 50 μs. 

 

Fig. 2.8 Virtex6 ML605 FPGA board 

 

IP Core is a reusable HDL component for FPGA, allowing users integrate complete 

implementations using design tools [99]-[100]. The Xilinx Floating-Point Core provides 

designers with the means to perform Floating-Point arithmetic on FPGA devices, such as 
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addition and multiplication [98] - [101]. Operation, length, latency and interface can be 

customized. The Xilinx Block Memory Generator Core provides high-performance memories 

at up to 450 MHz [101]. Operation mode, data width, memory depth, initialization can be 

optimized. Table 2.4 summarizes the key features of Floating-Point Core and Block Memory 

Generator. 

Table 2.4 Summary of Floating-Point Core and Block Memory Generator. 

IP COREs Floating-Point Core Block Memory Generator 

Functionality Calculations Memories 

Supported operators  
Multiply, add, multiply, 

divide, square-root and etc. 

Dual-Port RAM, Single-Port ROM 

and etc. 

Arithmetic 
IEEE-754 Standard 

Floating-Point 

IEEE-754 Standard Floating-Point, 

binary, hexadecimal and etc. 

Customizations  

Latency, speed, word 

length and etc. 

Data width, memory depth, 

initialization, operating mode and etc. 

 

2.4.1 Hardware validation 

In this thesis, hardware performance is validated in three aspects, including resource utilization, 

accuracy and timing: 

• Resource utilization: Resource utilization is to estimate occupied resources on single 

ML605 FPGA board. The size of a network that can be simulated with an acceptable 

time step depends on the available FPGA resources [88]. Fig. 2.9 presents that device 

utilization summary will be displayed in the form of Place and Route report 

immediately after generating bitstream file  [102]. Lower resource utilization means 

that less hardware is required to do larger and more complex power system simulations. 

Therefore, all the resource utilization percentage, such as Look-up Table (LUT), 
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registers and DSP, should be less than 100% to avoid overused resources. Otherwise, 

the bitstream file, executable program, could not be generated if resources such as LUT, 

registers and DSP are overused. 

 

Fig. 2.9 The Place and Route Report 

 

 

 

• Accuracy: According to existing researches, real-time digital simulator results were 

verified for accuracy by simulating the same system in off-line software, such as EMTP, 

ATP and MATLAB [103] - [105]. In this thesis, accuracy is compared with a referenced 

off-line simulation benchmark in MATLAB 2018b in windows 64bits system. The 

simulation step is 50 us in both MATLAB and FPGA. The simulation results in FPGA 

are obtained in binary format from Chipscope tool [106], which allows insert logic 
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analyzer, system analyzer, and virtual I/O low-profile software cores to view any 

internal signal. Then these data can be converted from binary to double floating-point 

in MATLAB. Using graphical functions in MATLAB, the results obtained from FPGA 

can be compared with outputs obtained from MATLAB.  

 

• Timing schedule to ensure real-time implementation: Timing schedule is to analyse the 

total time schedule so as to determine whether the FPGA based EMT model is 

implementable for the chosen simulation time step t (typically 50 s or smaller). 

Implementable means execution time should be smaller than the chosen simulation time 

step. Simulation starts immediately once the download is finished. If the first simulation 

loop cannot be finished in this time step, timing errors will be displayed at failed timing 

constraint [88]. Once timing errors in Fig. 2.10 occur, bitstream file actually cannot be 

generated and downloaded in FPGA. In other words, to enable real-time processing, 

the execution time should be smaller than the chosen simulation time step, say 50 μs. 

 

Fig. 2.10 Timing errors 

 

In summary, in order to ensure real-time implementation, resource utilization and timing 

constraints should be operated within reasonable limits. In order words, bitstream file can not 

be generated when overused resources or failed timing constraints occur.  
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The following case studies are all focused on modelling transmission systems, including a 5-

bus linear network, synchronous machine and 11-bus 4-machines network. Considering the 

impact of accuracy, it has been found that a single phase to ground fault (asymmetrical fault) 

is more influential than a three-phase to ground fault (symmetrical fault) [24], and based on 

this consideration,  a single-phase grounding fault is chosen to demonstrate the significance in 

5-bus linear network, synchronous machine and 11-bus 4-machines network, while a three-

phase grounding fault is also modelled to enhance the effectiveness on 11-bus 4-machines 

network.  

 

2.4.2 4-bus linear network 

To compare the effect of Single-Precision and Double-Precision on non-rotating components, 

a hypothetical 4-bus network is proposed in Fig. 2.11. This case study is to simulate the 

transmission system with two sub transmission networks and the transformer (TF1) transform 

is connected between the two sub transmission systems of different voltage levels. The left sub 

transmission network consists of bus 1-2. RL branch (R1 and L1) represents simplified 

overhead lines and S1 represents an ideal voltage source, representing an infinite-bus of the 

power grid, The right-side sub transmission network consists of bus 3-4. TL1 represents a 

transmission line using a traveling wave model and S2 represents an ideal voltage source, 

representing another infinite-bus of the power grid. In order to exploit further transient 

behaviours, a single-phase phase grounding fault is applied at bus 3 from 11.5s to 12.5s. For 

the purpose of observing long-duration accumulation, simulation time and time step are 20s 



68 

 

and 50𝜇𝑠, respecetively. To compare accuracy, full Double-Precision and Single-Precision is 

applied for whole network.  

S1 S2

1 2 3 4

R1 L1 TF1 TL1

Single-phase grounding 

fault at bus 3  

Fig. 2.11 Simulation topology of 4-bus network 

shows the absolute error comparison of branch current and voltage between SIMULINK and 

FPGA in respectively. Seen from Fig. 2.12, it demonstrates that the absolute error of double-

precision format network model is limited in a range, while that error for single-precision is 

increasing along with simulation time. For 4-bus system, Single-Precision and Double-

Precision can both reduce relative error to less than 1%. The error increment is caused by the 

lack of data bandwidth. This also verifies that Double-Precision can avoid numerical error to 

the most degree for long-duration simulation.  

Table 2.5 provides the detailed resource utilization for 4-bus network using Single-Precision 

and Double-Precision. Compared with Single-Precision scheme, Double-Precision scheme cost 

more 10% Registers and 7% LUTs. In particular, Double-Precision also utilizes 23% DSP 

exclusively. This resource utilization comparison also proves that the accuracy improvement 

of Double Precision is a treat-off in exchange of nearly one-time resource of using Single-

Precision. Lower resource utilization means more components can be further involved in real-

time simulation. Therefore, Single-Precision algorithm is more scalable by saving more 

resources. 
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This is mainly because that the amplitude for abandoned bits is expanding during accumulation. 

And this also verifies the double-precision data can improve accuracy by avoiding most of 

accumulation error especially for long-duration simulation. 

As the rotating process is not including in this model, the accumulation error is single-direction 

influencing other components, which can not give any feedback for voltage source. Therefore, 

single-precision format accuracy is still acceptable for this model. Besides, considering the 

Double-Precision model occupies nearly twice resources for Single-Precision model, Single-

Precision format is still recommended for non-rotating components in EMTP system. 

Table 2.5 Resource Comparison on A 4-bus Electric Network without SGs 

 Registers LUTs Memory DSP 

Full Single-Precision 13% 23% 1% 0% 

Full Double-Precision 23% 30% 0% 23% 

 

 

(a) Long-duration comparison 

 

(b) Short-duration comparison 
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(c) Absolute error comparison 

Fig. 2.12 Simulation results of currents of a 4-bus system. (a) Long-duration comparison 

(b) Short-duration comparison (c) Absolute error comparison 

 

 

 

2.4.3 Synchronous Machine 

To analyse the effect of precision on rotating procedure, a hypothetical topology is presented 

for staring-up synchronous machine in Fig. 2.13. S1 represents an ideal voltage source, 

representing an infinite-bus of the power grid. Circuit breaker CB1 is closed at time 0, 

connecting the synchronous machine G1 to the power grid. This case study is to simulate 

starting-up procedure of synchronous machine. For exploring precision effect, four schemes, 

including Single-Precision, Single-Precision with iteration, Mixed-Precision, and Double-

Precision, are proposed as follows:  

• Single-precision synchronous machine model: All the floating-point matrix and vectors 

are stored and calculated in single-precision format. 

• Single-precision synchronous machine model with iteration: An iteration steps is 

added, in which field voltage and angular speed in first calculation step is reset as the 
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prediction values for the second calculation step at the same time step compared with 

model (1). 

• Mixed-precision synchronous machine model: Electric angle update block is simulated 

in double-precision format. And the input data flow and output data flow are 

transferring by double-to-single and single-to-double interface to other single-precision 

blocks compared with model (1). 

• Double-precision synchronous machine model: All the floating-point matrix and 

vectors are stored and calculated in double-precision format. 

The simulation time duration and time step are 20 s and 50 us, respectively. A single-phase 

grounding fault is applied at node 2 from 12s to 13s.  Fig. 2.14 shows the d axis voltage, d axis 

current, electric torque and mechanical torque comparison and absolute error of synchronous 

machines models of 4 types, in which MATLAB SIMULINK model is selected as the reference 

standard model. Table 2.6 gives the resource utilization comparison using different schemes. 

AC4A 

EXS
PSS

governor

SG1

  wm
Vs

wm

Tm

Ifd,Vt

vf
S1

1 2

G1

Single-phase grounding 

fault at bus 2
 

Fig. 2.13 Synchronous machine with AC4A excitation system, PSS and governor system 
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(a) D axis voltage comparison 

 

(b) D axis voltage absolute error comparison 
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(c) Electric torque comparison 

 

(d) Electric torque absolute error comparison 
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(e) Mechanical torque comparison 

 

(f) Mechanical torque absolute error comparison 

Fig. 2.14 4 types of synchronous machine simulation results 
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Table 2.6 Simulation resource utilization of synchronous machine models of 4 types in ML605 

For start-up procedure from 0s to 8s, there is a phase angle problem appearing in the Single-

precision, Single-Precision with iteration and Mixed Precision synchronous machine models. 

Only Double-Precision can match with referenced SIMULINK model with less than 2% 

relative error. And this due to the half bandwidth of single-precision format. As electric angle 

and other elements are based on the accumulation, the relative error will increase gradually as 

data becomes massive. This will cause divergence for swing equation and Park’s 

transformation. The error in start-up process is not able to be eliminated periodically by local 

high Double-Precision. 

For single-phase fault from 12s to 13s, Mixed Precision can eliminate local error to less than 

5% for the synchronous machine. Although the Mixed–Precision scheme can not perform the 

same high accuracy as the Double Precision for whole simulation period, it still has the 

potential to provide relatively high accuracy. 

Seen from Table 2.6, with the best accuracy, Double Precision scheme still uses nearly twice 

resources than Single-Precision scheme. Especially, Double-Precision requires 48% DSP 

resources. Mixed Precision only consumes 1% register than Single-Precision to eliminate local 

errors to less than 7%.  

 

 

2.4.4 11-bus 4-machines network 

To verify the application of the Mixed-Precision in network, Double-Precision and Single-

Precision ，  respectively, are applied to synchronous machine and other non-rotating 
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components. For accuracy comparison, Kundur’s 11-bus system given in Fig. 2.15 is 

implemented by Mixed-Precision and Double-Precision respectively. A single-phase 

grounding fault is applied at bus 7 from 1s to 1.1s. Fig. 2.17 shows the detailed results and 

absolute error comparisons of electric torque, mechanical torque and current.  Fig. 2.16 shows 

the detailed time schedule for Mixed-Precision Algorithm. Table 2.7 gives the resource 

utilization comparison.  

1 5

TF1

311

TF3
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G2

G3

G4
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7 8 9
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42

TF4TF2
C7 C9

TL56 TL67 TL910 TL1011

TL78a

TL78b

TL89a

TL89b

Load7 Load9

Single-phase grounding fault at bus 7
 

Fig. 2.15 4-machine 11-bus test system 

 

Synchronous mahchine
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Fig. 2.16 Time schedule of Mixed-Precision structure 
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Table 2.7 Resource Comparison of Kundur’s System Case Study 

 Registers LUTs Memory DSP 

Mixed-Precision  29% 60% 6% 78% 

Full Double-Precision 35% 87% 9% 93% 

 

 

(a) Long-duration d axis current 

 

(b) Short-duration d axis current 

 

(c) Short-duration electric torque 
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(d) Short-duration mechanical torque 

Fig. 2.17 Results of synchronous machine G1 in Double-Precision and Mixed-Precision 

when applying single-phase grounding fault 

 

It can be seen from Fig. 2.17 that the relative error of electric torque, currents and mechanical 

torque can be maintained less than 5% and 2% respectively. Both of Mixed-Precision and 

Double-Precision can implement highly accurate transient behaviors for 11-bus network. 

Within Mixed Precision Scheme, the Park-Transform rotating dynamics and control actions of 

synchronous machine is totally maintained by local Double-Precision. In addition, the external 

network change is only acting as single-direction feedback for synchronous machine, and will 

not influence the internal Park Transform. 

Except for the data conversion between Single-Precision and Double Precision, the time 

schedule of Single-Precision and Double-Precision is nearly the same as the Mixed-Precision 

algorithm. Fig. 2.16 demonstrates the total simulation time for Mixed-Precision structure. The 

total calculation only costs 25.4 μs at simulation time step 50 μs. Therefore, further Single-

Precision and Double-Precision calculation blocks are still allowed at available time slots.  
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Seen from Table 2.7, it is observed that Mixed precision can save 27% LUT and 15% DSP 

than fully Double-Precision scheme. Mixed-Precision algorithm is more scalable by saving 

more resources. For the same board, using Mixed Precision can implement larger system than 

Double-Precision. This resource-saving advantage make Mixed-Precision algorithm can easily 

adjust to different FPGA boards with highly portability and flexibility.  

Single-phase grounding fault causes unbalanced voltage drop at each phase, while three-phase 

grounding fault is symmetrical. To demonstrate the simulation capability, a three-phase 

grounding fault is also applied at bus 7 from 1s to 1.1s in 11-bus 4-machines network. Fig. 2.18 

presents the simulation result for G1 when applying three-phase grounding fault. 

 

(a) Long-duration d axis current 

 

(b) Short-duration d axis current 
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(c) Short-duration electric torque 

 

(d) Short-duration mechanical torque 

Fig. 2.18 Results of synchronous machine G1 in Double-Precision and Mixed-Precision 

when applying three-phase grounding fault 

 

As illustrated, the relative error of electric torque, currents and mechanical torque can be 

maintained less than 5% and 3% using Mixed-Precision and Double-Precision, respectively. 

When a three-phase grounding fault occurs, these two algorithms can still match the referenced 

model in MATLAB. It can be demonstrated that the proposed mathematical models, such as 

synchronous machine and RLC branch, can well represent the dynamic behaviors under 

symmetric and asymmetric faults of EMT events.  
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To trigger higher frequency transients [24], the standard deviation is used to measure the 

variation of electric torque. In the referenced model, standard deviations of electric torque are 

0.3318 and 0.0892, respectively where the impact of the single-grounding fault is much more 

significant that of the three-phase grounding fault.  This is a solid evidence why single-phase 

grounding fault is more preferable for EMT simulation than three-phase grounding fault. 
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2.5 Conclusion 

This chapter has demonstrated the difference between Single-Precision and Double-Precision 

for FPGA solver. To maintain the benefits of fast-speed and high accuracy, a Mixed-Precision 

algorithm is built up for solving large system. To verify the effectiveness and advantages of 

Single-Precision, Double-Precision and Mixed-Precision, linear component, non-linear 

component and integrated system simulation are both simulated. By theoretical analysis and 

simulation results, the following conclusions can be given: 

• The dynamic transient behaviors can be well represented by developed mathematical 

models, such as synchronous machine and RLC branch, when symmetrical and 

unsymmetrical EMT event occurs. 

• For linear components, Single-Precision and Double-Precision can achieve high 

accuracy for linear non-rotating components. 

• For non-linear rotating components, only Double-Precision can achieve the best 

accuracy for both start-up and transient state. By utilizing twice resources than Single-

precision and Single-Precision with iteration, the original phase shift error of can be 

eliminated. 

• For local fault analysis, Mixed-Precision scheme is the most resource-saving scheme 

to reduce local error to less than 5%. This method has high portability to apply both 

single machine model and system level model on different boards. 
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CHAPTER 3 FOUR INITIALIZATION MEHODS FOR 

FPGA-BASED EMT SIMULATION 

 

This chapter firstly introduces the motivation for fast initialization for FPGA-based EMTs in 

Section 3.1. Section 3.2 introduces key issues for initialization, including model type, memory 

unit and initialization sequence. For generic programming, Section 3.3 provides the 

programming codes for different initialization methods, including physical interface (Method 

1), signal declaration (Method 2), signal assignment (Method 3), COE file. Section 3.4 gives 

the theoretical comparison in schematic and time schedule, providing ahead-of-time 

evaluation. Section 3.5 develops implementation structure and algorithm for processing 

Method 4 efficiently. In Section 3.6, device-level and system-level case studies are both 

provided to verify the effectiveness of initialization and compare initialization performance. In 

Section 3.7, the conclusions for FPGA-based initialization are summarized for this chapter.  

3.1 Motivation 

There are four main reasons for FPGA-based initialization: 

• For the purpose of high accuracy, uninitialized solution will accumulate uncertain error 

at hardware environment. Numerical error is easy to accumulate from zero-time point 

to initialization point, which will influence further calculation, such as fault applied 

point. This error is random, and unable to be eliminated periodically. This will 

introduce uncertainties on amplitudes and phases in global system, such as currents and 

voltages. Fig. 3.1 details accumulated error of non-initialization. Furthermore, this 
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problem will accelerate with the increase in system scale and simulation time, which is 

essential for large systems. 

 

Fig. 3.1 Random error of non-initialized calculation 

• For FPGA processing, non-optimized initialization programming can bring the problem 

of timing constraint failure and overused resources. This is because FPGA can use 

global resources to adapt to bad design in small systems but unable to expand non-

optimized design for lager systems. But bad design has low portability and unable to 

expand for larger scale system. Besides, FPGA design is facing timing constraint, 

resource utilization and accuracy at the same time. This will make this problem even 

more complicated. This problem will only occur until system reaches the certain level. 

The FPGA optimization is always facing the problem of managing timing constraint 

and routing at the same time. Unreasonable initialization is able to ruin original design 

and structure, making program unable to implement.   

• The third reason is to make initialization simple and easy to use for beginners. And 

system scalability and accuracy will not be impacted by the involvement of 

initialization. 
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• The fourth reason is to verify whether signal declaration and signal assignment are still 

effective for initializing large systems. For initializing single signal, signal declaration 

and signal assignment are easy to implement. However, EMT initialization for a 

network, i.e., the 11-bus network, normally consists of massive data. The EMT 

initialization still remains uncertain whether signal declaration and signal assignment 

are achievable for large systems, and hence it is necessary to find alternative 

initialization methods. 

Therefore, this Chapter proposes four different initialization methods to give a direct graphical 

and numerical comparison. This chapter mains solving following problems:  

• Whether device or system is worth to be initialized?  

• Even using different initialization methods, is the same performance for scalability?  

• Which method is the best for further FPGA programs? 
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3.2 Key Issues of Initialization Models 

3.2.1 Initialization model type 

To update instantaneous values, history values are required to formulate the history vectors in 

different solutions. Take nodal solution as an example, history current source vector is required 

to update present voltages as given in Chapter 2. Therefore, history values are essential memory 

units for providing initial operation point for initialization. 

According to the interactive relationship with current values and history values, the 

initialization of EMT models can be classified into three different types: current type, history 

point type, and history delay type.  

For the present type, initialization is not required. Because this type is calculated by present 

value directly instead of history values. A variety of present type components include resistance 

branch and proportion in control system. The exact relationship is given as following: 

 𝑖𝑅(𝑡) = 𝑘1𝑣𝑅(𝑡) ( 3-1 ) 

where  𝑖𝑅(𝑡)and 𝑣𝑅(𝑡) is the present output and input, 𝑘1is the constant parameter. 

For the history point type, only history values at last time step are necessary for initialization 

memory. Components of this kind consist of transformer, synchronous machines and PID 

control systems, in which values at last time point is able to decide future initialization at next 

point given as follows: 

 𝑖𝑃𝐼𝐷(𝑡) = 𝑘2𝑣𝑃𝐼𝐷(𝑡) + 𝑘3𝑣𝑃𝐼𝐷(𝑡 − 𝛥𝑡) + 𝑘4𝑖𝑃𝐼𝐷(𝑡 − 𝛥𝑡) ( 3-2 ) 
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where  𝑖𝑅(𝑡)and 𝑣𝑅(𝑡) are the present output and input, respectively, and 𝑘1is the constant 

parameter. 

For the history delay type, initialization is determined by a continuous duration of history 

values. For example, the terminal current is updated by a duration of history voltage and 

currents for calculating distributed parameter transmission line model. Detailed calculation 

based on traveling wave model is given as follows: 

 𝑖𝑠(𝑡) = 𝑘5𝑣𝑠(𝑡) − 𝐼𝑠(𝑡 − 𝜏) ( 3-3 ) 

Where  𝜏 is the time delay, 𝑖𝑅(𝑡)and 𝑣𝑅(𝑡) is the present output and input, 𝐼𝑠(𝑡 − 𝜏)is the 

history value before time delay,  𝑘5 is constant parameters.  

Above all, Table 3.1 summarizes the required variables and corresponding time sensitivity 

range for EMT initialization. 

Table 3.1 Features of Required Variables in EMT Initialization  

 History variable Time 

range 

RLC History phase current and phase voltage t 

TL History modal current, modal voltage and fixed distance history current source (t-τ,t) 

SG History current, voltage, flux and control system history values t 

 

3.2.2 Memory unit 



88 

 

Consider memory usage might exceed the physical memory, initialization memory has to be 

optimized in advance for different models, avoiding overused memory. To achieve higher 

memory intensity for hardware, grouped data should be used repetitively.  As a result of that, 

different addresses can be applied to search different values in the same memory unit. Consider 

different numerical sensitivity, instant and delayed memory units are both developed. Fig. 3.2 

demonstrates detailed data structure for these two types. 

vp (1, a, t- t )

vp (n, c, t- t)

...

Is (1, a, t-x t )

Is (n, c, t- t)

...

(a) Instant initialization memory (b) Delayed initialization memory 

Depth:

3*n

Depth:

3*n*x

 

Fig. 3.2 Initialization memory data structure 

Instant initialization memory is designed for components only sensitive to previous time step 

𝑡 − ∆𝑡, such as transformer and synchronous machine. Consistent initialization memory is for 

components are related to history values within (𝑡 − 𝑥∆𝑡, 𝑡 − ∆𝑡) such as transmission lines. 

With the involvement of address table, the same memory unit is able to generate different 

results along with calculation stages. 

3.2.3 EMT model initialization sequence 

Memory data sequence plays an important role in FPGA-based global optimization. Well-

organized initialization sequence is able to achieve much lower timing constraint and resource 

utilization than random sequence for implementing the same system scale. The optimized 

sequence is applied universally for both initialization stage and repetitive calculation stages.  
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To simplify initialization sequence, the relationship between phase, component type and time 

delay should be integrated in a single dimension. Consider the component dynamics in (3-1) - 

(3-3), the searching addresses for initialization memory unit can be classified into three 

different types: instant sequential address, instant random address and delayed address.  

When initialization memory sequence is the same as calculation search sequence, instant 

sequential address is mainly designed. This kind of address includes initializing RLC branch 

using history currents in (3-2). (3-4) gives the detailed address search for instant sequential 

address. 

 𝑖𝑅𝐿𝐶(𝑠, 𝑡 − ∆𝑡) = 𝑖𝑅𝐿𝐶
𝐼𝑁𝐼 (𝑠, 𝑡 − ∆𝑡) ( 3-4 ) 

where  𝑖𝑅𝐿𝐶 and 𝑖𝑅𝐿𝐶
𝐼𝑁𝐼  are the current variables for calculation and initialization, respectively, 𝑠 

is the calculation sequence. 

When initialization memory sequence is different from search sequence, instant random 

address is utilized. This type address includes initializing voltage variable in (3-2). Therefore, 

detailed address search for Instant sequential address is given as following: 

 𝑣1(𝑠, 𝑡 − ∆𝑡) = 𝑣𝑝
𝐼𝑁𝐼(𝑚(𝑠), 𝑡 − ∆𝑡) ( 3-5 ) 

where  𝑣1  and 𝑣𝑝
𝐼𝑁𝐼 are the phase voltage variable for calculation and initialization, 

respectively, 𝑚(𝑠) is the look-up function for random sequence. 

Delayed addresses are designed for history variables are exclusively related to multi-dimension 

variables. For example, the address search for transmission line history current source in (3-3) 

is determined by consistent time duration component number and phase. (3-6) demonstrates 
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that delayed initialization address function is a multi-factor function sensitive to calculation 

sequence and time delay. 

 𝐼𝑇𝐿(𝑠, 𝑡 − 𝑦∆𝑡) = 𝐼𝑇𝐿
𝐼𝑁𝐼(𝑓(𝑠, 𝑦))  ( 3-6 ) 

where  𝐼𝑇𝐿  and 𝐼𝑇𝐿
𝐼𝑁𝐼 are the transmission line history current variable for calculation and 

initialization, respectively, 𝑦 is the delayed time slot, 𝑓(𝑠, 𝑦) is the combined look-up sequence 

function. 
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3.3 Four Initialization Methods 

To fully explore initialization potential, FPGA-based initialization is flexible to use different 

initialization data source and memory allocation. The initialization source comes either from 

real-time FPGA board or off-line software. In addition, memory allocation is able to be 

implemented in VHDL module signal declaration, signal assignment and off-line memory IP 

COREs. Therefore, initialization is able to be classified into four different types by physical 

port (Method 1), signal declaration (Method 2), process structure (Method 3) and COE file 

(Method 4), respectively. Among them, Method 1 is completely FPGA-to-FPGA initialization, 

Method 2-4 is software-to-FPGA initialization. 

For small scale systems, using different methods might give similar performance. The effect 

of an optimal method will be more significant for large systems. The computational advantage 

will accumulate with the increase in system size.  

 

3.3.1 Method 1-Physcial Interface 

Table 3.2 Programming code for Method 1 

 

Method 1 (Physical interface in VHDL module): 

MODULE: INI_CODE  PORT MAP  

(CLK=>CLK, out1=>in1,…,                      outQ=>inQ); 
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In the design of FPGA-to-FPGA method 1, the steady-state operation power flow is generated 

in real-time FPGA board A, and then received by another FPGA board B using I/O interfaces. 

Then FPGA board B has been started from initial steady-state condition for subsequent 

Electromagnetic transient calculation. Detailed programming code is provided in Table 3.2. 

Method 1 presents the detailed initialization technique by physical interface. Method 1 uses 

port map in an architecture, block and configuration to make port connection to other blocks. 

The ports connections can via named association. The elements of an array port can be 

connected individually when using named association. Using keyword open for a port element 

can make it unconnected. For example, if we only need to use one output for a 3-ouput block, 

the rest output ports can be left unconnected. 

The biggest challenge for Method 1 is the lower application range brought by the limitation of 

physical interface ports. Because there is a huge gap between maximum I/O ports and required 

data communication amount. If total initialization data bandwidth is N bits, physical input ports 

of required FPGA board is Q bits. Owing to Q<<N, this data communication occupies more 

clock cycles for using same input and output ports repetitively. For instance, ML605 FPGA 

board only has maximum 916 binary ports, while Double-Precision Floating-Point value 

occupying 64 bits in memory. Additional decoder complexity and real-time communication 

time grows rapidly with scaling-up system. This is because multiples of data will go through 

in the same port, and after that these data will be classified before allocating for different 

components. The long initialization time is a significant barrier for large-scale system. 

Therefore, this method is not discussed in case studies. 
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3.3.2 Method 2-Signal Declaration 

Table 3.3 Programming code for method 2 

Method 2 (Signal declaration in VHDL module): 

signal INI_signal1: std_logic_vector (width-1 downto 0):= INI_data1; 

… 

signal INI_signalN: std_logic_vector(width-1 downto 0):= INI_dataN; 

 

Signal declaration initialization requires initial off-line steady-state solution to be defined as 

signal default values represented by IEEE 754 Floating-Point. This initialization data can be 

effectively achieved from off-line CPU-based software, such as PSCAD and MATLAB. This 

can also make FPOGA-based EMT solution more competitive even compared with powerful 

off-line software. Programming code is given in Table 3.3 for Method 2 using signal 

declaration. 

Method 2 gives initialization scheme by signal declaration. A signal can have multiples of 

sequential drivers but only one default value. Signal can get initial default value via its 

declaration. If a signal can not get a default value, then the value be undefined “Z” for each 

bit. In scheme 2, total initialization data N are assigned in signal declaration before behaviour 

structure, therefore this procedure does not cost real-time clock cycle. 

This method brings heavy computational burden for concurrency. Because any of EMT 

components need to be initialized simultaneously and randomly at initial declaration stage.  

Without creating sub-groups, this method is facing huge challenge for routing placements. 
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3.3.3 Method 3-Signal Assignment 

Table 3.4 Programming code for Method 3 

Method 3 (Process structure in VHL module): 

           process 

                       INI_signal1<= INI_data1; 

                       … 

                       INI_signalN<= INI_dataN; 

           end process; 

 

In Method 3, initial values are allocated for corresponding signals at processes structures in 

behavioural VHDL modelling. Rather than intensive declaration in Method 2, signal 

assignment at process structures should be arranged separately. If the initialization data is 

massive, this method will require sufficient waiting time for initializing variables in sequence. 

Table 3.4 presents the code for using data assignment driver in process structure as a typical 

example. This is to change different drivers at different calculation stage for each signal.  Signal 

assignment can appear inside a process or in architecture. Sequential signal assignment and 

concurrent signal assignment can both be used. More specially, simple concurrent signal 

assignment, conditional signal assignment (if … else…) and selected signal assignment (with 

… select…) can be utilized.  In this part, signal assignment is applied to put a number of 
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assignments in the same process. Therefore, the value of a signal can be changed sequentially 

without any overlap. 

The complexity of this method is to allocate the sequence for all initialization data. The main 

task to avoid heavy concurrent task and put non-overlapping assignments. Apart from EMT 

calculation, signal assignment for initial values always come with additional drivers. This 

problem is extremely challenging for timing constraint and resource utilization for scaling up 

system. In particular, signals with current value and future values should be listed at specified 

time range. 

3.3.4 Method 4-COE File 

Table 3.5 Programming code for Method 4 

Method 4 (COE file): 

          memory_initialization_radix=2; 

          memory_initialization_vector=INI_data1, 

                                                                          …, 

                                                            INI_dataN; 

 

In Method 4, the steady-state solution is also generated from off-line software. The main 

difference is that data is kept in separate Coefficient files (COE file).  COE file is an ASCII 

text file, including radix header and value vectors. The radix can be binary, decimal and 

hexadecimal. Each value is terminated by a semi-colon. The depth and width must match with 
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memory block components, so that the file can be executed for program. No comments are 

allowed in the COE file. The COE file must display in the format in Table 3.5, otherwise is not 

able to be recognized by FPGA IP CORE Generators. In spite of data depth and width, all 

initialization data N is able to be kept in one COE file if without massive read and write. 

When loading massive COE files, COE file can be written by off-line software and loaded into 

the XILINX CORE Generator. The radix, precision, depth and width can be specified in off-

line software, such as MATLAB. Using related functions coewrite, the off-line workspace data 

can be extracted into hardware memory unit. There is no need to change main programming 

for controllers in hardware, minimizing programming complexity for FPGA. 

The most important advantage of Method 4 is the hardware programming simplicity. The main 

controller can remain the same in spite of initialization point changes. Except for replacing 

COE files, signal assignment statements, calculation function and delays can remain same. This 

is owing COE file is directly executed to the IP CORE Generator, independent of main module. 

By minimizing programming modification and memory usage, Method 4 can improve 

computational benefits for FPGA. The significant advantage is the specific simplicity for no 

extra programming modification. This benefit is more important when user is willing to 

observe EMT behaviour in a new time range and have to use a new initialization point for 

observation. 
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3.4 Theoretical Comparisons four methods 

In order to compare detailed performance, procedure and time schedules comparison are 

compared for four initialization methods in Fig. 3.3 and Fig. 3.4. Seen from Fig. 3.3 and Fig. 

3.4, Method 1, 2 and 3 still have to occupy real-time domain in parallel or sequential. 

Especially, Method 1 is the most difficult to implement, which is owing to the unstable 

interface and extra port-to-signal decoding process. With no extra module modification, 

Method 4 has the minimum calculation time and implementation simplicity for initializing 

FPGA-based EMT. 

To evaluate detailed initialization time, the maximum amount of physical transceiver and 

internal driver is a limit for exchanging massive data. When initializing the same data 

bandwidth, Table 3.6 provides the detailed real-time clock cycles for four methods where d is 

the width for total initialization data, e is the maximum data exchange speed of physical I/O 

port, f is the maximum data assigned speed allowed in behavioural structure. Seen from Table 

3.6, Method 3 and 4 costs no clock cycles, while Method 1 cost maximum initialization time 

owing to less than hundreds of ports. For example, ML605 only has 720 I/O ports, allowing 

processing less than 20 Double-Precision data at the same time. 

For routing architecture deign, Fig. 3.5 gives the schematic comparison for original module 

after initialized by four methods. Owing to the need for physical communication and signal 

assignment, Method 1 and 3 requires additional routes. Instead of distributed task in Method 

3, intensive memory unit in Method 4 is able to initialize same memory depth using only one 

output port within memory unit. This demonstrates Method 4 has the most area-efficient 

routing structure. 
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Table 3.6 Real-time Occupation for Initialization Methods  

Method 1  2 3 4 

Real-time clock cycles d/e d/f 0 0 
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Fig. 3.3 Initialization procedure comparison 
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Fig. 3.4 Initialization global time schedule comparison 
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Fig. 3.5 Initialization schematic comparison 
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3.5 Implementation Structure and Algorithm 

To enable off-line initialization, it is essential to make cooperative data exchange via local and 

external memory units. In this Section, flow diagram and hardware structure are introduced for 

flexible data exchange between off-line software and real-time hardware. 

For the purpose of Method 4 acceleration, the calculation algorithm at different processing 

stages is described in Fig. 3.6. Therefore, the processing acceleration can be obtained when 

partitioning hardware task and software task.  

In the off-line stage, initial operation time point 𝑇𝑆is set up after finishing steady-state solution. 

Depending on whether data are updated, separate COE files are used to keep constants and 

variable. The constant data, including conductance, branch index and PID parameter, should 

be detected are kept in COE files. The COE file with constant is executed for read-only ROMs. 

The variables, including voltage, current, rotor angle and i.e., are stored in other COE files. 

These COE files will be loaded for RAMs and will be updated in next read and write. 

During real-time stage, variables is updated periodically in temporary RAMs at every time step. 

Therefore, initialization memory can be replaced by updated values.  As a result of that, 

memory access cost and size are minimized for the same memory space. Therefore, initial 

values and updated values can share the memory access by this optimization. During real-time 

calculation, FPGA board is able to trigger specific output signal until the simulation time 

reaches convergence time. 

By combining off-line steady-state initialization and real-time calculation, the algorithm allows 

solving initialized EMT model by fixed and repetitive calculation logic without interrupting 

existing controllers. The fan-out load can be totally reduced by sharing the same memory 
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access. Therefore, data placement and replacement [107] can be handled successfully in local 

memories and hardware memories. 
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Fig. 3.6 Processing algorithm for novel initialization method 

 



102 

 

Main Finite State Machine Controller

RAM1 ROM1 ...

RAM

COE1

ROM

COE1
...

Off-line software

Off-line 

stage

Real-time 

stage

Real-time dual-direction data flow

Off-line data flow

TL calculation 

block

RAMn ROMn

RAM

COEn

ROM

COEn

SG calculation 

block
...

I/O physical interface output

Real-time single-direction data flow

Real-time physical connection

 

Fig. 3.7 Hardware structure design for off-line data flow initializing real-time module. 

 

To maximize the task parallelism, pipeline and parallel processing structure should be 

employed. For highly parallel processing, hardware structure is detailed in Fig. 3.7 for 

combining initialization and computation efficiently.  

In horizontal, constants are converted from off-line software and stored in read-only ROMs 

permanently. Variables are kept in read-and-write RAMs temporary. The single-direction and 

bi-direction data direction of ROM and RAM allows efficient update procedures for multiples 

elements of same type.  In addition, Finite State Machine (FSM) assigned “starting” and 

“ending” time ranges to allocate proper sequence for different components. In addition to that, 

output signal for physical interface is also set up at specific time point.  
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In vertical, different component calculation blocks are able to solve independently and 

simultaneously, helping achieve a faster performance. For memory usage, permanent and 

temporary memory can be updated separately, reducing the probability of read-error and write-

error [108]. Therefore, main FSM controller is able to dispatch memory units and calculation 

blocks more efficiently and quickly. Coupling horizontally and vertically, the parallel 

processing and resource sharing is kept at the maximum level for initialized EMT structure. 
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3.6 Case Study 

Consider different accumulation, the computational advantage of initialization methods is able 

to increase with system size. In order to observe the correction effect of initialization method, 

system scale needs to reach the critical point. There are two main questions remaining to be 

verified in case studies. The primary question is to investigate whether an initialization for 

single component is necessary. The secondary question is to compare the practical 

performances in small and large systems. Therefore, component-level and system-level case 

studies are both demonstrated accordingly. 

For device-level initialization, a synchronous machine model is given to compare the timing 

constraints difference for Method 2, 3 and 4. And 11-bus system is provided to validate the 

effectiveness of proposed Method 4 for larger system. Timing, resource utilization and 

accuracy are considered for comparison. In particular, timing constraint has the higher priority 

than resource utilization as evaluation indicator owing to its significant impact on global 

routing. All existing simulation results are compared with referenced MATLAB model 

respectively. 

The initialization application procedure consists of off-line solution and real-time operation. 

For off-line solution, steady-state initialization data are solved in MATLAB driven by CPU. 

For real-time operation, the proposed initialization methods for different models are all tested 

in single Virtex-6 FPGA ML605 Evaluation Kit. It is equipped with 241152 logic cells, 14976 

memory, 768 DSP slices and 720 I/O ports. After linking the hardware modules with 

initialization solutions reasonably, different models can be initialized and executed to FPGA 

hardware. 
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3.6.1 Device-level Initialization 

For individual component, a hypothetical topology, with single synchronous machine, is 

proposed in Fig. 3.8. S1 represents an ideal voltage source, representing an infinite-bus of the 

power grid. Circuit breaker CB1 is closed at time 0, connecting the synchronous machine G1 

to the power grid. The starting-up procedure is mainly observed for initialization. This device-

level component is to verify whether initialization is necessary for a single component and 

compare the practical performance of four initialization methods for a single component. A 

single-phase grounding fault is applied at node 1 from 15s to 15.1s. The simulation time is 20s. 

S1

1 2

G1

Single-phase grounding 

fault at bus 2  

Fig. 3.8 Synchronous machine simulation model 

 

Table 3.7 Resource Comparison of Single SG 

 registers LUTs RAM DSP 

Non-initialized  33% 52% 3% 48% 

Initialized by Method 2 34% 58% 3% 51% 

Initialized by Method 3 33% 60% 3% 51% 

Initialized by Method 4 28% 55% 4% 51% 
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Table 3.8 Timing Comparison of Single SG 

 Timing constraint Initialization time 

Non-initialized  9.414ns  0 Clock cycles 

Initialized by Method 2 10.892ns 0 Clock cycles 

Initialized by Method 3 9.985 ns 50 Clock cycles 

Initialized by Method 4 9.414 ns 0 Clock cycles 

 

 

 

(a) Long-duration q axis voltage 

 

(b) Q axis voltage 
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(c) D axis current 

 

(d) Electric torque 

Fig. 3.9 Results of synchronous machine G1 with initialization and without 

initialization. 

Fig. 3.9 illustrates the electric torque, voltage and current comparison with initialization 

schemes for single SG. Seen from Fig. 3.9, Method 2, 3, and 4 are all able to initialize with 

high accuracy, less than 4% error compared with referenced MATLAB model. With 

initialization, the relative error can be reduced from 4% to 2%. After successful initialization 

within the FPGA, the numerical accuracy is the same no matter which initialization scheme is 

used. Consider the slightly improvement, the effect of initialization is not significant for single 

device. This is the relative error have not been accumulated to a certain level to force amplitude 

and phase shift occur. 
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Table 3.7 and Table 3.8 provides the resource utilization and timing for different initialization 

schemes. Seen from Table 3.7, that Method 3 occupies longest real-time latency 50 clock cycles 

owing to sequential signal assignment. Method 2 has the longest timing constraint for 10.892 

ns because of intensive signal declaration. By comparison, Method 4 using least timing 

constraint 9.414 ns and no extra latency can achieve the same initialization accuracy. Besides, 

Method 4 just occupies 3% LUT and 3% DSP, while saving 5% registers. Consider timing 

constraint has a huge impact on routing and translating, Method 4 with best timing constraint 

is selected as primary initialization Method. 

Therefore, Method 4 shows the best performance in both accuracy and speed for initializing 

single SG. In order to explore whether Method 4 is extensible and initialization is necessary, it 

is essential to exploit potential application on 11-bus system in next section. 

3.6.2 System-level Initialization 

For system-level initialization, a two-area 11-bus system is given in Fig. 3.10. This case study 

is to make sure whether initialization is essential for network and verify initialization Method 

4 is scalable for network. A single-phase grounding fault is applied at node 7 from 15s to 15.1s 

at bus 7 for compare high-frequency transient behaviours. 



109 

 

1 5

TF1

311

TF3

G1

G2

G3

G4

6
7 8 9

10

42

TF4TF2
C7 C9

TL56 TL67 TL910 TL1011

TL78a

TL78b

TL89a

TL89b

Load7 Load9

Single-phase grounding fault at bus 7
 

Fig. 3.10 4-machine 11-bus test system. 

 

Table 3.9 Resource Comparison of 4-machine 11-bus Test System 

 registers LUTs RAM DSP 

Non-initialized  34% 78% 12% 91% 

Initialized by Method 4 34% 80% 12% 92% 

 

Table 3.10 Timing Comparison of Single SG 

 Timing constraint Initialization time 

Non-initialized  9.975 ns 0 Clock cycles 

Initialized by Method 4 9.980 ns 0 Clock cycles 
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(a) Long-duration q axis voltage 

 

(b) Q axis voltage 

 

(c) D axis current 
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(d) electric torque 

Fig. 3.11 Results of synchronous machine G2 with initialization and without 

initialization. 

To analyse the effect of initialization on network accuracy, Fig. 3.11 provides detailed 

comparison between initialized FPGA model by Method 4, non-initialized FPGA model and 

referenced model. Seen from Fig. 3.11, initialization Method 4 is able to improve much higher 

accuracy than non-initialized model, reducing relative error efficiently to 5%. By initialization 

Method 4, significant error accumulated in non-initialized procedure owing to simulation 

phenomenon and distributed solver is almost eliminated. The powerful effect of Method 4 can 

effectively eliminate the accumulation error in amplitude and phase shift. Therefore, the long-

duration accuracy of FPGA-based is still competitive with off-line software. 

For hardware resource utilization, Table 3.9 and Table 3.10 gives related resource utilization 

and timing constraint comparison. Seen from Table 3.9, Method 4 only consumes additional 

2% LUT and 1% DSP for initialization, maximizing resource sharing rate. Seen from Table 

3.10, Method can fully initialize 11-bus system by just additional ns timing constraint without 

real-time operation time.  

Therefore, this novel initialization Method 4 has dramatic computational advantage for 

initializing medium system and eliminating accumulated error.  
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3.7 Conclusion 

This chapter has proposed four initialization methods for the first time.  In addition, the 

initialization necessity and optimal initialization methods are fully explored for FPGA-based 

EMT. By comparing device-level and component-level simulation results, the following 

conclusions can be drawn: 

• Unreasonable initialization method, including Method 2-3, can prevent original 

program from scaling up, which is owing to additional routes, resources and timing.  

• On most occasions without specific accuracy requirement, device-level single SG is 

able to use uninitialized model. This is because uninitialized is already accurate enough 

with average error less than 5%. Initialization method can only limit the average error 

to 2%. 

• For achieving same accuracy, Method 4 has the best initialization performance for 

minimum timing constraint, maximum calculation speed and minimum resource 

utilization. It is extensible for both device-level and component-level initialization.  

• For system-level application, initialization is necessary for eliminating accumulation 

error of amplitude and phase shift. This is because the relative error of multiples of 

components will accumulate much faster than single device-level application.  The 

computational advantage of Method 4 accumulates with system size and simulation 

time. 
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CHAPTER 4 MATLAB-TO-FPGA TOOLBOX 

 

This chapter firstly introduces the motivation for developing programming toolbox for FPGA 

using purely MATLAB programming environment in Section 4.1. For long-term sustainability, 

Section 4.2 introduces the overall development framework, design features and platform 

requirements.  For flexible data conversion, Section 4.3 gives general data format, structure 

and partition. To utilize configurable logics, Section 4.4 develops different translation and 

reutilization process for sub-modules. To integrate low-level submodules, Section 4.5 presents 

how to formulate main controller using FSM. In Section 4.4, device-level and system-level 

case studies are both provided to verify the effectiveness of initialization and compare 

initialization performance. In Section 4.5, a 39-bus test system is provided to verify the 

effectiveness of this MALTAB-to-FPGA toolbox. In Section 4.6, the conclusions for FPGA-

based initialization are summarized for this chapter.  
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4.1 Motivation 

There are four main reasons to develop intelligent toolbox for FPGA-based EMT solutions: 

1) The first reason is to reduce the programming complexity of FPGA. Compared with 

sequential programming, parallel programming is more complex to deal with. This is 

because the parallel programming of FPGA needs to take time schedule management, 

routing design, resource utilization estimation and numerical accuracy at the same time. 

These competing tasks are hard to be completed by new users.  

2) The second reason is that existing translation software is unable to design EMT programs. 

This is because EMT program is complicated, optimisation in pipeline and parallel 

processing is required. Otherwise, straightforward translation will make translated code 

unable to implement on hardware owing to overused resource and timing constraint.  

3) The third reason is that existing EMT toolboxes, such as PSCAD and EMTP, are 

commercial simulation packages. Due to the Intellectual Property issues, users can only use 

the existing library components on the menu of the platform. While internal calculation 

algorithms and detailed modelling are not transparent for users.  

4) The fourth reason is to improve the scalability of existing programming. Pure FPGA 

programming is independent of network topology. Expanding topology will take a lot of 

repetitive efforts, such as data input, data conversion and programming, etc, which is a time-

consuming procedure. Hence it is essential to propose a generic toolbox to program similar 

processes, for instance, RLC branches, in most efficient manner.  
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Therefore, there is an urgent need to develop a generic toolbox under user-friendly 

environments. This box can be utilized where it does not require a background of hardware, 

and this will lead to significant savings of efforts and time for beginners. 

 

 

  



116 

 

4.2 Development Framework 

4.2.1 Overall framework 

Pure hardware design is always time-consuming for beginners in terms of resource utilization, 

timing, and power efficiency. It is essential to make this procedure more intelligent. Fig. 4.1 

presents the difference between original programming and hardware programming. As seen 

from that, an intelligent toolbox is expected to do generic tasks for different topologies. Users 

only need to input data for the intelligent toolbox. 
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Fig. 4.1 Difference between intelligent and independent programming 
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MATLAB offers powerful built-in functions to accomplish diverse calculations, such as matrix 

inverse and rank. Moreover, MATLAB is able to read and write files with a variety of formats, 

such as .VHD, .COE and .OUT.  More importantly, MATLAB is frequently used in 

engineering teaching and research, which is easy to be accepted by undergraduates and 

postgraduates. Therefore, MATLAB is used to pre-calculate so as to accelerate and simplify 

hardware. This thesis proposed a MATLAB-to-FPGA (MTF) toolbox to simplify FPGA-based 

EMT. This MTF toolbox can integrate the user-friendly MATLAB environment and real-time 

FPGA calculation. 

This MTF toolbox can analyse and partition EMT models into three types of files, including 

memory unit, sub-module and main controller. For example,  Fig. 4.2 presents the functionality 

of data formatter to calculate n RLC branch using (2-10). As seen from that, original n 

calculations can be partitioned into three parts: (a) [𝐴1,… , 𝐴𝑛], [𝐵1,… , 𝐵𝑛], [𝐶1,… , 𝐶𝑛] are 

kept in ROMs. (b) 6-input multiply-adder is added in sub-module. (c) Data depth and latency 

are reflected in the read state, read-and-write state and write state in the main controller. Thus, 

there is no need to deal with RLC branch one by one. User’s task is only at input stage instead 

of global design. Data formatter can significantly simplify repetitive calculations. 
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Fig. 4.2 Data formatter for repetitive calculations 

 

To improve portability, different data can be extracted from a variety of sources: table files, 

databases, vectors and parameters. Moreover, the format of these data commands and various 

data declarations should be supported by software and hardware. Therefore, it is essential to 

allow users to define set and parameter that can be used to construct signal declaration, signal 

assignment and port map for FPGA.  

To promote data management, the entire framework and dataflow of proposed toolbox is 

illustrated in Fig. 4.3.  As shown in Fig. 4.3, the translated system will routinely run the data 

formatter to analyse and partition data sources. Input data will be partitioned into memory unit, 

sub-module, and main controller for different EMT components. Memory units, including 

RAM and ROM, are used to keep variables and constants. Sub-modules are generic 

calculations, which consist of basic IP Cores, such as add and multiply. Main controllers use 

different states of FSM to arrange time schedules for memory units and main modules. Users 

can run this MTF toolbox to obtain a variety of .COE, .VHD and IP files for hardware 
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operation. By combining these files, a variety of graphical and numerical results are able to be 

generated for further system operation and transient analysis. 

In addition to that, users are allowed to execute external data and user-defined models to FPGA, 

improving greater expandability. The whole system is still open to develop new functionalities. 

Without any background of hardware design, users can just follow the instructions to define 

arbitrary topology, releasing heavy hardware programming burden for users. Just read 

instructions can make a quick start example.  

Pure FPGA programming has been replaced by data definition in MATLAB. Users only need 

to define data at input stage. High-performance structure is no longer limited for one 

component, which can be easily built up for similar calculations. The toolbox can be reutilized 

for different topologies. The repetitive and heavy programming burden is totally reduced. 

The aim of MTF toolbox is to accelerate, simplify and scale up FPGA-based EMT system. The 

contribution of this toolbox can be summarized as follows: 

1) First, MTF can achieve high-performance FPGA-based EMT design with much fewer 

lines of MATLAB codes compared with pure FPGA programming. 

2) Second, MTF automatically analyses EMT models and picks up essential information 

into sub-modules, main controllers and memory units. 

3) Third, MTF is capable of pre-calculating parameters, latencies and initialization, 

minimizing resource utilization and eliminating non-supported operations for FPGA. 

4) Fourth, optimized designs for EMT components, based on hardware resources and 

timing constraints, can be generated and scaled up flexibly.  

5) Finally, make data definition more readable, removing complicated binary pattern. 
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Fig. 4.3 Global workflow for the proposed toolbox 
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4.2.2 Design features 

The key objective is to simplify FPGA design in user-friendly MATLAB environment.  This 

is owing to the fact that high-quality FPGA design requires long design time and efforts to 

optimize. The competing factors, such as timing constraint, routing placement and resource 

sharing, are preventing bad-quality design from expansion. In order to avoid heavy 

computational burden, the high-level toolbox should involve the following features: 

1) Broad data categories are involved. The data resources can be defined in .txt, .mat and .m 

files. Internal data type can come from common arithmetic, including decimal, hexadecimal, 

Single-Precision Floating-Point and so on. 

2) Fully utilizing built-in functions of MATLAB. For data conversion, different data can be 

achieved flexibly by doing binary-to-decimal and Double-to-Single conversions. For data 

storage, the length and depth of memory units can be generated automatically. 

3) Optimising design for pipeline and parallel processing in advance. The designed calculation 

structure is supported to multiples of extensions, such as involve more elements. 

4) Automatic translation for simple blocks, including port map and time delay. For example, 

4-input multiply-add block for frequent use should be generated automatically. 

5) Scientific visualization. The observed output signal and type can be selected by users. Both 

graphical and numerical result is available for users. 
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4.2.3 Software-to-hardware Platform requirements 

To ensure successful implementation of this toolbox, requirements for hardware and software 

should be both set up properly. The detailed setting up process is given in Fig. 4.4. For software, 

the host PC requires to be equipped with MATLAB and Xilinx Vivado or Xilinx ISE. For 

hardware connection, the PC should be connected with FPGA board via USB port. In addition, 

the detailed connection and installation for host PC should be given. 

MATLAB Xilinx ISE

ML605 FPGA Board

Software installation

Hardwar connection

Toolbox

  

Fig. 4.4 MATLAB-to-FPGA hardware platform. 

In host PC, data files are collected from MATLAB environment and downloaded into FPGA. 

In general, MATLAB is able to execute hardware designs and address files in purely MATLAB 

environment. By data file exchange, XILINX ISE and VIVADO provides low-level routines 

to integrate these files.  

To implement the dataflow, these source files should be included: 

• The input file for EMT system in TXT file, MAT file or M.file. 

• The data conversion files that measures the size, depth and length of arbitrary input file. 

• Calculation translation files that can directly count required IP cores, fill in required 

delays and detect pipeline strategies. 

• Main controller design file with high expandability. If the same type elements are 

added, only constants for start-stop time point are required. 
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• General description file to FPGA interface in M-language. It declares block memory 

and the functions to execute hardware designs. It can manage arbitrary functions and 

files 

• The bitstream files generated after translation by grouped modules. The netlist contains 

FPGA configuration is automatically mapped the design into FPGA using Xilinx tool. 

4.3 Memory unit 

In order to obtain memory units acceptable for FPGA, constants are required to be 

preconditioned in advance. For user-friendly programming environment, a data file consisting 

of EMT system should be defined at first. The data is defined at purely MATLAB environment 

for flexible modification. These data are easy to be recognized for users in direct representation 

rather than binary representation. Even without the knowledge of hardware, beginners are still 

eligible to change the topology of EMT system. Therefore, this section describes general data 

format at first, detailed inputs for different EMT models, and data conversion for FPGA. 

4.3.1 Data Format 

For user-friendly data handling, MATLAB can accelerate computations. Therefore, the data 

format and arithmetic are implemented in MATLAB, completely using MATLAB 

programming language.  

To allow flexible conversion, all the data are based on a default representation of Double-

Precision Floating-Point. This help users to minimize truncation and rounding errors. 

Moreover, this also allows to flexible data conversion for other radixes, including binary and 

hexadecimal. 
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All the data of same type are allowed to be defined in a n-dimension array, allowing intensive 

processing for further applications. 

4.3.2 Data Structure 

For quick processing, a n-dimension array is defined as a general structure. All type of 

information, such as connection types, connected buses and distances, are contained in the 

same array. This can minimize the amount of debug and maximize intensive processing.  A 

general table is given in Table 4.1. The name vector contains all the name information, which 

is defined as cell array. As shown in Table 4.1, buses, decision variables and values are all 

defined in the same table. Although buses and decision variables are integer and zero-one 

integer, they are all represented in Double-Precision in MATLAB.  

If these values are defined initially in VHDL, additional data format conversions are required, 

such as float-to-fixed conversion and fixed-to-integer conversion. Moreover, n-dimension 

matrix will have to be partitioned into one-dimension memory unit, making it more difficult to 

define consistent data. A general array in MATLAB can help promote computational efficiency 

by avoiding multiples of data conversion and one-dimension vectors. 

Table 4.1 General format of input data 

Data structure in MATLAB 

Name={'BUS',DECISION_YES', 'VALUE';} 

              cell=[       26,      1,       0.5;  

                               28,      0,      1.0; 

                                                      …]; 
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The size and dimension of array is dependent on the EMT component. The EMT models are 

based on the mathematic equations in Chapter 2. To form the entire EMT simulation system, 

the definition consists of bus and connected components. The connected components include 

RLC branch, transmission line, transformers, synchronous machines. All the components are 

optional for users, disabled component array will not influence the processing. By entering data 

in a new row, users can make new components, for instance, a synchronous machine, connected 

to existing network, enhancing scalability. Detailed parameters for different EMT models are 

provided as follows: 

Synchronous machine is using the universal machine model in Chapter 2 [47]. Default 

parameters of SGs are using same constants [1], where rated power 𝑃𝑛, line-to-line voltage 𝑉𝑛 

and nominal frequency 𝑓𝑛 are 555MW, 24kV, and 60 Hz, respectively. And each synchronous 

machine is equipped with an AC4A control system [1].  The location of the synchronous 

machine is determined by the connected bus and components. The general structure for 

defining the synchronous machine parameters is given in Fig. 4.5. Except for nominal values, 

other resistance and inductance are represented in per unit values. Depending on user’s 

preference, parameters, such as nominal power, voltage and frequency, can be changed 

flexibly.  

SG No. BUS Pn Vn fn ...

...
 

Fig. 4.5 Data structure for synchronous machine 
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Ideal voltage source is to represent infinite external network at specific node. The parameters 

of ideal voltage, such as amplitude, frequency, and phase shift, can be defined in the general 

structure as shown in Fig. 4.6. The amplitude is in Volts, frequency is in Hz and phase shift is 

in degree. 

VS No. BUS Amp Phase f

 

Fig. 4.6 Data structure for ideal voltage source 

For RLC branches, locations are determined by connected start bus and connected end bus. If 

RLC branch is grounded, start bus or end bus will be the same as ground bus 0. Different 

combinations of RLC values are flexible for representing different components. For example, 

RL branch can be represented for simplified overhead lines and transformers when C is 0.  In 

addition to that, RC branches can represent filters when L is 0. These combinations can be 

generally defined in detailed structure of a RLC branch in Fig. 4.7, avoiding repetitive tasks. 

RLC branch number, start bus and end bus are integer values, while R, L and C values are 

Floating-Point type. 

RLC No. R L C Start_BUS End_BUS

 

Fig. 4.7 Data structure for RLC branch 

Transmission line is using distributed parameter model [45]. Its location is determined by 

connected buses, while the conductance is determined by its RLC values and distance. Lossless 

and loss type can be optional for users by changing R values. Data structure of transmission 
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line is detailed Fig. 4.8. Branch number, start bus and end bus are integer type, while distance 

and RLC are Floating-Point type. 

TL No. Distance rlc Start_BUS End_BUS

 

Fig. 4.8 Data structure for transmission line 

Apart from these components, buses, including ground bus and load bus, are defined in an 

integer table. This is to formulate the network completely at calculation stages. 

4.3.3 Data Partition 

Floating-Point parameters, such as distance and RLC values, are used to calculate the 

parameters, such as conductance. Therefore, these parameters can be pre-calculated as 

constants for memory unit.  

Users only need to define the basic parameters in default Floating-Point type, such distance 

and RLC values. MTF toolbox will pre-calculate these basic parameters into further 

intermediate parameters, such as conductance. Therefore, only intermediate parameters are 

kept in hardware memory units so as to improve hardware process speed and save memory 

space. For example, transmission lines just need to calculate the A, B, C, D and conductance 

in for hardware processing. After using in MATLAB, the required parameters can be converted 

into IEEE 754 Floating-Point. With additional declaration, these converted parameters can be 

kept in .VHD or .COE files for FPGA processing. 

Integer parameters, such as start bus and end bus, are used to point to the exact physical address 

of the memory unit. This is because the values of the same type will be kept in one memory 

unit for hardware. The requirement for quick addressing is necessary. Although the currents 
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and voltages of branches always change, while the addresses of start buses and end bus es 

remain unchanged. The unchanged memory addresses make it possible to adjust different 

calculations for high-frequency pipeline design. The address table uses find function to return 

the linear indices for different variables, such as start node. This can minimize the error for 

choosing the wrong value. 

For hardware processing, more direct and simpler calculation is better to accommodate FPGA 

design, accelerating routing and translation. Parameters of any components and order can be 

searched in one clock cycle using address table. To achieve high-performance processing, it is 

necessary to use pipeline technologies to accelerate EMT calculations. Therefore, the 

parameters and search addresses are required to be standardized and suitable for pipeline 

strategies. The MTF toolbox can standardize any parameters and addresses automatically. This 

is implemented by picking up and locating the required parameters in the original data table. 

The standardization process is repetitive and general for individual components. The global 

structure for standardizing data from MATLAB array to hardware memory unit is described in 

Fig. 4.9.  
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RLC No. R L C Start_BUS End_BUS

TL No. Distance rlc Start_BUS End_BUS

 No. Address No. Parameter

...

.VHD

.COE

.VHD

.COE

Raw data 
frames

Standardized 
data vectors

Memory data 
files 

Collection Lookup

Packaged and 
translated 

FPGA FPGA

MATLAB

 

Fig. 4.9 Data standardization  

As seen from Fig. 4.9, various data can be converted into .VHD and .COE file in spite of data 

length and depth. Lack of intelligent functions, this procedure is unable to be achieved in pure 

FPGA programming environment. With the help of basic MATLAB functions, this procedure 

is programmed in MTF toolbox. By standard data structure, as shown in Fig. 4.9, essential 

information is kept in fixed columns for batch processing. Parameters, such as distance and 
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RLC values, can be picked up and precalculated as conductance in parameter table. Addresses, 

such as connected bus, can be picked up and numbered in address table for high-frequency 

search. Because plenty of parameters and addresses for whole calculation, pre-calculated data, 

obtained in MTF toolbox, can be used in hardware processing for millions of times. Therefore, 

this data standardization can help greatly reduce resource utilization and improve processing 

speed. Hardware computation and programming burden is efficiently reduced by MTF toolbox. 

4.4 Sub-module 

4.4.1 Translation 

For simple calculation, such as 4-input multiply-add block, the sub-module can be processed 

directly by splitting string. These simple calculations are well suited for pipeline strategies with 

no overlap. The detailed calculation code is treated as a string in MATLAB. Using split 

function for string can pick up the ports and IP COREs. Additional registers can be added to 

set up delays for synchronize whole data procedure. For example, Fig. 4.10 shows that 4-input 

multiply-add block requires 4 multipliers and 3 adders. In the same latency, all the calculators 

are used for once. This can help to solve asynchronous process for different modules. 
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 a× b+c× d+e× f+h× g

{×××, ++}{a,b,c,d,e,f}

Split

Allocate

 

Fig. 4.10 Simple pipelined translation 

For complex calculations, the FSM controller can be applied to translate complex procedure. 

The FSM sub-module is not suitable for pipeline strategy. Different from simple calculations, 

the first step is to determine the IP CORE types, because each calculator will be reutilized for 

saving resources. Then, split function will determine the exact sequence and times for a single 

calculator. For example, a 32-input adder is using one multiplier to finish 32 repetitive 

additions. Fig. 4.11 details the non-pipelined translation for 32-input addition. The previous 

result is the input for next addition, the inputs of adder will be reallocated every latency. Except 

for these adders, other inputs will interrupt the whole calculation. Therefore, this translation is 

not supported for pipeline processing. Wating time will be put as different states for FSM. By 

trade-off for longer latency, complex structure can be implantable by reusing calculators. 
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 A+B+ +Z

{+}{A,B}

Split

Allocate

...
Previous addition

Current addition
 

Fig. 4.11 Complex non-pipelined translation 

4.4.2 Reutilization and simplification 

For reducing computation burden, some similar blocks are available for reutilization. For 

different size, 2-input multiply-add block can utilize 3-input multiply-add block by leaving 

zero for unnecessary ports. For different signs, adder and subtracter can use the same adder. 

Therefore, it is necessary to explore that possible steps can be reutilized in the entire EMT 

calculations. 

Unlike MATLAB, matrix multiplication is not built in VHDL. It is necessary to build up entire 

matrix calculation based on matrix elements. To simplify matrix calculation, it is essential to 

find out whether a large matrix is full rank. Consider an EMT model is connected with multi 

transmission lines, the admittance matrix is sparse and symmetric. This motivates us to 

partition original matrix to several small matrices. Detailed matrix partition and maximized 

structure is given in Fig. 4.12. Therefore, the matrix calculations have been replaced by smaller 

vector calculations so as to minimize input dimension. 
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After partitioning a matrix into vectors, it is essential to be further reutilize calculation blocks. 

Fig. 4.13 gives the detailed reutilization strategy for different vectors. Every line in the same 

matrix is able to use the same calculation module. The sub-module calculation block is 

determined by the maximum length. For any vector of smaller size, unessential ports can be 

left zero. Fig. 4.13 shows the explicit hardware design for 8-input vector multiplier. Seen from 

Fig. 4.13, the processing vectors for 8-input and 4-input multipliers can be 

[𝐴11; 𝑥1; 𝐴12; 𝑥2; 𝐴13; 𝑥3; 𝐴14; 𝑥4; ]  and [𝐶11; 𝑦1; 𝐶12; 𝑦2; 0; 0; 0; 0; ] , respectively, .using the 

same module. Moreover, this design uses pipeline strategies to accelerate the whole matrix 

calculations.  

 Therefore, previous 𝑚 × 𝑚  matrix calculations have been reduced into 𝑛 × 1  vector 

calculations. This design can not only help improve calculation efficiency but also synchronize 

data processing. 

 

Max 

matrix
Max 

matrix

n

Original length m

Wrapped 

length n
Input ports 

n

 

Fig. 4.12 Matrix decomposition structure. 
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Fig. 4.13 Hardware design for 8-input vector multiplication. 
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Fig. 4.14 Hardware connection of RLC branch current. 

 

Apart from size, different calculations can also use the same block by reverting signs. For 

example, the main calculation difference between L and C is the positive sign and negative sign 
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of history current. If the sign of history current is pre-stored to multiplied constants, then all 

types of RLC branches can use the same calculation block. For detailed sign conversion, Fig. 

4.14 provides the detailed of hardware connection for RLC branch. As illustrated, the 

processing vectors for C branch and L branch can be [𝑣𝑚; 𝑣𝑛; 𝐺𝑘; −1; 𝐼𝑐; ]  and 

[𝑣1; 𝑣2; 𝐺2; −1; 𝐼𝐿; ], respectively, using the same module. In this way, real-time computation 

can be simplified further by reverting sign. 
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4.5 Main controller 

4.5.1 FSM controller structure 

The main controller is to set up the start and stop signal to control the processing for different 

submodules. The objective is to allow the main controller be generalized for any size network. 

To maximize calculation flexibility, a general controller structure is developed in M-files to 

generate real-time VHD modules. Therefore, essential structure is provided in Fig. 4.15. At a 

high-level, main controller set up start and end time to control the operation of sub modules. 

At a low-level, sub-module builds up input-to-output routing for different calculations, for 

instance, for a transmission line. This general controller structure allows users to involve 

further calculation stages using similar structures. In this way, the universality can be improved 

to a new level despite of calculation amount. 

Main 

controller

...

...

In1

InN

Out1

OutM

...

...

In1

InN

Out1

OutM

...

Start time

End time

Start time

End time

Sub 1

Sub K

 

Fig. 4.15 Essential translation structure for main controller and sub-modules. 

With the involvement of pipeline strategies, the stop-end control needs to be modified 

adaptively. This is because non-pipelined calculations just require start-end signal for each 
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state. Pipelined structures need to consider the data depth owing to intensive calculations at 

one stage. Compared to non-pipelined structure, the start signal needs to be further divided as 

read-start-signal, write-start-signal, read-end-signal and write-end-signal. 

4.5.2 Pipelined stage 

For pipelined module, the control is determined by the data depth at each stage. For correct 

data write and read, the latency and data depth are all defined as constants at signal declaration 

stage. To maximize flexibility of pipeline technology, read-write time of different pipeline 

stages is able to be adjusted adaptively for a scaling-up system. Fig. 4.16 gives the detailed 

programming logic for a pipelined design. For the scaling-up system, only constant time 

parameters, such as sum_step3, depth_step3 and latency_step3, need to be modified in constant 

declaration stage The controller original design can stay the same.  The corresponding read-

write time is determined by data depth and sub-module latency. By built-in function size, the 

reading and writing time can be tracked with network scale automatically.  

     if(c_index=sum_step1)          then  end 

elsif(c_index<latency_step1)     then  read 

elsif(c_index<depth_step1)        then  read and write 

elsif(c_index<sum_step1)          then  write

    if(a_index=sum_step1)     then         Send_state <= state11 ;        addr_read_a1<=(others => '0');        addr_write_addr_a25<=(others => '0');

elsif(a_index<latency_step1) then        addr_read_a1<=addr_read_a1+'1';

elsif(a_index<depth_step1)    then        addr_write_addr_a25<=addr_write_addr_a25+'1';

elsif(a_index<sum_step1)       then        addr_write_addr_a25<=addr_write_addr_a25+'1';

end if;       

a_index<=a_index+1;

Programming logic

VHDL programming 
code

Translation

constant <constant_name> : <type> := <value>; 

latency_step1, depth_step1, sum_step1

Only default values 
of constants needs 

modification in 
MATLAB

 

Fig. 4.16 Programming logic for pipelined stage 
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4.5.3 Non-pipelined stage 

For non-pipelined modules, main controller needs to make sure that the module inputs will not 

start next calculation unless previous calculation is finished. This is because non-pipelined 

structure reuses the same calculator for one time calculation. When using the same module, it 

is essential to put calculations in a sequential time slot. For different modules, it is possible to 

put next calculation for free modules. By processing different modules at the same time slot, 

the required states and entire calculation time can be significantly reduced. If we are going to 

calculate four synchronous machines, each synchronous machines occupies 3 states. Fig. 4.17 

provides the programming logic for non-pipelined stage. Without parallel processing, original 

design need 9 FSM states and 9 latencies. With the help of parallel processing, only 5 states 

and 5 latencies are required. By parallelizing different modules, the calculation efficiency can 

be highly improved. 
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Max_latency=max(latency_step1, latency_step2, latency_step3);

State 1 step1_SM1

State 2 step2_SM1 step1_SM2

State 3 step3_SM1 step2_SM2  step1_SM3

State 4                    step3_SM2  step2_SM3

State 5                                         step3_SM3

End
Programming logic

For step_num=1:3

      For SG_num=1:3

Eval([ step , num2tr(step_num), _SM , num2tr(SM_num),]);

      end;

End; 

step1_SM11, step2_SM1,  ,step3_SM3

Only steps and SG 
amounts needs 
modification in 

MATLAB

if(s_index_state3=Max_latency) then

wea_write_step3<="0";

wea_write_step2<="0";

wea_write_step1<="0";

Send_SM <= state12 ; 

elsif(s_index_state3=0) then

 addr_read_step3<=SM1_address;  addr_write_step3<=SM1_address;

 addr_read_step2<=SM2_address; addr_write_step2<=SM2_address;

 addr_read_step1<=SM3_address;  addr_write_step1<=SM3_address;

                             end if;

s_index_State3<=s_index_State3+1;

VHDL programming 
code

Translation

 

Fig. 4.17 Programming logic for non-pipelined stage 
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4.5 Case study 

In the following experiments, the basic calculations in FPGA are implemented by Xilinx 

Floating-Point Operator, which is full compliance with IEEE-754 standard Floating-Point 

values. The Xilinx ISE Tool is utilized for synthesizing VHD-files generated from MATLAB. 

To validate the effectiveness of proposed toolbox, the 11-bus system and 39-bus system are 

simulated using this toolbox. The calculation time and number of generated files are detailed 

in Table 4.2. The generated VHD files are displayed in Fig. 4.18.   The topologies of 11-bus 

and 39-bus are displayed in Fig. 3.10 and Fig. 4.19.  

Table 4.2 Generated files details 

Network VHD source file generation time Number of VHDL files   

11-bus 50s 89 

39-bus 300s 89 
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Fig. 4.18 Generated VHD files by MATLAB-to-FPGA toolbox 

 

Seen from Table 4.3, the file generation time varies from the system size, where the 39-bus 

network needs longer time than 11-bus network. This is because 39-bus network needs more 

information to define topology. But the total number of the files are the same for the 11-bus 

and 39-bus. This is because once the same sub-module can be utilized repetitively as long as it 

is involved.  The number of files always stays the same. The system size will just change the 

data depth and length in each system.  

The comparison of the resource utilization of the 11-bus system and 39-bus system is given in 

Table 4.3.  As shown, the 39-bus network just costs more 2% LUT, 8% registers and 2% DSP 

than 11-bus, which is around 3-time of the expansion of the 11-bus. This verifies the benefit of 

resource sharing of the proposed method. This translation benefits improve along with the 

increase in the system size. 

Table 4.3 Resource utilization between 11-bus and 39-bus 

 registers LUTs RAM DSP 

11-bus  34% 78% 12% 91% 

39-bus 36% 86% 19% 93% 

 

Consider the transients behaviours are already analysed in Chapter 2 and Chapter 3. This 

chapter is mainly focused on the transient behaviours of the 39-bus network in Fig. 4.19. A 
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single-phase grounding fault is applied at bus 6 from 1.0s to 1.1s. G1 is the observed for 

transient results. Fig. 4.20 provides detailed voltage, current, electric torque for 39-bus system. 

Seen results shown in Fig. 4.20, the generated results are highly matched with referenced 

MATLAB model. The relative errors of voltage, current and electric torque are less than 5%. 

Even fault is applied from 1.0s to 1.1s, the dynamic behaviours still highly matched with the 

referenced model. Moreover, the generated FPGA model can automatically settle down to 

steady state once the fault is removed. These high-performance accuracy and resource 

utilization have validated the reliability and flexibility of the proposed toolbox. 
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Fig. 4.19 10-machine 39-bus test system. 

 

(a) Long duration q axis voltage 
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(b) q axis voltage 

 

(c) d axis current 

 

(d) Electric torque 

Fig. 4.20 Synchronous machine G1 with/without initialization. 
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Fig. 4.21 Time schedule of 39-bus system. 

Seen from, the time schedule of THE 39-bus system cost 47.0μs at the simulation step 50μs. 

With the help of optimized FSMs and pipelines, calculating the EMT of the 39-bus system is 

able to be finished in one simulation time step. This means that the FPGA model for the 39-

bus system is real-time implementable. 

 

4.6 Conclusion 

The chapter has proposed a novel MATLAB-to-FPGA toolbox for FPGA-based EMT for the 

first time. The design objective is to allow the users even unfamiliar with hardware able to 

generate high-performance for FPGA-based EMT solutions. The significant benefit lies on the 

fully utilization of MATLAB built-in functions to finish all programming, which releases the 

heavy burden of FPGA programming. The global framework is divided into detailed data 

definition, sub-module calculation and main module calculation. By standardization, memory 

units can improve memory utilization efficiency and accommodate pipeline designs. 

Submodules, using reutilization and simplification, can simplify original complex calculations 

for hardware acceleration. Main controller, using FSM strategies, can arrange time schedule 

for both pipelined and non-pipelined designs automatically, the EMT dynamics of the 39-
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network can be calculated within real-time 47μs, which is less than one step of 50μs. This 

means that the FPGA model for the 39-bus system is real-time implementable. 

The intelligent toolbox can obtain essential files for the 39-bus network and 11-bus network 

using 300s and 50s, respectively. Case studies, including the 11-bus system and 39-bus system, 

also have verified that the MTF toolbox is accurate (with less than 5% relative error), resource-

savings and scalable. In the future, this toolbox can be applied to test new models in other large 

benchmark systems. 

  



147 

 

CHAPTER 5 FPGA-Based Power Electronic Devices and 

Control System Simulation 

 

This chapter firstly introduces the motivation for high-frequency electronic devices and control 

system in Section 5.1. For transient behaviours, Section 5.2 gives the mathematical models for 

electronic devices, including IGBT, Diode and MMCs. For efficient control actions, Section 

5.3 details control system for grid-side converters into sub-blocks, such as variable mean and 

PID control. To reduce implementation complexity, Section 5.4 gives optimized strategies to 

implement real-time EMT models in Section 5.2 and 5.3 in hardware. For practical application, 

Section 5.5 provides PWM control and HVDC-MMC case study. Finally, Section 5.6 

summarizes the major work and gives conclusion.  

5.1 Motivation 

Chapter 2-4 are focused on dynamic behaviours of power devices. The topologies changes are 

led by the actions of circuit breakers. In practical operations, the switching frequency of power 

electronic devices, such as IGBT (more than 1kHz), which is much faster than circuit breakers. 

This chapter is mainly focused on implementation of power electronic devices and control 

system. There are two main reasons for this research work proposed here: 

1) The first reason is that whether multi-level HVDC-MMC is possible to be implemented 

on a single FPGA board. Existing research work [109], using 2 PB5 board, is expensive 

to implement. A single FPGA board can be an alternative method for cheaper cost. 
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2) The second reason is that high-frequency switching is always challenging to be 

modelled and simulated for FPGA-based applications. The operation of power 

electronics is much faster than traditional circuit breakers. It is very challenging to 

switch multiple topologies driven by a clock frequency of 100Mhz. Especially for 

HVDC-MMC, the internal half-bridge MMC is influencing the operation of the other 

arms. This will make the implementation of HVDC-MMC system more difficult. 

Therefore, it is necessary to provide cheaper and flexible solutions for the HVDC-MMC system 

using FPGA board. 

5.2 Power Electronic Device Modelling 

5.2.1 Diode 

Different converters are composed of semiconductors, such as IGBT and diode. To formulate 

converters efficiently, single models of diode, IGBT and MMCs need to be built up at first. 

Compared to uncontrollable diodes, IGBT and MMC can be controlled by external signals.  

Diode is a semiconductor component, which can only be controlled by internal voltage and 

current. For practical experiment, the difficulty of diodes lies on the nonlinearity and single 

direction flowing. Fig. 5.1 gives the detailed diode structure, which can only conduct from 

node A to node K. It is controlled by its own current 𝐼𝐴𝐾 and voltage 𝑉𝐴𝐾. When 𝑉𝐴𝐾 > 0 or 

𝐼𝐴𝐾 > 0, then the diode is forward biased with a small forward voltage 𝑉𝑓. When 𝐼𝐴𝐾 ≤ 0, then 

the diode will reverse biased and turn off. 
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A K
+ -

 

Fig. 5.1 Simple diode structure 

For switching operation, the diode block can normally be represented by a series resistor, an 

inductor, a forward voltage source and a switch. For the sake of simplifications, the leakage 

current in the blocking state and the reverse-recovery current are not considered. For the 

discrete-time modelling, inductor 𝐿𝑜𝑛  is forced to zero owing to the simulation time step. 

Therefore, Fig. 5.2  shows diode, composed of a resistor, a forward voltage source and a switch, 

can be represented by Norton circuit. 

Vf
Ron

Roff

A K

GAK

A K

 

Fig. 5.2 Equivalent circuit for diode 

According to Norton’s Theorem and the Norton Equivalent Circuit, the corresponding resistor 

and current source can be replaced as: 

 𝐺𝐴𝐾 = {
𝐺𝑜𝑛 + 𝐺𝑜𝑓𝑓, 𝑣𝐴𝐾 > 0 𝑜𝑟 𝑖𝐴𝐾 > 0

𝐺𝑜𝑓𝑓, 𝑒𝑙𝑠𝑒
 ( 5-1 ) 

 𝐼𝐴𝐾
𝑆 = {

𝐺𝑜𝑛 ∙ 𝑉𝑓 , 𝑣𝐴𝐾 > 0 𝑜𝑟 𝑖𝐴𝐾 > 0

0, 𝑒𝑙𝑠𝑒
 ( 5-2 ) 

where 𝑅𝑜𝑓𝑓 and 𝐺𝑜𝑓𝑓 are the resistance and conductance of snubber, respectively, 𝑅𝑜𝑛 and 𝐺𝑜𝑛 

are the resistance and conductance of forward biased resistor, respectively, 𝑉𝑓 is the forward 
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voltage, 𝑣𝐴𝐾 and 𝑖𝐴𝐾 are the voltage and current, , respectively, between the diodes, 𝐼𝐴𝐾
𝑆  and 

𝐺𝐴𝐾 are the equivalent current source and conductance for the diode, , respectively. 

5.2.2 IGBT 

IGBT is a semiconductor can be controlled by external gate signal. The turn-on and turn-off 

switch is determined by the combination of internal state and external gate signals. When the 

gate signal is positive and the voltage is over forward voltage, the IGBT turns on. Otherwise, 

it stays turn-off. Similar to a diode, the equivalent circuit for an IGBT can be represented as 

follows: 

 𝐺𝐴𝐾 = {
𝐺𝑜𝑛 + 𝐺𝑜𝑓𝑓 , (𝑔 > 0, 𝑣𝐴𝐾 > 0 ) 𝑜𝑟 ( 𝑔 > 0, 𝑖𝐴𝐾 > 0)

𝐺𝑜𝑓𝑓 , 𝑒𝑙𝑠𝑒
 ( 5-3 ) 

 𝐼𝐴𝐾
𝑆 = {

𝐺𝑜𝑛 ∙ 𝑉𝑓 , (𝑔 > 0, 𝑣𝐴𝐾 > 0) 𝑜𝑟 (𝑔 > 0, 𝑖𝐴𝐾 > 0)

0, 𝑒𝑙𝑠𝑒
 ( 5-4 ) 

where g is the external gate signal. 

5.2.3 Half-Bridge MMC 

Half bridge Modular multilevel converter normally includes multiples of series-connected 

power modules. In each power module, there are diode/IGBT pairs and one capacitor on the 

DC side. Control signal can be given as inputs to determine the turn-on and turn-off state for 

each power module. For simplification, an aggregated model is chosen to use the equivalent 

circuit to represent all the power modules. More importantly, the aggregated model can run 

much faster than the detailed model, and the former is more suitable for real-time simulation.  

To simplify MMC modelling, Fig. 5.3 gives the detailed circuit for the aggregated model [37] 

of the half-bridge MMC. The diode d1 is connected with a controlled voltage source VS2 in 
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parallel with reversed d2, and in series with the voltage-controlled voltage source VS1. Because 

of MMC is applied at amplitude of kV, diode 1 and 2 can be able to be replaced as a variable 

resistor.  

VS1 VS2DIODE1

DIODE2

GMMC

A KA K

 

Fig. 5.3 Aggregate model for MMC 

Based on trapezoidal rule, the conductance is determined by a variable resistance and a 

simulation time step. Because only one diode can be derived at the same step, the reversed 

conductance is the same despite of switching state. According to Norton circuit theory, the 

relationship between open-circuit voltage and current can be summarized as follows: 

 (𝑖 − 𝐺𝐷1 ∙ 𝑉𝑆2) ∙ (𝐺𝐷1 + 𝐺𝐷2) + 𝑉𝑆1 = 𝑣  ( 5-5 ) 

 𝑖 ∙ (𝐺𝐷1 + 𝐺𝐷2) + (𝑉𝑆1 − 𝐺𝐷1 ∙ (𝐺𝐷1 + 𝐺𝐷2) ∙ 𝑉𝑆2) = 𝑣  ( 5-6 ) 

Therefore, the open-circuit voltage and current of half bridge MMC can be given as: 

 𝐺𝑀𝑀𝐶 = 𝐺𝐷1 + 𝐺𝐷2  ( 5-7 ) 

 𝐼𝑀𝑀𝐶
𝑆 = 𝑉𝑆1 − 𝐺𝐷1 ∙ (𝐺𝐷1 + 𝐺𝐷2) ∙ 𝑉𝑆2   ( 5-8 ) 
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where 𝐺𝐷1 and 𝐺𝐷2 are the conductance for two diodes, respectively, 𝐼𝑀𝑀𝐶
𝑆   and 𝐺𝑀𝑀𝐶  are the 

equivalent current source and conductance for the diode, respectively, 𝑉𝑆1 and 𝑉𝑆2 are the 

voltage sources determined by external signals. 

5.3 Control System Modelling 

Different control systems, such as Phase Lock Loop (PLL), are implemented by fundamental 

blocks. Therefore, modelling of fundamental control block is necessary, including variable 

mean block, discrete mean block, current control loop and PWM control. 

5.3.1 Discrete mean value 

Discrete mean block is to calculate mean value after a fixed time delay [110]. Once the time 

delay is set, it will continue for the whole simulation duration. Therefore, a fixed range of 

memory space is required to delay input signals. 

1/Freq_set

Clock(t+ t)
  

PID
+
-
+

Delay

V1(t+ t)

Choose

Correction

DISCRETE_MEAN

Freq_set

 

Fig. 5.4 Discrete mean control block 

The mean block is able to get the mean value of the inputs over a running window at the 

specified frequency. Fig. 5.4 provides the detailed control connections for the discrete mean 

block. For the first cycle, the output will be kept at initial constant value. For the rest cycles, 

the output will be updated consistently. Mean block can be considered as the combination of 

integrator, delay unit, subtractor and switch. 
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 𝑇𝑠𝑒𝑡 = 𝑟𝑜𝑢𝑛𝑑(
𝐹𝑓𝑢𝑛

∆𝑡
)  ( 5-9 ) 

where 𝑇𝑠𝑒𝑡 is the time delay step, 𝐹𝑓𝑢𝑛 is the specified delay frequency. 

Based on trapezoidal rule, integrator can be formed as: 

 𝑉1(𝑡 + ∆𝑡) = 𝑉1(𝑡) +
∆𝑡

2
(𝑉𝑑𝑐(𝑡) + 𝑉𝑑𝑐(𝑡 + ∆𝑡))  ( 5-10 ) 

where 𝑉𝑑𝑐(𝑡) is the input direct voltage, 𝑉1(𝑡) is the integrated signal. 

Conditional output is determined at the current time step: 

 𝑉2(𝑡 + ∆𝑡) = {
𝑉𝑑𝑐

𝑛𝑜𝑚, 𝑖𝑓 𝑡 < 𝑇𝑠𝑒𝑡 ∙ ∆𝑡

𝐹𝑓𝑢𝑛 ∙ (𝑉1(𝑡 + ∆𝑡) − 𝑉1(𝑡 + ∆𝑡 − 𝑇𝑠𝑒𝑡 ∙ ∆𝑡), 𝑒𝑙𝑠𝑒
 ( 5-11 ) 

where 𝑉𝑑𝑐
𝑛𝑜𝑚 is the nominal direct voltage, 𝑉2(𝑡) is the mean DC voltage over running cycle. 

 

5.3.2 Variable mean value 

Variable mean block can help to calculate the mean value over a running window with a 

variable delayed frequency [110]. A maximum frequency will be pre-defined to decide the 

maximum buffer size in memory area. Variable delay can be input for the whole simulation 

duration. Fig. 5.5 details control block for variable mean value. 
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Fig. 5.5 Variable mean control block 

At the first step, integrator based on trapezoidal rule is applied. 

 𝑉1(𝑡 + ∆𝑡) = 𝑉1(𝑡) +
∆𝑡

2
(𝑉𝑞(𝑡) + 𝑉𝑞(𝑡 + ∆𝑡))  ( 5-12 ) 

where 𝑉𝑞(𝑡) is the per unit q axis voltage, 𝑉1(𝑡) is the integrated signal. 

At the second step, the input frequency is limited within the upper limit and lower limit. 

 𝐹𝑓𝑟𝑒𝑞(𝑡 + ∆𝑡) = {

𝐹𝑀𝐴𝑋
𝑃𝐿𝐿 , 𝑖𝑓 𝐹𝑟𝑒𝑞(𝑡 + ∆𝑡) >  𝐹𝑀𝐴𝑋

𝑃𝐿𝐿  

𝐹𝑀𝐼𝑁
𝑃𝐿𝐿 , 𝑖𝑓 𝐹𝑟𝑒𝑞(𝑡 + ∆𝑡) < 𝐹𝑀𝐼𝑁

𝑃𝐿𝐿  

𝐹𝑟𝑒𝑞(𝑡 + ∆𝑡), 𝑒𝑙𝑠𝑒

 ( 5-13 ) 

where 𝐹𝑀𝐴𝑋
𝑃𝐿𝐿  and 𝐹𝑀𝐼𝑁

𝑃𝐿𝐿  are the upper limit and lower limit of input frequency, respectively, 

𝐹𝑟𝑒𝑞(𝑡 + ∆𝑡) is the input frequency, 𝐹𝑓𝑟𝑒𝑞(𝑡 + ∆𝑡) is the limited frequency. 

At the third step, a correction block is applied for q axis voltage. 

 𝑁0(𝑡 + ∆𝑡) = 1/(𝐹𝑓𝑟𝑒𝑞(𝑡 + ∆𝑡)  ∙ 𝑇𝑠)  ( 5-14 ) 

 𝐹0(𝑡 + ∆𝑡) = 𝑐𝑒𝑖𝑙(𝑁0(𝑡 + ∆𝑡))  ( 5-15 ) 

where 𝑁0(𝑡 + ∆𝑡) is the number of samples per cycle, 𝑇𝑠 is the sample time step, 𝐹0(𝑡 + ∆𝑡) 

is the integer sample time step. 
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At the fourth step, a variable delay unit is applied to delay input signal at a specified delay 

input. When the input delay is not integer sample time step, linear interpolation is utilized. The 

maximum frequency can help to determine the buffer size for storage. For integer samples, the 

output can be defined as follows: 

 𝐹1(𝑡 + ∆𝑡) = {

𝑉2
𝑖𝑛𝑖 , 𝑖𝑓 𝑡 <  𝐹0(𝑡 + ∆𝑡)

𝑉1(𝑡 + ∆𝑡 − 𝐹0
𝑀𝐴𝑋 ∙ ∆𝑡),   𝑖𝑓 𝐹0(𝑡 + ∆𝑡) > 𝐹0

𝑀𝐴𝑋

𝑉1(𝑡 + ∆𝑡 − 𝐹0(𝑡 + ∆𝑡) ∙ ∆𝑡), 𝑒𝑙𝑠𝑒

 ( 5-16 ) 

where 𝑉2(𝑡 + ∆𝑡) is the output after variable time delay, 𝑉2
𝑖𝑛𝑖 is the pre-set initial condition 

value, 𝐹0
𝑀𝐴𝑋 is the allowed maximum time delay. 

 𝐹2(𝑡 + ∆𝑡) = (𝑉1(𝑡 + ∆𝑡) − 𝐹1(𝑡 + ∆𝑡)) ∙ 𝐹𝑓𝑟𝑒𝑞(𝑡 + ∆𝑡) ( 5-17 ) 

where 𝐹2(𝑡 + ∆𝑡) is the mean value. 

To eliminate dynamic error, the mean value will be corrected by a correction system:  

𝐶0(𝑡 + ∆𝑡) =
𝑁0(𝑡+∆𝑡)−𝐹0(𝑡+∆𝑡)

𝑁0(𝑡+∆𝑡)
∙ (

(𝑉𝑞(𝑡)−𝑉𝑞(𝑡+∆𝑡))(𝑁0(𝑡+∆𝑡)−𝐹0(𝑡+∆𝑡))

2
+ 𝑉𝑞(𝑡 + ∆𝑡))  ( 5-18 ) 

where 𝐶0(𝑡 + ∆𝑡) is the corrected factor for mean value. 

To avoid the initial oscillation, the variable time delay is only allowed to generate external 

inputs from the initial set period. The final output can be given as follows: 

 𝑉3(𝑡 + ∆𝑡) = {
𝑉𝐼𝑁𝐼 , 𝑖𝑓 𝑡 < 𝑇𝐼𝑁𝐼

𝐹2(𝑡 + ∆𝑡) + 𝐶0(𝑡 + ∆𝑡), 𝑒𝑙𝑠𝑒
 ( 5-19 ) 

where 𝑉3(𝑡 + ∆𝑡) is the final output of variable delay unit, 𝑉𝐼𝑁𝐼 is the block initial condition, 

𝑇𝐼𝑁𝐼 is the initial frequency. 
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5.3.3 Current control loop 

The current control loop, voltage control loop and power control loop are similar for HVDC-

MMC. The same strategy relies on using PID control and limiter to make the measured value 

close to the referenced value as much as possible. Therefore, only d current control loop is 

introduced, other control loop can be built up similarly. Fig. 5.6 provides d axis current control 

loop. 

Id_ref(t+ t)

Id(t+ t) +
-

Anti-Windup

Rff

Iq_ref(t+ t)

Lff

w(t+ t)

Vd(t+ t)

× 

+

+

+

-

 

Fig. 5.6 D axis current control block 

At the first step, d axis current error is computed by measured current minus referenced current 

at the same time step. 

 𝐼1(𝑡 + ∆𝑡) = 𝐼𝑑
𝑟𝑒𝑓(𝑡 + ∆𝑡) − 𝐼𝑑(𝑡 + ∆𝑡) ( 5-20 ) 

where 𝐼𝑑
𝑟𝑒𝑓(𝑡 + ∆𝑡) is the referenced d axis current, 𝐼𝑑(𝑡 + ∆𝑡) is the measured d axis current, 

𝐼1(𝑡 + ∆𝑡) is the absolute error. 

At the second step, d axis current error will be accumulated by different constants. 

 𝐼2(𝑡 + ∆𝑡) = 𝐾𝑝
𝐼𝑟𝑒𝑔

∙ 𝐼1(𝑡 + ∆𝑡) ( 5-21 ) 

 𝐼3(𝑡 + ∆𝑡) = 𝐼3(𝑡) + 𝐾𝑖
𝐼𝑟𝑒𝑔

∙
∆𝑡

2
∙ (𝐼1(𝑡 + ∆𝑡) + 𝐼1(𝑡))  ( 5-22 ) 
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where 𝐼2(𝑡 + ∆𝑡) and 𝐼3(𝑡 + ∆𝑡) are intermediate signals with different gain, 𝐾𝑝
𝐼𝑟𝑒𝑔

 and 𝐾𝑖
𝐼𝑟𝑒𝑔

 

are constant gains, respectively. 

At the third step, Anti-windup block can be treated as the combination of integrator and limiter. 

Moreover, anti-windup block can also keep integrated values within specified levels. When the 

integral is between the upper bound and lower bound, the integrator will turn on. If the integral 

is greater than the upper bound and input is positive, the saturation will be held at the upper 

bound. If the integral is lower than the lower bound and input is negative, the saturation will 

be held at the lower bound.  

 𝐼4(𝑡 + ∆𝑡) = 𝐼5(𝑡) + 𝐼3(𝑡 + ∆𝑡) ∙ ∆𝑡 ( 5-23 ) 

 𝐼5(𝑡 + ∆𝑡) = {

𝐼𝑀𝐴𝑋
𝐼𝑟𝑒𝑔

, 𝑖𝑓 𝐼4(𝑡 + ∆𝑡) >  𝐼𝑀𝐴𝑋
𝐼𝑟𝑒𝑔

 𝑎𝑛𝑑 𝐼3(𝑡 + ∆𝑡) > 0

𝐼𝑀𝐼𝑁
𝐼𝑟𝑒𝑔

, 𝑖𝑓 𝐼4(𝑡 + ∆𝑡) < 𝐼𝑀𝐼𝑁
𝐼𝑟𝑒𝑔

 𝑎𝑛𝑑 𝐼3(𝑡 + ∆𝑡) < 0

𝐼4(𝑡 + ∆𝑡), 𝑒𝑙𝑠𝑒

 ( 5-24 ) 

where 𝐼4(𝑡 + ∆𝑡) is the integral signal, 𝐼5(𝑡 + ∆𝑡) is the output after saturation, 𝐼𝑀𝐴𝑋
𝐼𝑟𝑒𝑔

 and 𝐼𝑀𝐼𝑁
𝐼𝑟𝑒𝑔

 

are the upper bound and lower bound of the current regulator, respectively. 

At fourth step, an adder is applied for adding the integral output with the previous gained 

output. 

 𝐼6(𝑡 + ∆𝑡) = 𝐼3(𝑡 + ∆𝑡) + 𝐼5(𝑡 + ∆𝑡) ( 5-25 ) 

At the fifth step, a limiter is applied to make the output within the specified limit. 

 𝐼7(𝑡 + ∆𝑡) = {

𝐼𝑀𝐴𝑋
𝐼𝑟𝑒𝑔

, 𝑖𝑓 𝐼6(𝑡 + ∆𝑡) >  𝐼𝑀𝐴𝑋
𝐼𝑟𝑒𝑔

 

𝐼𝑀𝐼𝑁
𝐼𝑟𝑒𝑔

, 𝑖𝑓 𝐼6(𝑡 + ∆𝑡) < 𝐼𝑀𝐼𝑁
𝐼𝑟𝑒𝑔

 

𝐼6(𝑡 + ∆𝑡), 𝑒𝑙𝑠𝑒

 ( 5-26 ) 
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where 𝐼7(𝑡 + ∆𝑡) is the output after certain limit. 

At the final step, an adder is use to integrate d axis voltage, integral current and rotating q axis 

current as proportion to the control referenced PWM signal. 

 𝐼8(𝑡 + ∆𝑡) = 𝑉𝑑(𝑡 + ∆𝑡) + 𝑅𝑓𝑓 ∙ 𝐼7(𝑡 + ∆𝑡) + 𝐿𝑓𝑓 ∙ 𝐼𝑞(𝑡 + ∆𝑡) ∙ 𝑤(𝑡 + ∆𝑡) ( 5-27 ) 

where 𝐼8(𝑡 + ∆𝑡) is the output of d axis control loop, 𝑅𝑓𝑓 and 𝐿𝑓𝑓 are constant gain values, 

respectively, 𝐼𝑞(𝑡 + ∆𝑡) is the measured q axis current, 𝑤(𝑡 + ∆𝑡) is the angular speed based 

on frequency. 

5.3.4 PWM control  

PWM control is using referenced signal to compare with carrier signal to generate pulses [110] 

- [111]. A fixed shift degree will be generated between different bridges. The time shift can be 

obtained using following equation: 

 𝑂𝑓𝑓𝑠𝑒𝑡(𝑘) =
(𝑘−1)

𝑛𝑙𝑒𝑣𝑒𝑙
∙ 𝑆𝑇𝑃𝑊𝑀 ( 5-28 ) 

where Offset(k) is the offset time for bridge k, STPWM  is a shift time constant, nlevel is the 

number of bridges (power modules) of the multilevel converter. 

Time accumulation effect for different bridges can be generated as follows: 

 𝑃1(𝑘, 𝑡 + ∆𝑡) = (𝐶𝑙𝑜𝑐𝑘(𝑡 + ∆𝑡) + 𝑂𝑓𝑓𝑠𝑒𝑡(𝑘)) ∙ 𝐹𝑐 ( 5-29 ) 

 𝑃2(𝑘, 𝑡 + ∆𝑡) = 𝑃1(𝑘, 𝑡 + ∆𝑡) − 𝑓𝑖𝑥(𝑃1(𝑘, 𝑡 + ∆𝑡)) ( 5-30 ) 

where 𝑃1(k, 𝑡 + ∆𝑡) and 𝑃2(k, 𝑡 + ∆𝑡) are intermediate PWM signal, 𝐹𝑐 is carrier frequency. 

The interpolation for the sequential carrier can be generated as follows: 



159 

 

 𝐶𝑟(𝑘, 𝑡 + ∆𝑡) = {
1 − |4 𝑃2(𝑘, 𝑡 + ∆𝑡) − 2|, 𝑖𝑓 0 ≤ 𝑃2(𝑘, 𝑡 + ∆𝑡) ≤ 1

−1, 𝑒𝑙𝑠𝑒 
 ( 5-31 ) 

where 𝐶𝑟(𝑘, 𝑡 + ∆𝑡) is the carrier signal. 

 𝑃3(𝑘, 𝑡 + ∆𝑡) = {
1, 𝑖𝑓 𝐶𝑟(𝑘, 𝑡 + ∆𝑡) > 𝑈𝑟𝑒𝑓(𝑡 + ∆𝑡) 

0, 𝑒𝑙𝑠𝑒
 ( 5-32 ) 

 𝑃4(𝑡 + ∆𝑡) = ∑𝑃3(𝑘, 𝑡 + ∆𝑡) ( 5-33 ) 

where 𝑃3(𝑘, 𝑡 + ∆𝑡) is the single PWM signal for bridge k, 𝑃4(𝑡 + ∆𝑡) is the total PWM signal 

for the whole arm. 

5.4 Hardware Implementation Strategies 

5.4.1 Shift memory unit 

FPGA memory space is relatively limited for massive data. To keep necessary data for a long 

duration, it is desirable to develop efficient memory utilization for massive data. Take different 

dynamics, memory strategies are required to be optimized adaptively. The memory blocks can 

be divided into three different types. Temporary type is updated completely at every time step, 

for instance, RLC branch. Discrete type is updated proportionally with a constant address at 

every time step, such as discrete time mean value. Variable type is updated proportionally with 

a variable address, such as variable mean value. Fig. 5.7 shows the update mode of three 

different RAMs in details. 
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Fig. 5.7 Update modes for three RAM types 

As shown from Fig. 5.7, temporary and discrete RAM are using constant addresses for whole 

simulation period. By comparison, variable RAM is using different address for writing data. 

Moreover, the depth of three types of RAMs is all constant. Thus, the memory utilization will 

stay the same instead of increasing along with simulation duration. This can help to avoid 

overused memory and improve memory utilization efficiency.  

5.4.2 Partitioned pipeline design 

Consider the network with converter is complicated with more electric nodes, the calculation 

burden will grow. Especially for a large admittance matrix, ports and computation units will 

be even doubled. To avoid high-fanout routing, large calculations can be partitioned into small 

pipelined designs. The only thing to do is to use a longer input address and waiting latency. 

For example, 32-input multiply-add block in Fig. 5.8 will cost 32 multipliers and 31 adders in 

the original design. By partition, it can be built up by a 16-input multiply-add block, which 

only costs 16 multipliers and 15 adders. Shows the partition process with the pipelined designs. 

Therefore, resource utilization is improving efficiently. 
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Fig. 5.8 Data partition for 32-input multiply-add block 

 

5.4.3 Switch block  

To solve the changing topologies, the possible topologies need to be pre-calculated in advance. 

LUT switch design is implemented in Fig. 5.9 for frequent topologies changes. Therefore, in 

real-time calculation, the topologies change will only cost 1 clock cycle and will not increase 

additional time. In this way, different topologies can switch very fast and suitable for real-time 

design. This design can help to place single-phase fault, three-phase fault and other circuit 

breaker actions. Provides detailed switch hardware design when switching between different 

topologies. 
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Fig. 5.9 Switch design for different topologies 

 

5.4.4 Interpolation  

FPGA are only equipped with basic calculations, such as adder and multiplier. Exponent and 

sine function are not involved in IP COREs. To address the problem in real-time, interpolation 

in Fig. 5.10. For periodic function, such as sine wave function, discrete points of one cycle 

memory are kept for the whole duration of the simulation. For non-periodic function, such as 

exponent function, a limited range is predicted for the whole duration of the simulation. Once 

the input is given, the search address can be generated automatically. An address function and 

memory LUT can interpolate the function in real-time, which gives detailed interpolation 

process for periodic function and non-periodic function. The main difference is that the 

memory depth for non-periodic function needs to be predicted in advance. To avoid overflow 

of data, the upper bound and lower bound needs to be determined for the whole duration of the 

simulation. 
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Fig. 5.10 Interpolation for periodic and non-periodic function 

5.4.5 Different time step interface  

When the control system is extremely complex, the calculations need longer time step than 

electric systems. In order to transfer data efficiently, data interface should be built up between 

sub systems using different time steps. Fig. 5.11 shows the detailed data transfer directions for 

different system speed. The transfer directions are composed of fast-to-slow direction and 

slow-to fast direction. For example, the time step for a fast system and a slow system are 20 us 

and 40 us, respectively. For the fast-to-slow direction, the slow system will only allow the 

original fast data every two time steps. For the slow-to-fast direction, the data from the slow 

system will be extended to the last two time steps for the fast system. Therefore, efficient 

waiting and processing can help to couple the fast system and slow system effectively. This 

strategy can be even utilized for coupling different energy systems, such as fast electric system 

and slow thermal system. 
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Fig. 5.11 Transfer directions between different speed data 

 

5.5 Case study 

5.5.1 PWM control block 

To analyse the precision impact for PWM, Single-Precision and Double-Precision are both 

applied for single PWM generator block. A 36-level PWM control in Fig. 5.12 is tested. A 

same model in MATLAB is selected to compare accuracy. Fig. 5.13 provides PWM signal and 

error simulation results 

Uref

PWM

CarrierSine Wave

PWM Generator  

Fig. 5.12 PWM Generator 
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(a) Long-duration comparison 

 

(b) Short-duration comparison 

 

(c) Error comparison 

Fig. 5.13 PWM signal result comparison 

Seen from Fig. 5.13, Single-Precision leads to inaccurate results at more discrete time points. 

Double-Precision can reduce the average relative error from 8% to less than 4%, compared 

with Single-Precision. This is because PWM control is operating at high frequency. Single-

Precision, lack of efficient bandwidth, will lead to low accuracy for comparison between 
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referenced signal and carrier signal. This is more significant for zero-crossing point. This 

problem can be more significant for multi-level PWM control. Therefore, Double-Precision is 

chosen for the whole MMC system to avoid uncertain control signal errors. 

5.5.2 HVDC-MMC control system 

In order to test the performance of MMC aggregated model on FPGA, a 36-level HVDC-MMC 

interconnection system [112]  in Fig. 5.14 is simulated. The nominal power and DC voltage is 

1000MW and 320kV. MMC converter is implemented using an aggregated model to simulate 

36 power modules per arm, where capacitance is assumed with balanced voltage. The various 

blocks of the control system [112] is depicted in Fig. 5.15.  Per arm modulation references are 

calculated from external measurements, including DC voltage 𝑉𝑑𝑐, secondary current 𝐼𝑠𝑒𝑐, and 

secondary voltage 𝑉𝑠𝑒𝑐. DC side converter will be turned on from 1s. Simulation time step is 

50μs. The results for voltage and current are displayed in Fig. 5.16. Timing design for HVDC-

MMC system is depicted in Fig. 5.17. Table 5.1 details resource utilization for HVDC-MMC 

system. The same MATLAB model is set as a referenced model for the comparison. 
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Fig. 5.14 HVDC-MMC topology [112] 
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Fig. 5.15 Block diagram of HVDC-MMC control loop [112] 
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(a) PWM control signal for AP 

 

(b) PWM control signal error for AP 

 

(c) Vdc voltage 
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(d) Vdc voltage error 

Fig. 5.16 HVDC-MMC simulation results 
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Fig. 5.17 Time schedule of HVDC-MMC system. 

 

Table 5.1 Resource utilization of HVDC-MMC system. 

 Registers LUTs RAM DSP 

HVDC-MMC  36% 77% 16% 93% 
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For accuracy analysis, the PWM control signal and DC voltage are still matched with the 

referenced model as shown in Fig. 5.16. For DC voltage, the average relative error is less than 

5%. After DC converter turns on at 1s, the relative error increased suddenly at peak value at 

1.1s, and faded until 1.5s. The major error is caused by the interpolation blocks in hardware, 

which is a treat-off for fast speed in hardware. For PWM control signal, the average relative 

error is instant at discrete time point. PWM is implemented by comparing calculated values 

with the referenced values to determine 0 and 1. Owing to the difference between MATLAB 

and FPGA IP Core, very close values can get different results at zero-crossing point. With this 

aggregated model, control system dynamics and circulating voltages phenomena are all well-

represented on FPGA. 

To evaluate timing performance, Fig. 5.17 shows that total calculation time only costs 22.3μs. 

Therefore, free time slots are still available for other components and control system. 

Moreover, smaller simulation time steps, such as 40μs, can also be applied for this HVDC-

MMC system. 

Table 5.1 shows the detailed percentage of resource utilization. As seen from that, all resources, 

such as DSP and LUT, are all below 100%. With the help of the shift memory unit, the RAM 

utilization percentage is still below 16%. Therefore, the whole HVDC-MMC system using the 

aggregated model can be implemented successfully on a single FPGA board. 
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5.6 Conclusion 

This chapter mainly introduced the mathematical models for high-frequency power electronic 

devices and control, such as MMC and PWM control. To simplify FPGA-based 

implementation, optimized strategies for lower memory and faster speed are also presented. 

The following conclusions can be drawn:   

• Owing to efficient bandwidth, Double-Precision is more recommended for high-

frequency PWM controls than Single-Precision, reducing relative error to less than 4%. 

• Optimized memory strategies for hardware, such as shift memory shift, can help to 

achieve HVDC-MMC system and control system on single FPGA board using low-

memory design, with less than 16% RAM. 

• For faster calculation speed, time switch strategy and interpolation can efficiently 

accelerate data transfer and calculation on FPGA, using only 22.3μs for the whole 

calculation. 

• For hardware application, control dynamics and voltage phenomenon of HVDC-MMC 

system can be well-represented using the aggregated model on FPGA, reducing relative 

error to less than 5%. Using the aggregated model, complex calculations of frequent 

changing topologies are simplified by equivalent voltage sources. 
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CHAPTER 6 CONCLUSIONS AND FUTURE WORK 

 

6.1 Conclusions 

The major work of this thesis is to find more accurate and simplified solutions for FPGA-based 

EMT. With absolute numerical stability, the whole work is completely using trapezoidal rule 

to discretize continuous model. The conclusions can be drawn as follows: 

• More accurate and resource-saving precision algorithms: To improve accuracy, 

Floating-Point precision plays an important role in hardware computation. Default 

Single-Precision algorithm, used in most researches, will lead to phase shifts on rotating 

transformation compared with Double-Precision. To eliminate these possible errors, 

three algorithms, including Single-Precision, Double-Precision and Mixed-Precision, 

are established for different application scales.  Mixed-Precision algorithm is built up 

by using Single-Precision for non-rotating component (such as RL branch) and Double-

Precision for rotating component (such as synchronous machine) in the same system. 

For linear components, Single-Precision and Double-Precision can both reduce relative 

error of 4-bus system to less than 1%. For non-linear components, only Double-

Precision algorithm can eliminate significant phase shift error, led by Single-Precision, 

to less than 2%. For integrated system, Mixed-Precision can not only reduce relative 

error to less than 5% but also save 27% LUT and 15% DSP. Mixed-Precision can be an 

efficient alternative for Double-Precision when resource utilization is very limited. 

• Faster and more accurate initialization: By providing initial steady-state, 

initialization is also significant for improving accuracy of FPGA-based EMT. Without 
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initialization, it is easy to accumulate from non-initialized time point to steady-state 

time point, which takes up to tens of seconds. This has not been mentioned by recent 

researches in FPGA-based EMT field. For efficient initialization, four initialization 

methods, including physical interface (Method 1), signal declaration (Method 2), signal 

assignment (Method 3) and COE files (Method 4), are proposed for the first time. 

Theoretical and graphical comparisons show Method 4 has the most significant 

advantages, including simplest routing and lowest timing.  With developed structure 

and algorithm, massive dataflow can be transferred from off-line software to real-time 

hardware. Device-level case study shows that Method 2 and 3 will increase timing 

constraint to from 9.414 ns to 10.892ns and 9.985ns, while Method 4 remains 9.414ns. 

Method 2 and 3, although simple for single signal, are still unsuitable for large system 

initialization. Without any initialization time, Method 4, can initialize 11-bus 4-

machines system using only 2% LUT and 1% DSP resources, which reduces relative 

error to less than 5%. Method 4, with best routing, resource utilization and timing, is 

highly recommended for further FPGA-based EMT initialization. 

• Intelligent MATLAB-to-FPGA toolbox: Independent programming for different 

scale systems, consisting of similar components, are time-consuming and effort-

consuming on FPGA. To simplify hardware programming, MTF toolbox is presented 

for FPGA-based EMT. MATLAB, with powerful computational functions and flexible 

file access, is well suited for developing this proposed toolbox. The only task for users 

is to define data sources, while MTF toolbox can automatically extract from sufficient 

data into submodule, memory unit and main controllers. Extracted constants and 

variables are kept in memory unit, basic operators are mapped in sub-modules, and time 



174 

 

schedules are arranged in main controllers. This procedure is easy-to-use and generic, 

avoiding repetitive efforts. This MTF toolbox can generate 89 files for 11-bus and 39-

bus network within 50s and 300s. After synthesizing these files, the relative error of 39-

bus network is still less than 5%. Compared with 11-bus network, 39-bus network costs 

more 2% LUT and 2% DSP.  This MTF toolbox can also be used for testing 

benchmarks. 

• High-frequency HVDC-MMC model: Power electronic devices with high-frequency 

switching, such as half-bridge MMC, will lead frequent topologies on FPGA. Existing 

researches, such as RTDs, are using more than 2 PB5 or FPGA board to implement. 

For single FPGA board, aggregate model of MMC and control systems is derived based 

on trapezoidal rule, replacing frequent topologies with equivalent voltage source. 

Optimized strategies, such as shift memory unit and interpolation, can help to reduce 

lower resource utilization, timing and memory space.  PWM control case study 

illustrates the significance of Double-Precision by reducing error to less than 4%. With 

the help of optimized strategies, a 36-level HVDC-MMC system using the aggregated 

model is still achievable on single FPGA board with less than 5% error and 22.3μs 

calculation time. This HVDC-MMC model can interface with new components on 

single FPGA board. 

With adaptive precision and initialization, the accuracy is much more enhanced for general 

FPGA-BASED EMT simulation. With intelligent MTF toolbox, hardware programming 

becomes more easy-to-use for beginners. With high-frequency electronic devices, modelling 

capability is enhanced significantly for FPGA-based EMT. Owing to developed works, future 

FPGA-based researches can be started from a more accurate and simplified beginning. 
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6.2 Future works 

Future work can be divided into following three aspects: 

• Variable simulation time step: Variable simulation time step can be treated as a solution 

for integrating multi-vector energy systems. For example, thermal energy and cooling 

power systems can be involved with power system in real-time, which can be combined 

as a Combined Cooling, Heat and Power (CCHP) system. Consider transient dynamics, 

thermal energy and cooling energy are much slower than power system. Using variable 

simulation steps can simulate slow component and fast component in the same system 

in real-time. It is beneficial to implement similar case studies for multi-energy system 

operation. 

• Renewable energies: Wind turbine with complex converter control system is also 

another prospective aspect for future research. Considering grid forming and grid 

following types are required for different scenarios. How to solve wind turbines with 

short distances in large system is still the key problem for real-time simulation. The 

interface between electric energy and cooling energy can also be investigated in FPGA 

platform. 

• Precision analysis: The Mixed-Precision can be applied in other systems, such as 

HVDC-MMC system. The application boundary between Single-Precision and Double-

Precision can also be investigated for both component internal structure and global 



176 

 

network.  This thesis mainly uses Floating-Point values, Fixed-Point values can also be 

considered as possible arithmetic calculations. 

• Accuracy improvement: Compared with MATLAB model, the accuracy is still within 

5%. To reduce further error, more intelligent functions can be fast implemented in 

FPGA platform. For example, more rounding functions can be developed, similar to 

the fix and round function in MATLAB. This attempt can make FPGA calculation more 

competitive compared with MATLAB. 

• Detailed MMC model: This thesis assumes that the voltages of capacitors are balanced 

for aggregate model, which is not realistic. Detailed MMC model, with unbalanced 

capacitor, is much closer to practical operations. The modelling is much more 

complicated. It is worth to investigate the possibility to implement detailed model of a 

36-level HVDC-MMC on FPGA platform. 

• Multi-FPGA simulation: All the case studies are implemented on single board. In the 

future, the communication between multi-FPGA boards can be investigated. Large-

scale system, such as 100-bus, can be partitioned on different boards. 

• Integration method: This thesis applies trapezoidal rule for all the EMT calculations. In 

the future, other integration methods can be improved with corrected actions, making 

it suitable for EMT simulation. The numerical difference of using different integration 

methods can also be modelled and simulated. 

• Initialization: Device-level component initialization is only used for synchronous 

machine model in starting-up procedure. In the future, initialization can also be tested 

for other rotating components (such as wind turbines) and non-rotating components 

(such as MMC). 
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• Intelligent programming: This thesis built up MTF toolbox using MATLAB for 

accelerating FPGA-based EMT. Other languages, such as python, can also be 

investigated to simplify FPGA programming. Relevant factors, such as programming 

efforts and generation time, can be compared with MATLAB.  
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APPENDIX TEST SYSTEMS 

A.1 FPGA IP Cores Latency 

The global clock frequency for ML605 FPGA board is selected as 100 MHz. The detailed 

latency for basic operators is given in Table A.1: 

Table A.1 Latencies of IP COREs  

Operator Clock cycles 

Add/Subtract 4 

Multiply 4 

Divide 20 

Square-root 6 

Max 2 

Float-to-Fixed 2 

Fixed-to-Float 2 

Float-to-Float 3 

Data-read  1 

Data-write 1 

 

A.2 4-bus network 

4-bus network is a proposed hypothetical topology. RL branch represents simplified overhead 

lines, ideal voltage source represents infinite power system network. The parameters of 4-bus 

network in Chapter 2 are given in Table A.1: 
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Table A.2 Parameters of 4-bus network  

Number of phases 3 

Frequency for RLC specification 60 

Resistance per unit length (Ohms/km) 𝑟1 = 0.0001, 𝑟0 = 0.0002 

Inductance per unit length (H/km) 𝑥1 = 0.0001,𝑥0 = 0.0002 

Capacitance per unit length (F/km) 𝑏1 = 0.00175,𝑏0 = 0.000875 

TL1 length (km) 25 

Transformer primary voltage and secondary voltage (kV) 23/200  

Transformer nominal power (MVA)  900 

R1 (ohm) 1 

L1 (H) 0.001 

Ideal voltage source frequency (Hz) and phase-to-phase 

amplitude (kV) 

60Hz, 20kV 

 

RL branch is the representation of simplified overhead lines. 

A.3 Synchronous machine and control system 

The single synchronous machine system in Chapter 2 and Chapter 3 is a proposed hypothetical 

benchmark. The synchronous machine in Chapter 2, Chapter 3 and Chapter 4 are using per unit 

model [1]. For nominal values, nominal power is 555MVA, line-to-line voltage RMS value is 

24kV, nominal power is 60 Hz. The inertia coefficient is 3.525 S, friction factor is 0 pu, and 

pole pair is 1. Other winding resistance and leakage inductance are listed in per unit values as 

follows: 
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Table A.3 Synchronous machine parameters [1] 

𝑅𝑠 0.003 

𝑅𝑓 0.0006 

𝑅𝑘𝑑 0.0284 

𝑅𝑘𝑞1 0.00619 

𝑅𝑘𝑞2 0.02368 

𝐿𝑙 0.15 

𝐿𝑚𝑑 1.66 

𝐿𝑚𝑞 1.61 

𝐿𝑙𝑓𝑑 0.165 

𝐿𝑙𝑘𝑑 0.1713 

𝐿𝑙𝑘𝑞1 0.7252 

𝐿𝑙𝑘𝑞2 0.125 

 

The excitation system is using AC4A exciter as shown in Table A.4 [1]. 
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Table A.4 IEEE AC4A excitation model parameters [1] 

𝐾𝐴 200.0 

𝑇𝐴 0.04 

𝑇𝐵 12.0 

𝑇𝐶 1.0 

𝑉𝑅𝑀𝐴𝑋 5.64 

𝑉𝑅𝑀𝐼𝑁 -4.53 

𝐾𝐶 0 

𝑉𝐼𝑀𝐴𝑋 1.0 

𝑉𝐼𝑀𝐼𝑁 -1.0 

 

Prime mover and governor system is using non-reheat steam turbine. The parameters of prime 

mover and governor [113] is given in Table A.5. 

Table A.5 Non-reheat steam governor parameters [113]  

𝑑𝑟𝑜𝑜𝑝 5 

𝑣_𝑟𝑒𝑓 0.998 

𝐿𝑠𝑒𝑡 0.5 

𝑇𝑇 0.2 

𝑇𝐶𝐻 0.3 
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The parameters of power system stabilizer are given in Table A.6 [1]. 

Table A.6 Power system stabilizer parameters [1] 

𝑇𝑆 0.03 

𝐾 20 

𝑇𝑤 2 

𝑇1𝑛 0.05 

𝑇1𝑑 0.02 

𝑇2𝑛 3 

𝑇2𝑑 5.4 

𝑉𝑆𝑚𝑖𝑛 -0.15 

𝑉𝑆𝑚𝑎𝑥 0.15 

 

The network parameters in Section 2.4.3 Synchronous Machine is given in Table A.7. 

Table A.7 External network parameters 

 60 

Ideal voltage source frequency (Hz) 60 

Ideal voltage source amplitude (kV) 24 

Resistance R1 (Ohms) 0.01 

 

A.4 11-bus 4-machines network 

Synchronous machines are using the same parameter in A.1. 
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11-bus 4 machines network is a standard benchmark [1]. The parameters of 11-bus 4-mahcines 

network in Chapter 2, Chapter 3 and Chapter 3 are using the same system [1]. Transmission 

lines are using same values per unit length, parameters of different transmission line in 11-bus 

4-machines [1] network are shown as follows: 

Table A.8 Transmission lines for 11-bus 4-machines system [1] 

Number of phases 3 

Frequency for RLC specification 60 

Resistance per unit length (Ohms/km) 𝑟1 = 0.0001, 𝑟0 = 0.0002 

Inductance per unit length (H/km)  𝑥1 = 0.0001,𝑥0 = 0.0002 

Capacitance per unit length (F/km)  𝑏1 = 0.00175,𝑏0 = 0.000875 

TL56, TL1011 length (km) 25 

TL67, TL910 length (km) 10 

TL78, TL89 length (km) 110 

 

For transformers, nominal power is 900 MVA, frequency is 60 Hz, primary winding voltage is 

20kV, secondary winding is 230kV, and connection is D1/Yg connection. 

Grounding resistance for bus 7 fault is 0.001 (pu). 

A.5 39-bus 10-machines network 

Synchronous machines are using the same parameter in A.1. 
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The 39-bus 10-machines in Chapter network is IEEE standard benchmark [114]. Based on 

typical line data in A.2, the approximate line length of the transmission line can be summarized 

as follows: 

Table A.9 Transmission lines length for 39-bus 10-machines [114] 

From Bus To Bus Length (km) 

1 2 43.4838 

1 39 26.45 

2 3 15.9758 

2 25 9.0988 

3 4 22.5354 

3 18 14.0714 

4 5 13.5424 

4 14 13.6482 

5 6 2.7508 

5 8 11.8496 

6 7 9.7336 

6 11 8.6756 

7 8 4.8668 

8 9 38.4054 

9 39 26.45 

10 11 4.5494 

10 13 4.5494 
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13 14 10.6858 

14 15 22.9586 

15 16 9.9452 

16 17 9.4162 

16 19 20.631 

16 21 14.283 

16 24 6.2422 

17 18 8.6756 

17 27 18.3034 

21 22 14.812 

22 23 10.1568 

23 24 37.03 

25 26 34.1734 

26 27 15.5526 

 

For transformers, nominal power is 1000 MVA, frequency is 60 Hz, primary winding voltage 

is 22kV, secondary winding is 345kV, and connection is D1/Yg connection. 

 

A.6 HVDC-MMC interconnection  

The simulation is operated by use of an aggregate MMC model [115]. 
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The parameters of HVDC-MMC Interconnection (1000-MW, +/- 320 kV) [115]  is a standard 

benchmark from CIGRE and details are given: 

Table A.10 Parameters of HVDC-MMC Interconnection system [115]   

Parameters Values 

Nominal system frequency/Hz 50 

Converter rated power/MVA 10e9 

Nominal primary voltage/V 400000 

Nominal secondary voltage/V 333000 

Number of power modules per arm 36 

DC nominal voltage/V 640000 

Power module capacitor/F 0.001758 

Filter capacitor value/F 4.78e-5 

Filter resistance value/ohm 1996 

Filter frequency/Hz 1000 

Startup resistance 𝑅𝑠𝑡𝑎𝑟𝑡/ohm 400 

Cable 𝑅𝐶𝑎𝑏𝑙𝑒/ohm 0.5 

Cable 𝐶𝐶𝑎𝑏𝑙𝑒/F 0.0015 

Grounding 𝑅𝑔/ohm 100 

Grounding 𝐶𝑔/F 50e-9 

𝐿𝑎𝑟𝑚/𝐻 0.0529 

𝑅𝑎𝑟𝑚/𝑜ℎ𝑚 0.1663 
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Inverter Capacitance  𝑅𝑖𝑛𝑣/ohm  0.001 

Inverter Resistance 𝐶𝑖𝑛𝑣/F 1.4650e-04 

𝐿1/𝐻 0.0001 

𝑅1/𝑜ℎ𝑚 0.01 

Active Power Regulator 𝐾𝑝
𝑃𝑟𝑒𝑔

 0.167 

Active Power Regulator 𝐾𝑖
𝑃𝑟𝑒𝑔

 1.0 

Active Power Regulator Limits [𝑀𝐴𝑋𝑃𝑟𝑒𝑔,𝑀𝐼𝑁𝑃𝑟𝑒𝑔] [1.2, 0.8] 

Reactive Power Regulator 𝐾𝑝
𝑄𝑟𝑒𝑔

 0.167 

Reactive Power Regulator 𝐾𝑖
𝑄𝑟𝑒𝑔

 1.0 

Reactive Power Regulator Limits [𝑀𝐴𝑋𝑄𝑟𝑒𝑔,𝑀𝐼𝑁𝑄𝑟𝑒𝑔] [0.25, -0.25] 

Direct Voltage Regulator 𝐾𝑝
𝑉𝐷𝐶𝑟𝑒𝑔

 4 

Direct Voltage Regulator 𝐾𝑖
𝑉𝐷𝐶𝑟𝑒𝑔

 100 

Direct Voltage Regulator Limits [𝑀𝐴𝑋𝑉𝐷𝐶𝑟𝑒𝑔, 𝑀𝐼𝑁𝑉𝐷𝐶𝑟𝑒𝑔] [2, -2] 

Current Regulator 𝐾𝑝
𝐼𝑟𝑒𝑔

 4 

Current Regulator 𝐾𝑖
𝐼𝑟𝑒𝑔

 100 

Current Limits [𝑀𝐴𝑋𝐼𝑟𝑒𝑔, 𝑀𝐼𝑁𝐼𝑟𝑒𝑔] [2, -2] 

 

 

 

 


