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Abstract

The study of Hamilton cycles forms a central part of classical graph theory. In

this thesis we present our contribution to the modern research on this topic. In

Chapter 2, we prove that k-uniform hypergraphs satisfying a ‘Dirac-like’ condition

on the minimum (k − 1)-degree contain many of a natural hypergraph analogue of

a Hamilton cycle. In Chapter 3, we show that almost all optimal edge-colourings

of Kn admit a Hamilton path whose edges all have distinct colours; that is, a rainbow

Hamilton path. If n is odd, we show that one is further able to find a rainbow

Hamilton cycle. Chapter 4 is given to the proof that almost all optimal colourings

of a directed analogue of Kn we call ←→Kn admit many rainbow directed Hamilton

cycles; equivalently, almost all n × n Latin squares contain many structures we

call ‘Hamilton transversals’. Finally, in Chapter 5 we introduce an upcoming result

which combines the Rödl Nibble with the Polynomial Method to substantially

improve upon known results on the size of matchings in almost-regular hypergaphs.

We also state an application of this result to the problem of finding rainbow

almost-Hamilton directed cycles in any optimal colouring of ←→Kn.
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CHAPTER 1

INTRODUCTION

1.1 Brief basics and history

A cycle C is a graph whose vertices can be labelled, say V (C) = {v1, v2, . . . , vk}, with

k ≥ 3, such that E(C) = {vivi+1 : i ∈ [k − 1]} ∪ {vkv1}. Here, [n] := {1, 2, . . . , n}

for n ∈ N. A Hamilton cycle (equivalently spanning cycle) in a graph G is a cycle

C ⊆ G such that V (C) = V (G). If G contains a Hamilton cycle then G is said

to be Hamiltonian. Hamilton cycles were first studied by Kirkman [84] in 1856,

but became named after Sir William Rowan Hamilton, who in 1857 described a

game inspired by a group theory problem, with the aim of the game being for one

player to find a Hamilton cycle in the dodecahedron graph, subject to containing a

specified path on 5 of the vertices, this path being given by the other player.

Ideally, given any graph G on any number of vertices, one would like to be

able to efficiently determine if G does or does not contain a Hamilton cycle. In

computability terms, this decision problem is usually called ‘HAM’. It is well-known

that HAM is an NP-complete problem [34]. Loosely speaking, this means that
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firstly, if we are given a permutation of V (G) for some G, then we can efficiently

determine whether this permutation corresponds to a Hamilton cycle of G or not.

If yes, then output G ∈ HAM; otherwise, guess another permutation. If there are

no remaining unchecked permutations, then output G /∈ HAM. Secondly, HAM is

at least as ‘hard’ as any other problem which can be resolved with this strategy.

From a computational point of view, trying out all permutations of V (G) is not a

viable approach. However, if one can find a classification of the graphs that contain

a Hamilton cycle, in terms of some set of conditions which are easier to check,

then not only does one prove that one can efficiently determine whether or not a

given G ∈ HAM, but by cleverly transforming other NP problems into HAM, one

shows that all such problems are computationally viable. Much of the research on

Hamilton cycles was at least partly initially motivated by this fact. For a more

thorough exposition to computational complexity, see for instance [28, 29].

A general classification of Hamiltonian graphs continues to prove elusive, and as

such, many of the classical results on Hamilton cycles focus on natural sufficient or

necessary conditions for the existence of a Hamilton cycle within a given graph G.

The most famous result in this field is the following theorem of Dirac [36], which

gives a minimum degree condition which is sufficient to deduce that a given graph

is Hamiltonian.

Theorem 1.1.1 (Dirac’s Theorem [36], 1952). Let G be a graph on n ≥ 3 vertices

and suppose that δ(G) ≥ n/2. Then G contains a Hamilton cycle.

We note that Theorem 1.1.1 is readily seen to be best-possible in the sense

that the ‘n/2’ cannot be reduced; for example if n is odd then the bipartite

graph K⌊n/2⌋,⌈n/2⌉ has minimum degree ⌊n/2⌋ but clearly cannot be Hamiltonian.
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Ore [103] and Chvátal [24] generalised Theorem 1.1.1 by considering the sum of

degrees of non-adjacent pairs of vertices, and the ‘degree sequence’ of G, respect-

ively. Chvátal and Erdős [25] gave a different sufficient condition concerning the

relationship between the independence number of G and the connectivity of G.

Most of these results appear in any undergraduate course on graph theory. To see

elegant proofs of these results and other classical theorems, see for example the

books of West [124], and Bondy and Murty [16].

Many of the above classical results have also given rise to the study of related

problems in the setting of hypergraphs, which generalise graphs. In particular,

we highlight that Rödl, Ruciński, and Szemerédi [111] proved that, for k ≥ 3,

γ > 0 and large n, if every (k − 1)-set of vertices in a k-uniform hypergraph H is

contained in at least (1/2 + γ)n edges, then H contains a hypergraph analogue

of a Hamilton cycle which we call a ‘tight’ Hamilton cycle. Here, a hypergraph

is k-uniform if every edge contains precisely k vertices, and a tight cycle is such

that every set of k consecutive vertices in the underlying cyclical ordering forms

an edge. Further, the same authors [112] later ‘removed the γ’ in the case k = 3,

obtaining an exact analogue of Dirac’s Theorem in this case, provided n is large.

We give a more in-depth discussion on this topic in Chapter 2.

Throughout this thesis, we focus on the study of Hamilton cycles in ‘large’ graphs

and hypergraphs, in the sense that most results hold only provided the number of

vertices is at least some (usually unspecified) number. This is a natural restriction

to consider, in the following sense. Firstly, ‘small’ graphs G and hypergraphs H,

having at most some fixed n∗ vertices say, can often be thought of as pathological

examples within which common (for instance probabilistic) methodologies may

not work correctly, and secondly, such G and H are only a vanishing proportion
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of all graphs and hypergraphs, regardless of the value of n∗. Intuitively, ‘large’ G

and H capture the key behaviour of graphs and hypergraphs with respect to most

properties of interest, for example Hamiltonicity. Further, if one is careful enough

to identify a suitable n∗ for which all G or H on at least n∗ vertices have a given

property, then it may sometimes be feasible to manually check all smaller G or H

via computer, say. For the above reasons, much of the related literature from

this century, and the end of the previous century, is primarily interested in the

behaviour of large graphs or hypergraphs, and we do not deviate from that here.

1.2 Description of the chapters

In this section, we describe each of the remaining chapters of the thesis, including

the names of the articles contained therein, together with the publishing journal

where appropriate, and the list of co-authors. Though each chapter links to the

overall theme of Hamilton cycles in large graphs and hypergraphs, they are each

self-contained, and contain their own in-depth introductions. For this reason, we

keep their introductions here brief, stating only the key motivations and our main

contributions.

Chapters 2–4 each comprise a published (or accepted to be published) article

for which the author of this thesis was a primary author. Chapter 2 is an article

titled ‘Counting Hamilton cycles in Dirac hypergraphs’ [50], published by the

‘Combinatorics, Probability and Computing’ journal in 2021. This article was

joint work with Stefan Glock, Felix Joos, Daniela Kühn, and Deryk Osthus. A

natural followup question to Dirac’s Theorem (Theorem 1.1.1) is the following: Is

the Hamilton cycle obtained in Theorem 1.1.1 ever unique, or is the hypothesis
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δ(G) ≥ n/2 already strong enough to ensure more than one Hamilton cycle? If the

latter is true, how many? Sarközy, Selkow, and Szemerédi [115] showed in 2003 that

graphs satisfying the hypotheses of Theorem 1.1.1 actually contain exp(n ln n−Θ(n))

distinct (not necessarily disjoint) Hamilton cycles, and Cuckler and Kahn [31, 32]

in 2009 improved the error term to a subexponential one, obtaining that such

graphs have exp(n ln n−n(1 + ln 2)− o(n)) Hamilton cycles. Here, we use standard

asymptotic notation. One may similarly ask the analogous counting question for

the result of Rödl, Ruciński, and Szemerédi [115] discussed in Section 1.1, that

k-uniform hypergraphs satisfying a ‘Dirac-like’ minimum ‘degree’ condition contain

a tight Hamilton cycle. Our main contribution (appearing as Theorem 2.1.1 in

Chapter 2) is that such hypergraphs have exp(n ln n−Θ(n)) tight Hamilton cycles.

Here, for a k-uniform hypergraph H we define δ(H) to be the minimum over all

(k − 1)-sets S ⊆ V (H), of the number of edges of H containing S.

Theorem 1.2.1 (Glock, Gould, Joos, Kühn, and Osthus, 2021). For a fixed integer

k ≥ 2 and a fixed constant γ > 0, the number of tight Hamilton cycles of a k-uniform

hypergraph H on n vertices with δ(H) ≥ (1/2 + γ)n is exp(n ln n−Θ(n)).

Theorem 1.2.1 also immediately extends the same counting bound to some

other hypergraph notions of Hamilton cycles (see Corollary 2.1.2). We remark that

the main idea of the proof of Theorem 1.2.1 is to analyse a short random walk

on the set of ordered (k − 1)-tuples of vertices; each outcome of the random walk

traces a portion of a tight Hamilton cycle. We show that the vertices of the walk

are very likely to look like a uniformly random set of vertices of the appropriate

size, which enables one to iterate this process and append these short tight paths

to one another.
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Chapter 3 comprises an article titled ‘Almost all optimally coloured complete

graphs contain a rainbow Hamilton path’ [56], published by the ‘Journal of Com-

binatorial Theory, Series B’ journal in 2022. This article was joint work with Tom

Kelly, Daniela Kühn, and Deryk Osthus. A proper edge-colouring of a graph G

is a colouring of the edges of G such that no vertex is incident to more than one

edge of the same colour, and such a colouring is optimal if it uses the minimum

possible number χ′(G) of colours. It transpires that χ′(Kn) = n− 1 if n is even,

and χ′(Kn) = n otherwise. If G is equipped with an edge-colouring and H ⊆ G,

we say that H is rainbow if the edges of H all have distinct colours. It is obvious

that Kn contains a Hamilton cycle for n ≥ 3, but it is less clear if any optimal

edge-colouring of Kn should necessarily contain a Hamilton cycle which is rainbow.

Indeed, if n is even then there are not enough colours for a rainbow Hamilton

cycle, but in this case we may still ask for a rainbow Hamilton path, i.e. a rainbow

Hamilton cycle with one edge removed. Maamoun and Meyniel [96] showed in

1984 that there is an optimal edge-colouring of Kn for some even n which does not

contain such a path, but Andersen [9] in 1989 conjectured that in fact any proper

edge-colouring of Kn admits a rainbow path of length n−2, i.e. omitting one vertex

from Kn. Our main contribution (appearing as Theorem 3.1.3 in Chapter 3) is the

following.

Theorem 1.2.2 (Gould, Kelly, Kühn, and Osthus, 2022). Let ϕ be a uniformly

random optimal edge-colouring of Kn. Then with high probability,

(i) ϕ admits a rainbow Hamilton path, and

(ii) ϕ admits a rainbow cycle F containing all of the colours.

In particular, if n is odd, then F is a rainbow Hamilton cycle.

6



Here, ‘with high probability’ means ‘with a probability which tends to 1 as n

tends to infinity’. Theorem 1.2.2 confirms the optimal colourings case of Andersen’s

Conjecture (Conjecture 3.1.2) in a strong sense, for all but a vanishing proportion

of such colourings. To prove Theorem 1.2.2, we use a lemma of Glock, Kühn,

Montgomery, and Osthus (see Lemma 3.4.10) to obtain that any optimal edge-

colouring of Kn admits a rainbow path of length n − o(n), and we use delicate

‘switchings’ arguments to find subgraphs we call ‘gadgets’, together with the

method of ‘distributive absorption’ introduced by Montgomery [101] to show that

we can complete this long rainbow path into a rainbow Hamilton path (or rainbow

Hamilton cycle if n is odd) with high probability in a uniformly random optimal

edge-colouring.

Chapter 4 comprises an article titled ‘Hamilton transversals in random Latin

squares’ [55], accepted for publication by the ‘Random Structures & Algorithms’

journal. This article was joint work with Tom Kelly. Let ←→Kn denote the digraph

obtained from Kn by replacing each edge with two arcs (one in each direction), and

adding a directed loop at each vertex. Further, let Φ(←→Kn) denote the set of proper

n-arc-colourings of ←→Kn on a fixed colour set, say [n]. Here a proper n-arc-colouring

of ←→Kn is a colouring of the arcs of ←→Kn with n colours such that no vertex is the

tail of more than one arc with the same colour, or the head of more than one arc

with the same colour. Note that Φ(←→Kn) is in bijection with the set Ln of n × n

Latin squares with symbols [n]; construct a coloured digraph G ∈ Φ(←→Kn) from a

Latin square L ∈ Ln by colouring arc (i, j) of ←→Kn with the symbol in position (i, j)

of L, and note that L is uniquely recovered from G in the obvious way. Thus,

questions and properties for Ln may be studied in Φ(←→Kn) and vice versa. In

particular, we highlight that the famous Ryser-Brualdi-Stein Conjecture [114, 20,
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119] (Conjecture 3.1.1 in the present thesis) corresponds to the statement that all

G ∈ Φ(←→Kn) admit a rainbow directed subgraph H ⊆ G with maximum in-degree and

out-degree 1, with n−1 arcs. We remark that such an H is thus a disjoint collection

of directed paths and cycles, and is called a ‘partial transversal’ (of size n− 1) in

the Latin square setting. Kwan [90] showed that Conjecture 3.1.1 holds for almost

all G ∈ Φ(←→Kn) in the very strong sense that such G contain ((1− o(1))n/e2)n of

the above subgraphs H with n arcs, rather than n− 1 (simply ‘transversals’ in the

Latin square setting), whence such H are each a rainbow spanning collection of

disjoint directed cycles. Our main contribution (appearing as Theorem 4.1.6 in

Chapter 4) is the following stronger statement.

Theorem 1.2.3 (Gould and Kelly, 2022+). Almost all proper n-arc-colourings of
←→
Kn contain at least (

(1− o(1)) n

e2

)n

rainbow directed Hamilton cycles.

We remark that we use the term ‘Hamilton transversals’ for the special trans-

versals in L ∈ Ln corresponding to rainbow directed Hamilton cycles in G ∈ Φ(←→Kn),

so that Theorem 1.2.3 is equivalent to the statement that almost all n× n Latin

squares have at least ((1− o(1))n/e2)n Hamilton transversals. Further, up to the

error term, this attains the upper bound given by Taranenko [120] on the number

of (general) transversals in a Latin square. Theorem 1.2.3 confirms a conjecture

of Gyárfás and Sárközy [60] (Conjecture 4.1.3 in the present thesis) in a strong

sense for almost all G ∈ Φ(←→Kn), and provides a simpler proof of Kwan’s [90] result,

which relied on Keevash’s [75, 77] breakthrough results on combinatorial designs.

To prove Theorem 1.2.3, we use a result of Kwan and Sudakov [93] (Theorem 4.4.7
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in the present thesis, the proof of which is short and primarily involves standard

concentration inequalities and comparisons between probability spaces) which es-

sentially states that almost all G ∈ Φ(←→Kn) are in some sense ‘quasirandom’, to

show that there are ((1− o(1))n/e2)n spanning rainbow directed path forests with

few components, in almost all G ∈ Φ(←→Kn). To complete such path forests into

rainbow Hamilton cycles, we use delicate switchings arguments inspired by the

methods presented in Chapter 3, to find well-distributed ‘absorbing’ subgraphs in

random G ∈ Φ(←→Kn). The translation to the directed setting entails considerable

added challenges, which required new arguments and ‘gadgets’.

Finally, Chapter 5 is an extended introduction to an upcoming untitled paper

concerning a substantial improvement to the known results on matchings (in terms

of the size of the matching obtained) in large, almost-regular hypergraphs, using

the ‘semi-random method’. The work discussed therein is joint work with Tom

Kelly. In 1985, Rödl [108], building on ideas of Ajtai, Komlós, and Szemerédi [3],

introduced the ‘Rödl Nibble’ (usage of which is often called the semi-random

method), which centres around the iteration of small random processes to yield

almost-spanning substructures in combinatorial host structures. A number of

authors [46, 57, 6, 85, 122] used the semi-random method to show that large

almost-regular hypergraphs, for which the number of edges containing any pair of

vertices is much smaller than the maximum vertex degree, contain almost-perfect

matchings. Such results are frequently useful in the search for Hamilton cycles and

similar structures; indeed, a hypergraph matching result of Alon and Yuster [8]

(Theorem 3.5.3 in the present thesis, itself based on a hypergraph matching result

of Pippenger and Spencer [104]) is essential in Chapter 3 both in the construction

of an almost-spanning rainbow path, and in the construction of the ‘absorption’
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structure. The state-of-the-art hypergraph matchings result based on the classical

semi-random method (in the sense that the obtained matching is largest) was given

by Vu [122] in 2000. Our main result (Theorem 5.2.1, whose statement we defer

until Chapter 5) provides a matching with substantially smaller leftover than that

given by Vu [122] in most settings (and only falling short by the error term, in

limited extreme circumstances which we discuss). The proof of Theorem 5.2.1

centres on an involved application of the ‘Polynomial Method’ (discussed briefly

in Section 5.5.1) during the application of a single ‘Nibble’; we sketch the proof

further in Section 5.5. We remark that the original motivation for Theorem 5.2.1

was to use such a result as part of the search towards improving upon the known

results towards Conjecture 4.1.3 in general G ∈ Φ(←→Kn) (as opposed to almost all

G ∈ Φ(←→Kn), as in Chapter 4). The best result towards this conjecture is that

of Benzing, Pokrovskiy, and Sudakov [11], who showed that every G ∈ Φ(←→Kn)

contains a rainbow directed path forest on all but O(n2/3) vertices, and moreover,

a rainbow directed cycle on all but O(n4/5) vertices. In our upcoming paper, we

improve both of these results by using Theorem 5.2.1 to show that all G ∈ Φ(←→Kn)

contain a rainbow directed cycle on all but O(n1/2+δ) vertices, for any constant

δ > 0. This result is given as Theorem 5.4.1 in the present thesis, and is discussed

in Section 5.4.
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CHAPTER 2

COUNTING HAMILTON CYCLES IN DIRAC
HYPERGRAPHS

11



Abstract

A tight Hamilton cycle in a k-uniform hypergraph (k-graph) G is a cyclic ordering

of the vertices of G such that every set of k consecutive vertices in the ordering

forms an edge. Rödl, Ruciński, and Szemerédi proved that for k ≥ 3, every k-

graph on n vertices with minimum codegree at least n/2 + o(n) contains a tight

Hamilton cycle. We show that the number of tight Hamilton cycles in such k-graphs

is exp(n ln n−Θ(n)). As a corollary, we obtain a similar estimate on the number of

Hamilton ℓ-cycles in such k-graphs for all ℓ ∈ {0, . . . , k− 1}, which makes progress

on a question of Ferber, Krivelevich and Sudakov.
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2.1 Introduction

2.1.1 Counting Hamilton cycles in graphs

The problem of determining sufficient conditions for the existence of Hamilton

cycles in graphs is one of the central topics in graph theory, and has given rise

to extensive research. A classical result of Dirac [36] states that graphs on n ≥ 3

vertices with minimum degree at least n/2 (Dirac graphs) contain a Hamilton cycle,

and there are natural families of graphs which show that n/2 is best possible.

Bollobás [14] and Bondy [15] asked for an asymptotic estimate for the number

of distinct Hamilton cycles in Dirac graphs. In 2003, Sárközy, Selkow, and Sze-

merédi [115] made substantial progress on this question by showing that n-vertex

Dirac graphs contain exp(n ln n − Θ(n)) Hamilton cycles. They also posed the

question of whether this is the right order of magnitude for graphs satisfying other

conditions known to ensure Hamiltonicity, like those of Ore, Pósa, and Chvátal

(see [15]). Further, they conjectured that the minimum number of Hamilton cycles

in n-vertex Dirac graphs is exp(n ln n− n(1 + ln 2)− o(n)).

Cuckler and Kahn [32] analysed a self-avoiding random walk on the vertices

of Dirac graphs to verify this conjecture as a consequence of a more precise

result. Moreover, in a separate paper [31], they used entropy considerations to

provide an upper bound for the number of Hamilton cycles in Dirac graphs. More

precisely, writing Ψ(G) to denote the number of distinct Hamilton cycles of a

graph G, the main results of [31] and [32] together state that for any n-vertex

Dirac graph G, we have log2 Ψ(G) = 2H(G)− n log2 e− o(n), where H(G) is the

entropy of G. Combined with the result [32, Theorem 1.3] that Dirac graphs G
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on n vertices satisfy H(G) ≥ n
2 log2 δ(G), this confirms the conjecture of [115].

Moreover, the parameter H(G) is the maximum of a concave function subject to

linear constraints, and can thus be efficiently estimated. This yields an efficient

algorithm for estimating Ψ(G) for Dirac graphs G, to within subexponential factors.

2.1.2 Hamilton cycles in hypergraphs

The study of Hamilton cycles in hypergraphs was initiated in a 1976 paper of

Bermond, Germa, Heydemann, and Sotteau [12]. For k-uniform hypergraphs (k-

graphs), we may sensibly define a cycle in a number of ways (see for example [87,

109, 127]). Let k ≥ 2 be an integer and let ℓ ∈ {0, . . . , k − 1}. We say that a

k-uniform hypergraph C is an ℓ-cycle if there exists a cyclic ordering of the vertices

of C such that every edge of C consists of k consecutive vertices and such that

every pair of consecutive edges (in the natural ordering of the edges) intersects

in precisely ℓ vertices. A Hamilton ℓ-cycle of a k-graph G is a subgraph C ⊆ G,

where C is a k-uniform ℓ-cycle with V (C) = V (G). Thus, if G contains a Hamilton

ℓ-cycle, then k − ℓ divides |V (G)|. Moreover, if ℓ = 0 then a Hamilton ℓ-cycle is

just a perfect matching of G. We usually call a (k − 1)-cycle a tight cycle, and we

say that a Hamilton (k − 1)-cycle of a k-graph G is a tight Hamilton cycle of G.

We wish to generalise the study of Hamilton cycles in Dirac graphs to the

setting of hypergraphs, and so we now need a natural hypergraph generalisation of

the notion of degree. Given a k-graph G and a set S ⊆ V (G) of k − 1 vertices, we

say that the codegree of S in G, denoted dG(S) (or simply d(S) when G is clear

from the context), is the number of edges of G containing S. For a k-graph G, we

write δ(G) for the minimum codegree over all (k − 1)-sets S ⊆ V (G), and refer to
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this quantity as the minimum codegree of G.

Katona and Kierstead [74] gave a sufficient condition on the minimum codegree

for k-graphs to have a tight Hamilton cycle. Further, they conjectured that for all

integers k ≥ 2, a minimum codegree of at least n/2 suffices for n-vertex k-graphs.

Rödl, Ruciński, and Szemerédi proved an asymptotic version [110] of the k = 3 case

of this conjecture, and then an exact version for large n [112]. The work of [110]

was shortly afterwards generalised to all integers k ≥ 3 by the same authors [111].

Further results on tight Hamilton cycles can be found e.g. in [1, 107]. For (k−ℓ) ∤ k,

Kühn, Mycroft, and Osthus [86] asymptotically determined the threshold for the

existence of a Hamilton ℓ-cycle (this generalised previous results in [88, 78, 65]).

Subsequently several exact results were proved in [33, 64]. It turns out that the

threshold is significantly below n/2 if (k− ℓ) ∤ k. For all other cases it follows from

the result of [111] that the threshold is asymptotically n/2.

2.1.3 Our main result

Ferber, Krivelevich, and Sudakov [45] were the first to generalise the study of

counting Hamilton cycles to the hypergraph setting (and also considered perfect

matchings). They proved for 1 ≤ ℓ < k/2 that if a k-graph G on n vertices with

(k − ℓ) | n satisfies δ(G) ≥ αn for some α > 1/2, then G contains (1− o(1))n · n! ·(
α

ℓ!(k−2ℓ)!

) n
k−ℓ Hamilton ℓ-cycles. As a natural question, they asked whether this

can be generalized to all ℓ.

We adapt some ideas from the random walk analysis of [32] to show that any

large k-graph whose minimum codegree is slightly above n/2 contains a large

number of tight Hamilton cycles.
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Theorem 2.1.1. For a fixed integer k ≥ 2 and a fixed constant γ > 0, the number

of tight Hamilton cycles of a k-graph G on n vertices with δ(G) ≥ (1/2 + γ)n is

exp(n ln n−Θ(n)).

Notice that we claim this number of tight Hamilton cycles holds with equality,

up to the exponential error bound exp(−Θ(n)). We discuss this error bound further

in the concluding remarks. It will suffice to show that the lower bound holds, since

any k-graph on n vertices trivially has at most (n− 1)!/2 distinct tight Hamilton

cycles. Theorem 2.1.1 easily yields the following corollary about the number of

Hamilton ℓ-cycles in a k-graph whose codegrees are slightly above n/2, for each

ℓ ∈ {0, . . . , k − 1}.

Corollary 2.1.2. For a fixed integer k ≥ 2 and a fixed constant γ > 0, the

number of Hamilton ℓ-cycles of a k-graph G on n vertices with (k − ℓ) | n and

δ(G) ≥ (1/2 + γ)n is

(i) exp
((

1− 1
k

)
n ln n−Θ(n)

)
, if ℓ = 0;

(ii) exp(n ln n−Θ(n)), if ℓ ∈ [k − 1].

This addresses the above mentioned question of Ferber, Krivelevich and Sudakov

(though our result is less precise than theirs for ℓ < k/2). We remark that the

− 1
k
-term for the case of perfect matchings is missing in [45, Theorem 1.1], but

follows from their proof. Finally, recall that the minimum codegree threshold for

the existence of Hamilton ℓ-cycles can be below n/2 when ℓ < k− 1. It would thus

be a natural question to extend the counting results to this larger range. For the

rest of the paper, we focus on counting tight Hamilton cycles.
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2.2 Sketch of the proof of Theorem 2.1.1

In this section we provide a rough sketch of the proof of our main result.

2.2.1 Basic notation

We first need to introduce some notation that we use throughout the paper. For

a set V and a natural number ℓ, we write
(

V
ℓ

)
to denote the set of all unordered

ℓ-subsets of distinct elements of V . We write (V )ℓ to denote the set of all ordered

ℓ-subsets of distinct elements of V , so that |(V )ℓ| = ℓ!
∣∣∣(V

ℓ

)∣∣∣. We usually use

boldface capital letters to denote unordered subsets S ∈
(

V
ℓ

)
of the fixed size ℓ,

and we exclusively use boldface capital letters with arrows above to denote ordered

subsets −→S ∈ (V )ℓ. When an ordered tuple −→S ∈ (V )ℓ is first given, the arrow will

exclusively point to the right. We may subsequently drop the arrow to denote the

unordered version of this ℓ-set, so that if −→S is the ordered sequence of ℓ distinct

elements (x1, . . . , xℓ), then S subsequently used without the arrow denotes the

unordered set {x1, . . . , xℓ}. Moreover, we write ←−S to denote the ordered ℓ-tuple

obtained by reversing the ordering of −→S , so that ←−S = (xℓ, xℓ−1, . . . , x1). Let G =

(V, E) be a hypergraph and let U ⊆ V (G). Then the sub(hyper)graph of G induced

by U , denoted G[U ], is the hypergraph H = (V (H), E(H)), where V (H) = U ,

and E(H) is precisely the set of all edges of G containing only vertices in U .

We write G − U to denote the hypergraph G′ ⊆ G obtained from G by deleting

the vertices in U and all edges of G containing any vertex in U . We say that a

k-graph P is a k-uniform tight path (or simply tight path if k is clear from the

context) if P admits an ordering of its vertices V (P ) = {v1, . . . , vm} such that

E(P ) = {{vi, . . . , vi+k−1} : 1 ≤ i ≤ m − (k − 1)}. The ends of P are the ordered
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(k− 1)-tuples (v1, . . . , vk−1) and (vm, . . . , vm−k+2). We also say that P connects the

ends of P . We say that a tight path P with m edges (and thus with m + (k − 1)

vertices) is an m-path, and has length m. For a k-graph G and an integer t ≥ k we

say that a sequence (v1, v2, . . . , vt) of (not necessarily distinct) vertices is a walk

in G if every set of k consecutive vertices in the sequence forms an edge. Let γ > 0

be a constant. A k-graph G on n vertices is called γ-Dirac if δ(G) ≥ (1/2 + γ)n.

Finally, given a hypergraph G, we say a weighting of the edges x : E(G)→ R+ is

a fractional matching if we have ∑e∋v x (e) ≤ 1 for every v ∈ V (G), and we say

that x is perfect if ∑e∋v x (e) = 1 for every v ∈ V (G).

2.2.2 Outline of the argument

Let γ > 0, and let G be an n-vertex k-graph satisfying δ(G) ≥ (1/2+γ)n, where k ≥

2 and n is sufficiently large. The main step of our proof is to count tight paths of

length n− o(n) in G. Using the framework of Rödl, Ruciński, and Szemerédi [111],

which is based on the absorption technique, we can complete each such long path

into a tight Hamilton cycle of G. The key lemma (Lemma 2.5.1) in the proof of

Theorem 2.1.1 states that we can find many paths of length
√

n in G, all starting

at the same ordered (k − 1)-tuple −→S ∈ (V (G))k−1, such that for each such path

the remainder of G still has minimum codegree at least
(

1
2 + γ − n−2/3

)
(n−

√
n).

The proof of this ‘iteration lemma’ is the sole focus of Section 2.5, and involves

the analysis of a self-avoiding random walk X on the vertices of G. In order to

prove the iteration lemma, we first need to show that G admits a perfect fractional

matching which is ‘normal’, which means that each edge of G has weight Θ(n−k+1).

We construct such a normal perfect fractional matching x in Section 2.4 via a
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probabilistic argument based on switchings (it is not clear how to generalise the

entropy-based approach of [32] to the hypergraph setting).

In Section 2.5, we use x to define the transition probabilities of the random

walk X . We construct X such that an outcome of X corresponds to a tight path

in G of length
√

n which starts at some given −→S ∈ (V (G))k−1. We wish to count

the number of outcomes of X which essentially leave the γ-Dirac property of the

remaining graph intact. Such outcomes of X are called good walks. It will suffice

to show that X is good with probability at least 1/2. To do this, we will show that

it is likely that the vertices that X visits look roughly like a uniformly random

subset of the vertices of G, of appropriate size. We will show that the behaviour

of X over a small number of steps can be assumed to be very close to the behaviour

of a modified version of X , in which the walk is allowed to revisit vertices. We use

the normality property of x to show that the modified walk mixes rapidly, and

we use the fact that x is a perfect fractional matching to show that, under the

stationary distribution, each vertex is essentially visited with the same probability.

Thus, roughly speaking, the distribution of the vertices for X to visit at any step

is close to uniform on V (G). We give a more thorough sketch of the proof of the

iteration lemma in Section 2.5.2.

In Section 2.6, we focus on repeatedly applying the iteration lemma to obtain

many long paths in G. Let P be a
√

n-path in G obtained from the first iteration of

the iteration lemma, let T be the unordered set consisting of the final k− 1 vertices

of P , and let GP := G− (V (P ) \T). The idea is that, since the γ-Dirac property

is essentially intact in GP , we may find a new normal perfect fractional matching

xP : E(GP )→ R+ and can thus apply the iteration lemma to GP . In this second

iteration, we insist that all the walks X start at the final ordered (k − 1)-tuple
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of P . Then we may attach any of the paths P ′ from the second iteration onto P

to obtain a longer tight path in G which still leaves the γ-Dirac property of the

remaining graph essentially intact. We show that we may iterate this process until

fewer than n7/8 vertices of G remain, and we multiplicatively use the count of paths

given by the iteration lemma to deduce that the number of resulting long paths

of G is essentially the number given in the statement of Theorem 2.1.1. (Observe

that each combination of paths yields a different concatenated path). Finally then,

we complete the proof of Theorem 2.1.1 by absorbing the vertices left over by each

such long path into a tight Hamilton cycle of G.

2.3 Preliminaries

In the following section, we collect further notation, as well as some results that

we will use throughout the paper.

2.3.1 Notation

Let γ > 0 be a constant. We say that a k-graph G is an (n, k, γ)-graph if G

has n vertices and G is γ-Dirac. When G is clear from the context, we often

write V instead of V (G). For a k-graph G and S ∈
(

V
k−1

)
, we write NG(S) :=

{v ∈ V : S ∪ {v} ∈ E(G)}. We say that S is isolated if NG(S) = ∅, and that S

is non-isolated if S is not isolated. For a positive integer ℓ, we say that a walk

(v1, . . . , vℓ+k−1) on the vertices of G is an ℓ-walk. Let −→S ,
−→T ∈ (V )k−1. We say

an ℓ-walk (v1, . . . , vℓ+k−1) in G is an ℓ-walk from −→S to −→T if −→S = (v1, . . . , vk−1)

and −→T = (vℓ+1, . . . , vℓ+k−1). A matching M of a k-graph G is a collection of
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vertex-disjoint edges of G, and we say that M is perfect if every vertex v ∈ V (G)

is included in some edge of M . Let M be a matching in a k-graph G. Where

it has no effect on the argument, we sometimes abuse notation and identify M

with the subgraph M ′ ⊆ G satisfying E(M ′) = M and V (M ′) = ⋃
e∈M e. For

finite sets U ⊆ V and a function f : V → R, we define f(U) := ∑
u∈U f(u), and

||f ||∞ := maxv∈V f(v). We write 1U : V → {0, 1} to be the indicator function

for U , defined by 1U(x) = 1 if x ∈ U , and 1U(x) = 0 otherwise. For an event E in

a probability space, we write Ec to denote the complement of E . We write log x to

mean log2 x, and we write ln x to mean loge x. We also write a = (1± b)c to mean

(1 − b)c < a < (1 + b)c. For a natural number n we write [n] := {1, . . . , n}. We

write x≪ y to mean that for any y ∈ (0, 1] there exists an x0 ∈ (0, 1) such that for

all 0 < x ≤ x0 the subsequent statement holds. Hierarchies with more constants

are defined similarly and should be read from the right to the left. Constants

in hierarchies will always be real numbers in (0, 1]. Moreover, if 1/x appears in

a hierarchy, this implicitly means that x is a natural number. More precisely,

1/x ≪ y means that for any y ∈ (0, 1], there exists an x0 ∈ N such that for all

x ∈ N with x ≥ x0 the subsequent statement holds. We assume large numbers to

be integers if this does not affect the argument.

2.3.2 Probabilistic tools

In this subsection we collect some probabilistic definitions and results that we will

need throughout the paper.

The total variation distance between two probability measures µ and ν on a

finite set S is dT V (µ, ν) := sup{|µ(T )− ν(T )| : T ⊆ S}. It is well-known that the
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total variation distance satisfies

dT V (µ, ν) = 1
2
∑
s∈S

|µ(s)− ν(s)| = inf{P [X ̸= Y ]}, (2.3.1)

where the infimum is taken over coupled random variables X and Y having laws µ

and ν respectively (see [37, p.119] for more details). We write dT V (X, Y ) for the

total variation distance between the laws of the random variables X and Y .

Next, we need an inequality of [32], which follows easily from Azuma’s inequality.

Lemma 2.3.1 ([32, Lemma 5.3]). Let X0, X1, ... be random variables taking values

in a set V , and let g : V → R. Then for any t > 0 and any p, q ∈ N, we have

P
[∣∣∣∣∣

p∑
k=0

(g (Xk+q)− E [g (Xk+q) |X0, ..., Xk])
∣∣∣∣∣ > t||g||∞

√
pq

]
< 2qe−t2/2.

We will need the following Chernoff-type bound (see [23] and [67] for example).

Lemma 2.3.2. Let X be a random variable with a binomial or hypergeometric

distribution. Suppose E[X] > 0 and let t > 0. Then P [X ≤ E [X]− t] ≤ e−t2/(2E[X]).

We conclude this section with a result which shows that most small sets in an

(n, k, γ)-graph inherit the Dirac condition.

Proposition 2.3.3. Let 1/n ≪ 1/m ≪ γ, 1/k, 1/t, 1/ℓ, where ℓ | n, and let G

be an (n, k, γ)-graph. Let P be a partition of V into ℓ-sets and let P0 ⊆ P

be of size |P0| = t. Pick P ′ ⊆ P \ P0 of size m uniformly at random. Then

P [G[⋃(P0 ∪ P ′)] is γ/2-Dirac] ≥ 1− e−
√

m.

To prove Proposition 2.3.3, we first need the following Chernoff-type bound

(see [23] and [67] for example), and a well-known result on the probability that a

binomially distributed random variable assumes its mean value.
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Lemma 2.3.4. Let X1, . . . , Xn be independent Bernoulli random variables with

P [Xi = 1] = pi for each i ∈ [n]. Let a1, . . . , an ≥ 0 with ∑n
i=1 ai > 0, set X =∑n

i=1 aiXi, and define ν := ∑n
i=1 a2

i pi. Then P [X ≤ E [X]− t] ≤ e−t2/(2ν).

Lemma 2.3.5. Let 1/n ≪ 1/m ≤ 1, with m, n ∈ N, and let X be a binomial

random variable with parameters n and p := m/n. Then P[X = m] ≥ 1/(4
√

m).

We now prove Proposition 2.3.3.

Proof of Proposition 2.3.3. For any subset Q ⊆ P, let V (Q) denote the

set of all vertices in any ℓ-set A ∈ Q. Define p := m/|P \ P0|. We construct a

random set X ⊆ P \ P0 by including each ℓ-set A ∈ P \ P0 independently with

probability p. Let Y := X ∪ P0, and define the events E1 := {|X| = m} and E2 :=⋂
S∈(V (Y )

k−1 ){dG[V (Y )](S) ≥ (1/2 + γ/2)ℓ(m + t)}. Let Pb be the probability measure

for the space corresponding to constructing X. Notice then that P [ · ] = Pb [ · | E1].

It remains to prove that Pb [(E2)c | E1] ≤ e−
√

m. Write M :=
(

V (G)
k−1

)
, and for each

S ∈M write dY (S) := |NG(S) ∩ V (Y )|, write P(S) := {A ∈ P : S ∩ A ̸= ∅}, write

PS := P \ (P0 ∪ P(S)), and write JS := NG(S) ∩ V (PS). Notice that dY (S) ≥

d′
Y (S) := |NG(S) ∩ V (Y ) ∩ V (PS)|. Fix S ∈M . Notice that |JS| ≥ (1/2 + 3γ/4)n,

since |V (P0 ∪ P(S))| ≤ ℓ(t + k). Observe that

Eb [d′
Y (S)] = |JS|p ≥ (1/2 + 3γ/4)np ≥ (1/2 + 2γ/3)ℓ(m + t).

For each ℓ-set A ∈ PS, let YA be the indicator random variable for the event {A ∈

X}, and let cA := |A ∩ NG(S)|. Then we have d′
Y (S) = ∑

A∈PS cAYA, and by

applying Lemma 2.3.4 to d′
Y (S), we obtain Pb [d′

Y (S) < (1/2 + γ/2)ℓ(m + t)] ≤

e−3
√

m. Note that for any S ∈ M and any v ∈ JS, the events {S ⊆ V (Y )}
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and {v ∈ V (Y )} are independent by construction. Let P̃(S) := P(S) \ P0, and for

each 0 ≤ j ≤ k − 1, let Mj := {S ∈ M : |P̃(S)| = j}. Note that for each S ∈ Mj,

we have P [S ⊆ V (Y )] = pj , and note further that |Mj| ≤ (ℓt)knj , for each j. Then

by a union bound over all S ∈M we obtain

Pb [(E2)c] ≤
k−1∑
j=0

∑
S∈Mj

Pb [S ⊆ V (Y ), d′
Y (S) < (1/2 + γ/2)ℓ(m + t)]

≤ e−3
√

m
k−1∑
j=0

(ℓt)k(np)j ≤ e−3
√

m
k−1∑
j=0

(ℓt)k(2mℓ)j ≤ e−2
√

m.

Finally, by Lemma 2.3.5 we have Pb [E1] ≥ 1/(4
√

m), whence it follows that

Pb [(E2)c | E1] ≤ Pb [(E2)c] /Pb [E1] ≤ e−
√

m. □

2.3.3 Tight Hamilton-connectedness

Let G be an (n, k, γ)-graph and let P be a tight path in G. We say that P is a tight

Hamilton path of G if V (P ) = V . We say that G is tight Hamilton-connected if for

any disjoint −→S ,
−→T ∈ (V )k−1, there is a tight Hamilton path of G which connects −→S

and −→T . We will deduce from the results in [111] that large (n, k, γ)-graphs are

tight Hamilton-connected for k ≥ 3. This will be important in the absorption step

of our main argument, and also in the mixing part of our random walk analysis.

We begin by stating the main theorem of [111].

Theorem 2.3.6 ([111, Theorem 1.1]). Let 1/n≪ γ, 1/k, where k ≥ 3, and let G

be an (n, k, γ)-graph. Then G contains a tight Hamilton cycle.

The next lemma ensures the existence of an ‘absorbing path’ A, which can

absorb small sets of vertices into its interior.
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Lemma 2.3.7 ([111, Lemma 2.1]). Let 1/n≪ γ, 1/k, where k ≥ 3, suppose that

γ ≤ 1/(32k), set β := 2k−4γ2kn, and let G be an (n, k, γ)-graph. Then there exists a

tight path A in G with |V (A)| ≤ 16kγk−1n such that for every subset U ⊆ V \V (A)

of size |U | ≤ β, there is a tight path AU in G with V (AU) = V (A) ∪ U and such

that AU has the same ends as A.

The next lemma will enable us to find constant-length tight paths between any

disjoint pair of ordered (k − 1)-sets of vertices.

Lemma 2.3.8 ([111, Lemma 2.4]). Let 1/n≪ γ, 1/k, where k ≥ 3, and let G be

an (n, k, γ)-graph. Then for every −→S ,
−→T ∈ (V )k−1 with S ∩ T = ∅, there is an

ℓ-path P in G with ℓ ≤ 2k/γ2 that connects −→S and −→T .

We are now ready to prove that large (n, k, γ)-graphs are tight Hamilton-

connected.

Lemma 2.3.9. Let 1/n ≪ γ, 1/k, where k ≥ 2, and let G be an (n, k, γ)-graph.

Then G is tight Hamilton-connected.

Proof. Firstly, note that this result follows easily from Dirac’s Theorem for the

case k = 2. Now, suppose k ≥ 3 and suppose without loss of generality that γ > 0

is sufficiently small in comparison to k. Let −→S ,
−→T ∈ (V )k−1 be disjoint, and write

−→S = (s1, . . . , sk−1). Set γ′ := 3γ/4, so that G′ := G − (S ∪ T) is γ′-Dirac, and

set n′ := n − 2(k − 1). We apply Lemma 2.3.7 to G′ to obtain a tight path A

in G′ with |V (A)| ≤ 16k(γ′)k−1n′, with the properties as stated in Lemma 2.3.7.

Choose a set W ⊆ V \ (S ∪T ∪ V (A)) of size (γ′)3kn′ uniformly at random among

all sets of that size. Then a simple application of Lemma 2.3.2 shows that with

high probability, for all M ∈
(

V
k−1

)
we have |NG(M) ∩ W | ≥ (1/2 + γ/2)|W |,
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and thus in particular, G[W ] is γ/2-Dirac. We fix such a choice of W . Set

G′′ := G− (S ∪T ∪ V (A) ∪W ), and notice that G′′ is γ/2-Dirac.

We apply Theorem 2.3.6 to G′′ to obtain a Hamilton cycle C of G′′. Delete k−1

consecutive edges of C to obtain a Hamilton path P of G′′ with ends −→X and −→Y.

We use the property that all (k − 1)-tuples in G have high codegree in W to

find, for each i ∈ [k − 1] in turn, a vertex vi ∈ W \ {v1, . . . , vi−1} such that

{si, . . . , sk−1, v1, . . . , vi} is an edge. Let
−→
S′ := (vk−1, . . . , v1), so that we have

found a (k − 1)-path PS with ends −→S and
−→
S′ . Let −→A1 and −→A2 be the ends of A.

We similarly find mutually disjoint
−→
X′,
−→
Y′,
−→
A′

1,
−→
A′

2,
−→
T′ ∈ (W )k−1 and (k − 1)-paths

PX , PY , PA1 , PA2 , PT with the corresponding pairs of ends. Since G[W ] is γ/2-Dirac,

we can apply Lemma 2.3.8 to obtain a path PSX of length at most 8k/γ2 in G[W ]

which connects
←−
S′ and

←−
X′. Since PSX contains so few vertices, we can repeat the

process to find disjoint paths PY A1 and PA2T in G[W ] with ends
←−
Y′ and

←−
A′

1, and
←−
A′

2

and
←−
T′, respectively. Let W ′ := W \ (V (PSX)∪V (PY A1)∪V (PA2T )). We apply the

absorbing property of A to obtain a tight path AW ′ in G with V (AW ′) = V (A)∪W ′,

such that AW ′ has ends −→A1 and −→A2.

Then PS ∪PSX ∪PX ∪P ∪PY ∪PY A1 ∪PA1 ∪AW ′ ∪PA2 ∪PA2T ∪PT is a tight

Hamilton path in G which connects −→S and −→T . □

26



2.4 Normal perfect fractional matchings

Let k ≥ 2 and let G be a k-graph on n vertices. We say that an edge weighting

x : E(G)→ R+ is C-normal if

1
Cnk−1 ≤ x (e) ≤ C

nk−1 , for each e ∈ E(G). (2.4.1)

In this section we adapt some ideas of [30] to show that an (n, k, γ)-graph G admits

a normal perfect fractional matching (see Lemma 2.4.2). This will be an essential

tool in our random walk analysis for showing that the random walk is roughly

equally likely to visit any vertex. The idea is to construct a perfect fractional

matching of G in which the weight of any edge e is set to be the probability that e

is included in a uniformly random perfect matching of G. (A sufficiently large

(n, k, γ)-graph with k | n has at least one perfect matching [89, 113]). A crucial

feature of this approach is that any edge e is roughly equally likely to be included

in a uniformly random perfect matching of G. We show this using the so-called

‘switching method’ in a similar way as in [30]. Let k ≥ 2, let G be a k-graph,

let e ∈ E(G), and let Mℓ be a perfect matching of G containing precisely ℓ edges

intersecting e. Supposing 0 ≤ ℓ ≤ k − 1, we define an (e, Mℓ)-upswitching to be a

matching Y of G satisfying

(i) e ⊆ V (Y );

(ii) Y contains precisely ℓ + 1 edges intersecting e;

(iii) for all e′ ∈Mℓ, we have either e′ ⊆ V (Y ) or e′ ∩ V (Y ) = ∅.

Supposing instead that ℓ ∈ [k], we define an (e, Mℓ)-downswitching to be a match-

ing Y of G satisfying
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(i) e ⊆ V (Y );

(ii) Y contains precisely ℓ− 1 edges intersecting e;

(iii) for all e′ ∈Mℓ, we have either e′ ⊆ V (Y ) or e′ ∩ V (Y ) = ∅.

Note that if Y is an (e, Mℓ)-upswitching, then we can obtain a new perfect match-

ing M ′ from Mℓ by replacing Mℓ[V (Y )] with Y . Then M ′ contains exactly ℓ + 1

edges intersecting e. Similarly, if Y is an (e, Mℓ)-downswitching, then M ′ has

exactly ℓ− 1 edges intersecting e.

Lemma 2.4.1. Let 1/n ≪ 1/C ≪ γ, 1/k, where k ≥ 2 and k | n. Let G be an

(n, k, γ)-graph, and let M be a uniformly random perfect matching of G. Then for

each e ∈ E(G), we have

1
Cnk−1 ≤ P [e ∈M ] ≤ C

nk−1 . (2.4.2)

Proof. Choose new integers m and B satisfying 1/n ≪ 1/C ≪ 1/B ≪

1/m ≪ γ, 1/k, and fix e ∈ E(G). For each integer ℓ ∈ [k], let Mℓ be the set

of perfect matchings of G containing precisely ℓ edges intersecting e. Note that

P [e ∈M ] = |M1|/(|M1|+ · · ·+ |Mk|) and recall that there is at least one perfect

matching of G since G is γ-Dirac (so the denominator here is nonzero). We first

bound |Mℓ|/|Mℓ+1| from above and below for each ℓ ∈ [k − 1], and (2.4.2) will

follow quickly. Let ℓ ∈ [k−1]. We define an auxiliary bipartite multigraph G↑
e,ℓ with

vertex bipartition (Mℓ,Mℓ+1). For each Mℓ ∈Mℓ and each (e, Mℓ)-upswitching Y

of size m (containing precisely m edges), we add an edge in G↑
e,ℓ from Mℓ to the

matching Mℓ+1 ∈ Mℓ+1 obtained by replacing Mℓ[V (Y )] with Y . Write δe,↑
Mℓ

to

denote the minimum degree in G↑
e,ℓ over all Mℓ ∈Mℓ, and write ∆e,↑

Mℓ+1
to denote

the maximum degree in G↑
e,ℓ over all Mℓ+1 ∈Mℓ+1. By double-counting |E(G↑

e,ℓ)|,
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we obtain |Mℓ|/|Mℓ+1| ≤ ∆e,↑
Mℓ+1

/δe,↑
Mℓ

. To bound ∆e,↑
Mℓ+1

, we fix Mℓ+1 ∈ Mℓ+1

and bound the number of pairs (Mℓ, Y ), where Mℓ ∈ Mℓ and Y is an (e, Mℓ)-

upswitching of size m that produces Mℓ+1. Note that any such Y must contain all

vertices in the ℓ + 1 edges of Mℓ+1 intersecting e, and there are at most nm−ℓ−1

choices for the other m− ℓ− 1 edges of Mℓ+1 whose vertices to include in V (Y ).

Once V (Y ) is fixed, there are at most (mk)! choices for Mℓ[V (Y )] (and hence

for Mℓ). Thus, we have ∆e,↑
Mℓ+1

≤ (mk)!nm−ℓ−1.

To bound δe,↑
Mℓ

, we fix Mℓ ∈Mℓ and bound the number of (e, Mℓ)-upswitchings

of size m from below. Let U(Mℓ) := {e′ ∈Mℓ : e ∩ e′ ≠ ∅}. Note that any (e, Mℓ)-

upswitching Y of size m must include all the vertices in U(Mℓ), and there are
(

n/k−ℓ
m−ℓ

)
choices for the remaining m− ℓ edges of Mℓ whose vertices to include in V (Y ). We

apply Proposition 2.3.3 (with P = Mℓ, P0 = U(Mℓ), and with m−ℓ, k, ℓ playing the

roles of m, ℓ, t, respectively) to deduce that there are at least (1−e−
√

m−ℓ)
(

n/k−ℓ
m−ℓ

)
≥

(mk)−mnm−ℓ choices of X ⊆Mℓ\U(Mℓ) of size m−ℓ such that G[V (X∪U(Mℓ))] is

γ/2-Dirac. Note that for each such X, we may first choose a matching U ′ of size ℓ+1

in G[V (X ∪ U(Mℓ))] such that e ⊆ V (U ′) and e intersects every edge in U ′, and

then choose a perfect matching Y ′ of G[V (X ∪U(Mℓ))\V (U ′)]. Then Y := Y ′∪U ′

is an (e, Mℓ)-upswitching of size m, unique to this choice of X. We deduce that

δe,↑
Mℓ
≥ (mk)−mnm−ℓ, and conclude that |Mℓ|/|Mℓ+1| ≤ (mk)!(mk)m/n ≤ B/n.

We now bound the terms |Mℓ|/|Mℓ+1| from below analogously. Let ℓ ∈

[k − 1]. We define an auxiliary bipartite multigraph G↓
e,ℓ+1 with vertex biparti-

tion (Mℓ,Mℓ+1). For each Mℓ+1 ∈Mℓ+1 and each (e, Mℓ+1)-downswitching Y of

size m, we add an edge in G↓
e,ℓ+1 from Mℓ+1 to the matching Mℓ ∈ Mℓ obtained

by replacing Mℓ+1[V (Y )] with Y . Let δe,↓
Mℓ+1

denote the minimum degree in G↓
e,ℓ+1

among all Mℓ+1 ∈Mℓ+1, and let ∆e,↓
Mℓ

denote the maximum degree in G↓
e,ℓ+1 among
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all Mℓ ∈ Mℓ. It is easy to see that ∆e,↓
Mℓ
≤ (mk)!nm−ℓ. Now fix Mℓ+1 ∈ Mℓ+1

and let U(Mℓ+1) := {e′ ∈ Mℓ+1 : e ∩ e′ ̸= ∅}. We apply Lemma 2.3.3 again

(with P = Mℓ+1, P0 = U(Mℓ+1), and with m − ℓ − 1, k, ℓ + 1 playing the

roles of m, ℓ, t, respectively) to deduce that δe,↓
Mℓ+1

≥ (mk)−mnm−ℓ−1, and thus

|Mℓ|/|Mℓ+1| ≥ 1/((mk)!(mk)mn) ≥ 1/(Bn).

Finally, note that

P [e ∈M ] = |M1|
|M1|+ · · ·+ |Mk|

≤ |M1|
|Mk|

= |M1|
|M2|

· |M2|
|M3|

. . .
|Mk−1|
|Mk|

≤ Bk−1

nk−1

≤ C

nk−1 ,

and similarly P [e ∈M ] ≥ |M1|/(k|Mk|) ≥ 1/(kBk−1nk−1) ≥ 1/(Cnk−1). □

Finally, we use Lemma 2.4.1 to show that an (n, k, γ)-graph admits a normal

perfect fractional matching.

Lemma 2.4.2. Let 1/n≪ 1/C ≪ γ, 1/k, where k ≥ 2, and let G be an (n, k, γ)-

graph. Then there exists a C-normal perfect fractional matching of G.

Proof. Let i be the unique integer in {0, 1, . . . , k−1} satisfying n ≡ i mod k. For

each S ∈
(

V
i

)
, let GS := G− S. We define an edge weighting xS : E(GS)→ R+ by

setting xS(e) := P [e ∈MS] for each e ∈ E(GS), where MS is a uniformly random

perfect matching in GS. We define an edge weighting x : E(G)→ R+ by setting

x (e) :=
(

n− 1
i

)−1 ∑
S∈(V

i )
xS(e),

for each e ∈ E(G), where we set xS(e) to be 0 for each S such that e /∈ E(GS).

Then, by Lemma 2.4.1, x is the desired C-normal perfect fractional matching
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of G. □

2.5 Counting short paths

The aim of this section is to prove the following lemma, which guarantees many

short tight paths in a γ-Dirac k-graph G, such that the γ-Dirac property of the

graph G′ obtained from deleting any such path is still essentially intact.

Lemma 2.5.1 (Iteration Lemma). Let 1/n≪ c≪ γ, 1/k where k ≥ 2, let G be an

(n, k, γ)-graph, and let −→S ∈ (V )k−1. There exists a set P of
√

n-paths in G such

that:

(i) |P| ≥ (cn)
√

n;

(ii) −→S is an end of each P ∈ P;

(iii) if P ∈ P and −→T is the non-−→S end of P , then G′ := G− (V (P ) \T) satisfies

δ(G′) ≥ (1/2 + γ − n−2/3)(n−
√

n).

We now provide some important definitions and sketch the proof of Lemma

2.5.1. We then collect together a number of technical lemmas, and finally use these

results to prove Lemma 2.5.1.

2.5.1 Random walk notation

We first define some random walks which will be of central importance to the proof

of Lemma 2.5.1. Let k ≥ 2 be an integer, let G be a k-graph, and let x : E(G)→

R+ be a positive edge weighting function. Each of our random walks Z =

(Z−(k−2), Z−(k−3), . . . ) on V will begin with an ordered (k−1)-tuple (Z−(k−2), . . . , Z0)
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chosen according to some probability distribution µ : (V )k−1 → R+. We say that µ

is the initial distribution of Z. Random vertices will then be added one-by-

one to each Z according to the transition probabilities of Z. Suppose we are

given a random walk Z = (Z−(k−2), . . . , Zj−1) on V , up to time j − 1. Then

we say that semiviable vertices for step j are those vertices v ∈ V satisfying

{Zj−(k−1), . . . , Zj−1} ∪ {v} ∈ E(G). We say that viable vertices for step j are those

vertices v ∈ V which are semiviable and satisfy v /∈ {Z−(k−2), . . . , Zj−1}. Let Qj

and Rj denote the sets of semiviable and viable vertices for step j, given the random

walk up to time j − 1, respectively.

We say that a random walk X = (X−(k−2), X−(k−3), . . . ) on the vertices of G,

with any initial distribution µ, is a self-avoiding x-walk to mean that the transition

probabilities of X for j ≥ 1 are defined for all v ∈ V by

P
[
Xj = v | X−(k−2), . . . , Xj−1

]
:=

x
(
{Xj−(k−1), . . . , Xj−1} ∪ {v}

)
1Rj

(v)∑
w∈Rj

x
(
{Xj−(k−1), . . . , Xj−1} ∪ {w}

) ,

whenever Rj is non-empty, otherwise we terminate the walk. Here, and throughout,

we define x (S) := 0 for any S /∈ E(G). Note that X = (X−(k−2), X−(k−3), . . . ) is

equivalent to the random walk X (k−1) = (−→X0,
−→X1, . . . ), where each−→X i is the ordered

(k − 1)-tuple −→X i = (Xi−(k−2), . . . , Xi). We thus refer to both X and X (k−1) as the

self-avoiding x-walk on G with initial distribution µ, since they are reformulations

of each other.

Suppose now that G has no isolated (k − 1)-tuples (this will always be true for

us). We say that a random walk Y = (Y−(k−2), Y−(k−3), . . . ) on the vertices of G (or

Y(k−1) = (−→Y0,
−→Y1, . . . ) on (V )k−1, where −→Y i := (Yi−(k−2), . . . , Yi)), with any initial

distribution µ, is a simple x-walk to mean that the transition probabilities of Y
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for j ≥ 1 are defined by

P
[
Yj = v | Y−(k−2), . . . , Yj−1

]
:=

x
(
{Yj−(k−1), . . . , Yj−1} ∪ {v}

)
1Qj

(v)∑
w∈Qj

x
(
{Yj−(k−1), . . . , Yj−1} ∪ {w}

) , (2.5.1)

for all v ∈ V . Note that Y(k−1) is a Markov chain on (V )k−1 because the transition

probabilities at any time depend only on the current state. When the stationary

distribution of Y(k−1) exists and is unique, we denote it by π, and we say that a

simple x-walk W(k−1) = (−→W0,
−→W1, . . . ) on the ordered (k − 1)-tuples of V is the

stationary x-walk on G if the initial distribution is π. Again, we have thatW(k−1) =

(−→W0,
−→W1, . . . ) is equivalent to the walkW = (W−(k−2), W−(k−3), . . . ) on the vertices

of G, where each −→Wi is the ordered (k − 1)-tuple −→Wi = (Wi−(k−2), . . . , Wi). We

also callW the stationary x-walk, and use the vertex (or tuple) version whenever it

is more convenient. Finally, whenever the initial distribution µ of X (or Y) satisfies

µ(−→S ) = 1 for some −→S ∈ (V )k−1, we say that X (or Y) has starting tuple −→S .

2.5.2 Further notation and sketch of the proof of Lemma
2.5.1

We now describe our approach to proving Lemma 2.5.1. Introduce a new constant C

satisfying 1/n≪ c≪ 1/C ≪ γ, 1/k, and let G be an (n, k, γ)-graph. By Lemma

2.4.2, there exists a C-normal perfect fractional matching x of G. We fix such a

C-normal x throughout this proof sketch. We will analyse a self-avoiding x-walk X

on G with starting tuple −→S ∈ (V )k−1. We stop the walk after time κ :=
√

n,

so that we may write X = (X−(k−2), . . . , Xκ). Note that each outcome of X will

correspond to a tight κ-path in G, with −→S as one end.

We define Vj := V \ {X−(k−2), . . . , Xj−(k−1)} to be the set of all vertices of G
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except for all vertices X (k−1) has visited strictly before −→Xj. We say that Vj is the

residual vertex set of G at time j. We also define Gj := G[Vj] and say that Gj

is the residual graph at time j. We also write X (j) to denote the walk X up to

time j, specifically X (j) := (X−(k−2), . . . , Xj).

We will show that it is likely that the γ-Dirac property of the residual graph Gκ

is still essentially intact, by showing that it is likely that the vertices that X visits

look roughly like a uniformly random subset of V (see Lemma 2.5.7). For this,

we will use the following ‘tracking functions’ to monitor the progress of X , with

respect to how the codegree of each (k− 1)-tuple in the residual graph deteriorates

over time.

For each unordered (k − 1)-tuple S ∈
(

V
k−1

)
, we define a function gS : V → R+

by setting gS(v) := 1NG(S)(v) for each v ∈ V , so that, in particular, if S ⊆ Vj

then gS(Vj) = dGj
(S). We call the set F := {gS : S ∈

(
V

k−1

)
} the set of tracking

functions of G. We say that X = (X−(k−2), . . . , Xκ) is good if

κ∑
i=−(k−2)

gS(Xi) = κ

n
gS(V )± n3/10 for all gS ∈ F . (2.5.2)

Thus, to say that X is good is to say that the set of κ + k− 1 vertices that X visits

look roughly like a uniformly random subset of V , with respect to the codegrees of

all (k − 1)-tuples. In particular, for all (k − 1)-tuples S ∈
(

V
k−1

)
, the proportion of

vertices of NG(S) visited by X is approximately κ/n, and this is the property that

will allow us to deduce condition (iii) of Lemma 2.5.1.

Let (−→Xa, . . . ,
−→Xb) be a suitable interval of X (k−1), and let Y(k−1) = (−→Y0 =

−→Xa,
−→Y1, . . . ) be the simple x-walk on Ga with starting tuple −→Xa. To show that

the walk X is likely to be good, the following will be the main steps:
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(i) Firstly we show that the behaviour of (−→Xa, . . . ) follows closely that of Y(k−1)

by exhibiting a coupling of the two walks such that the probability of X (k−1)

and Y(k−1) being different is acceptably small, provided b− a is small.

(ii) Next we see that Y(k−1) mixes (converges to its stationary distribution π)

rapidly.

(iii) We also show that the stationary x-walk W = (W0, W1, . . . ) is such that

P [Wi = v] ≈ 1/|Va| for each v ∈ Va.

Putting the above together, we see that even for small q, the distribution of each Xi,

given the walk to time i−q, is typically close to the uniform distribution on Vi−q, and

thus for each tracking function g ∈ F , we have E [g(Xi)] ≈ 1
n−(i−q)g(Vi−q) ≈ 1

n
g(V ).

Lastly, then:

(iv) We show that the actual values of the quantities ∑a≤i≤b g(Xi) are very likely

to be close to their expectations, by using Lemma 2.3.1.

This completes the sketch of the proof that X is likely to be good. It only remains

to count the number of good walks (outcomes of) X . The count will be obtained

by simply dividing a lower bound for the probability that X is good, by an upper

bound for the probability of obtaining any specific outcome of X . This completes

the sketch of the proof of Lemma 2.5.1.

2.5.3 Random walk analysis

In this subsection we collect some of the tools that we will use to prove Lemma 2.5.1.

We firstly define some convenient terminology for edge weightings. Let x : E(G)→

R+ be a positive edge weighting of a k-graph G. We say that x is a1-lower-

balanced if for all non-isolated S ∈
(

V
k−1

)
and all v ∈ NG(S) we have that

35



x (S ∪ {v}) / (∑v′∈V x (S ∪ {v′})) ≥ a1. That is, all possible x-walk transition

probabilities are bounded below by a1. Similarly, we say that x is a2-upper-balanced

if we have x (S ∪ {v}) / (∑v′∈V x (S ∪ {v′})) ≤ a2 for all non-isolated S ∈
(

V
k−1

)
and all v ∈ NG(S). We say that x is (a1, a2)-balanced if x is a1-lower-balanced and

a2-upper-balanced. We now give a simple result which shows that we may couple

the self-avoiding x-walk and the simple x-walk to behave very similarly over small

distances.

Lemma 2.5.2. Let k ≥ 2, let G be a k-graph, let −→M ∈ (V )k−1, and let x : E(G)→

R+ be a positive r-upper-balanced edge weighting. Let X = (X−(k−2), . . . ) and Y =

(Y−(k−2), . . . ) be, respectively, the self-avoiding x-walk and the simple x-walk on G,

each with starting tuple −→M. Then for any positive integer q ≤ δ(G), we have

dT V (Xq, Yq) ≤ q2r.

Proof. If 1 ≤ i ≤ δ(G), and X and Y agree up to time i−1, say Xj = Yj = vj ∈ V

for each j ∈ {−k+2, . . . , i−1}, then we couple at the next step so that Xi coincides

with Yi whenever the choice of Yi is a viable choice for Xi, which is to say that Yi is

not a vertex already seen. So with this coupling, for any positive integer i ≤ δ(G)

we have

P [Xi ̸= Yi | Xj = Yj for all j ∈ {−k + 2, . . . , i− 1}] = P
[
Yi ∈ {v−(k−2), . . . , vi−k}

]
,

which is at most ir. Thus for any positive integer q ≤ δ(G) we obtain

P [Xq ̸= Yq] ≤
q∑

i=1
P [Xi ̸= Yi | Xj = Yj for all j ∈ {−k + 2, . . . , i− 1}] ≤ q2r.
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The desired result now follows from (2.3.1). □

We now aim to show that Y(k−1) mixes rapidly. The key part of the proof will

be the following argument that Y(k−1) has many different choices for how to arrive

at a specified target ordered tuple −→T ∈ (V )k−1 in a fixed number of steps.

Lemma 2.5.3. Let 1/n ≪ ζ ≪ 1/ℓ ≪ γ, 1/k, where k ≥ 2, and let G be

an (n, k, γ)-graph. For any −→S ,
−→T ∈ (V )k−1, there are at least ζnℓ−(k−1) ℓ-walks

from −→S to −→T in G. Further, if S ∩T = ∅, then there are at least ζnℓ−(k−1) ℓ-paths

in G which connect −→S and ←−T .

Proof. Let −→S ,
−→T ∈ (V )k−1, set a := ℓ − (k − 1), let Q :=

(
V \(S∪T)

a

)
, let

GQ := G[S∪Q∪T] for each Q ∈ Q, and define Q′ := {Q ∈ Q : GQ is (γ/2)-Dirac}.

We apply Proposition 2.3.3 (with P = {{v} : v ∈ V }, P0 = {{v} : v ∈ S ∪ T},

and with a, 1, |S ∪ T| playing the roles of m, ℓ, t, respectively) to deduce that

|Q′| ≥ |Q|/2. Fix Q ∈ Q′ and write −→T = (t1, . . . , tk−1). Since G[Q∪T] is γ/4-Dirac,

for each i ∈ [k − 1] in turn we may find a vertex vi ∈ Q \ {v1, . . . , vi−1} such that

{v1, . . . , vi} ∪ {t1, . . . , tk−i} is an edge. Write
−→
T′ := (vk−1, . . . , v1). Thus, we obtain

a (k − 1)-path P 2
Q in GQ which connects

−→
T′ and ←−T . Since G[S ∪Q] is γ/4-Dirac,

we may apply Lemma 2.3.9 (with γ/4 playing the role of γ) to find an a-path P 1
Q in

G[S∪Q] which connects −→S and
←−
T′, and the obvious concatenation of P 1

Q and P 2
Q is

an ℓ-walk WQ from −→S to −→T in GQ. It is clear that these ℓ-walks WQ are distinct for

different choices of Q ∈ Q′. It thus suffices to observe that |Q′| ≥ 1
2 |Q| ≥ ζnℓ−(k−1).

If S ∩ T = ∅, then the walks WQ do not revisit vertices and thus correspond to

ℓ-paths in G which connect −→S and ←−T . □

Lemma 2.5.3 shows that in an (n, k, γ)-graph G, the Markov chain Y(k−1) is

irreducible, and thus there is a unique stationary distribution π of Y(k−1). We will
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use this fact without stating it from now on. We note that it also follows from

Lemma 2.5.3 that Y(k−1) is aperiodic, which implies that the distribution of −→Y t

converges to π as t→∞. However, we need something stronger, namely that this

convergence occurs quickly. This is achieved by the following lemma, which shows

that Y(k−1) mixes rapidly.

Lemma 2.5.4 (Mixing Lemma). Let 1/n ≪ 1/λ ≪ γ, τ, 1/k, where k ≥ 2,

let G be an (n, k, γ)-graph, let µ : (V )k−1 → R be a probability distribution, and

let x : E(G) → R+ be a positive (τ/n)-lower-balanced edge weighting. Let Y =

(Y−(k−2), . . . ) be the simple x-walk on G with initial distribution µ, and let W =

(W−(k−2), . . . ) be the stationary x-walk on G. For any η > 0, if q ≥ λ ln(1/η), then

dT V (Yq, Wq) < η.

Proof. Choose new constants ζ and ℓ satisfying 1/n ≪ 1/λ ≪ ζ ≪ 1/ℓ ≪

γ, τ, 1/k. We proceed by using Lemma 2.5.3 to show that for two simple x-

walks Z(k−1) and Z ′(k−1) on G given any initial distributions, we can find a coupling

such that Z(k−1) and Z ′(k−1) are relatively likely to meet after ℓ steps. Using this,

we then exhibit a coupling of Y(k−1) and W(k−1) that will allow us to use (2.3.1) to

upper bound dT V (Yq, Wq).

Let Z(k−1) be a simple x-walk on G with any initial distribution ϕ, and fix

any −→T ∈ (V )k−1. By Lemma 2.5.3, G has at least ζnℓ−(k−1) ℓ-walks from −→S to −→T ,

for each −→S ∈ (V )k−1, and thus:

P
[−→Z ℓ = −→T

]
=

∑
−→
S ∈(V )k−1

ϕ(−→S )P
[−→Z ℓ = −→T | −→Z 0 = −→S

]
≥

∑
−→
S ∈(V )k−1

ϕ(−→S )ζnℓ−(k−1)(τ/n)ℓ = ζτ ℓ/nk−1.
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Thus we may construct a coupling of any pair of simple x-walks Z(k−1) and Z ′(k−1)

such that P
[−→Z ℓ = −→Z ′

ℓ = −→T
]
≥ ζτ ℓ/nk−1 for all −→T ∈ (V )k−1. Under this coupling,

we have

P
[−→Z ℓ =

−→
Z′

ℓ

]
≥ ζτ ℓ

nk−1 |(V )k−1| ≥ ζτ ℓ

(
n− (k − 2)

n

)k−1

≥ ζτ ℓ/2. (2.5.3)

We now construct a coupling of Y(k−1) andW(k−1) as follows. We partition the time

steps into consecutive intervals of length ℓ. In the first interval, we couple Y(k−1)

and W(k−1) as in (2.5.3), so that P
[−→Yℓ = −→Wℓ

]
≥ ζτ ℓ/2. If −→Yℓ = −→Wℓ, then

we couple Y(k−1) and W(k−1) such that −→Y t = −→Wt for all t ≥ ℓ. Otherwise we

again couple Y(k−1) and W(k−1) in the second time interval, as in (2.5.3), so that

P
[−→Y2ℓ = −→W2ℓ |

−→Yℓ ̸=
−→Wℓ

]
≥ ζτ ℓ/2. One can easily check that repeating this

process yields a valid coupling of Y(k−1) and W(k−1). Note that, with this coupling

and for any q which is sufficiently large compared to ℓ, we have

P
[−→Yq ̸=

−→Wq

]
≤

q/ℓ∏
k=1

P

−→Ykℓ ̸=
−→Wkℓ

∣∣∣∣∣ ⋂
j≤k−1

{−→Yjℓ ̸=
−→Wjℓ}

 ≤ (1− ζτ ℓ/2)q/ℓ.

We use this coupling and apply (2.3.1) to obtain

dT V (Yq, Wq) ≤ P [Yq ̸= Wq] ≤ P
[−→Yq ̸=

−→Wq

]
≤ (1−ζτ ℓ/2)q/ℓ ≤ exp(−ζτ ℓq/2ℓ) < η,

provided q ≥ λ ln(1/η). □

It will be useful to have an explicit formula for the stationary distribution π

of Y(k−1), and so we obtain this now. (Observe that the simple x-walk Y(k−1)

on (V )k−1 is in general not a symmetric Markov chain.)
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Proposition 2.5.5. Let 1/n≪ γ ≪ 1/k where k ≥ 2, and let G be an (n, k, γ)-

graph. Let x : E(G) → R+ be a positive edge weighting of G, and for each −→M ∈

(V )k−1, define

π(−→M) :=
∑

v∈V x (M ∪ {v})∑
−→
B∈(V )k−1

∑
v∈V x (B ∪ {v}) . (2.5.4)

Then π is the unique stationary distribution of the simple x-walk Y(k−1) on (V )k−1.

Proof. By standard results on the stationary distribution of a Markov chain

(see [94, Proposition 1.20] for example), it suffices to prove that π : (V )k−1 → R+

as defined in (2.5.4) is a probability distribution on (V )k−1, and that

∑
−→
S ∈(V )k−1

π(−→S )P (−→S ,
−→T) = π(−→T) for all −→T ∈ (V )k−1, (2.5.5)

where P (−→S ,
−→T) denotes the (one-step) transition probability of Y(k−1) from −→S

to −→T . It follows quickly from (2.5.4) that π is a probability distribution on (V )k−1,

and (2.5.5) follows from applying (2.5.1) and (2.5.4). □

Next we show that, provided the edge weighting x : E(G)→ R+ is an ‘almost-

perfect’ fractional matching, the stationary x-walk on G is such that each vertex

of G is roughly equally likely to be the current vertex at any time. Let ε ∈ (0, 1)

and k ≥ 2. For a k-graph G, we say that a fractional matching x : E(G)→ R+ is

ε-almost-perfect if ∑e∋v x (e) ≥ 1− ε for all v ∈ V .

Lemma 2.5.6. Let 1/n ≪ γ, 1/k, where k ≥ 2, and let G be an (n, k, γ)-graph.

Suppose that x : E(G)→ R+ is an n−2/5-almost-perfect fractional matching of G

and let W = (W−(k−2), W−(k−3), . . . ) be the stationary x-walk on G. Then for
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each i ∈ N and each v ∈ V we have

P [Wi = v] = (1± n−1/3) · 1
n

. (2.5.6)

Proof. We reformulateW asW = (−→W0,
−→W1, . . . ), where−→Wi := (Wi−(k−2), . . . , Wi).

Let v ∈ V and i ∈ N. By the law of total probability, (2.5.1), and Proposition 2.5.5,

we obtain:

P [Wi = v] =
∑

−→
S ∈(V )k−1

P
[−→Wi−1 = −→S

]
P
[
Wi = v | −→Wi−1 = −→S

]

=
∑

−→
S ∈(V )k−1

∑
v′∈V x (S ∪ {v′})∑

−→
B∈(V )k−1

∑
v′∈V x (B ∪ {v′}) ·

x (S ∪ {v})∑
v′∈V x (S ∪ {v′})

=
∑

S∈( V
k−1) x (S ∪ {v})∑

B∈( V
k−1)

∑
v′∈V x (B ∪ {v′}) =

∑
S∈( V

k−1) x (S ∪ {v})∑
v′∈V

∑
B∈( V

k−1) x (B ∪ {v′})

=
∑

e∋v x (e)∑
v′∈V

∑
e∋v′ x (e) .

Applying 1− n−2/5 ≤ ∑e∋v x (e) ≤ 1 for all v ∈ V , we obtain (2.5.6). □

We now show the crucial fact that, for any large set U ⊆ V , the probability that

the self-avoiding x-walk X is in U after a small number of steps is roughly |U |/n.

We will apply this fact to neighbourhoods of (k − 1)-tuples in the proof that X is

likely to be good. This in turn will be used to show that X will, in expectation,

behave roughly uniformly with respect to the codegrees of all (k − 1)-tuples.

Lemma 2.5.7 (Uniformity Lemma). Let 1/n≪ 1/C ≪ γ, 1/k, where k ≥ 2, and

let G be an (n, k, γ)-graph. Let x : E(G)→ R+ be a C-normal, n−2/5-almost-perfect

fractional matching, let −→S ∈ (V )k−1, and let X = (X−(k−2), X−(k−3), . . . ) be the

self-avoiding x-walk on G with starting tuple −→S . Then for any q ∈ [(ln n)2, n1/5]
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and any U ⊆ V of size |U | ≥ n3/4, we have

P [Xq ∈ U ] = (1± n−3/10) |U |
n

. (2.5.7)

Proof. We first argue that x is (1/C2n, 2C2/n)-balanced. Indeed, since x is

C-normal and G is γ-Dirac, we have

maxe∈E(G) x (e)
minS∈( V

k−1)
∑

v∈V x (S ∪ {v}) ≤
C

nk−1 ·
Cnk−1

(1/2 + γ)n ≤
2C2

n
.

The lower bound follows similarly. Now let U ⊆ V be of size |U | ≥ n3/4, and fix

q ∈ [(ln n)2, n1/5]. Let Y = (Y−(k−2), Y−(k−3), . . . ) be the simple x-walk on G with

starting tuple −→S and let W = (W−(k−2), W−(k−3), . . . ) be the stationary x-walk

on G. We will show that Xq is distributed similarly to Yq since q is not too large,

and that Yq is distributed similarly to Wq since q is large enough, and finally we

will use Lemma 2.5.6 to show that P [Wq ∈ U ] is roughly |U |/n.

Setting c1 := |P [Xq ∈ U ]− P [Yq ∈ U ] | and applying Lemma 2.5.2 (with 2C2/n

playing the role of r), we obtain

c1 =
∣∣∣∣∣∑
v∈U

(P [Xq = v]− P [Yq = v])
∣∣∣∣∣ ≤ ∑

v∈V

|P [Xq = v]− P [Yq = v] |

(2.3.1)= 2dT V (Xq, Yq) ≤ 4C2q2/n <
1
3n−13/10|U |.

Consider the term c2 := |P [Yq ∈ U ] − P [Wq ∈ U ] |. We apply Lemma 2.5.4

(with 1/C2, 1/n2 playing the roles of τ , η respectively, and using q ≥ (ln n)2 =

((ln n)/2) · ln(1/η)) to obtain

c2 ≤
∑
v∈V

|P [Yq = v]− P [Wq = v] | (2.3.1)= 2dT V (Yq, Wq) < 2n−2 <
1
3n−13/10|U |.
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We now apply Lemma 2.5.6 to the term c3 := |P [Wq ∈ U ]− |U |/n| to obtain

c3 =
∣∣∣∣∣∑
v∈U

(
P [Wq = v]− 1

n

)∣∣∣∣∣ ≤ ∑
v∈U

∣∣∣∣P [Wq = v]− 1
n

∣∣∣∣ ≤ n−4/3|U |.

Finally, by the triangle inequality we have |P [Xq ∈ U ]− |U |/n| ≤ c1 + c2 + c3 <

n−13/10|U |, which is equivalent to (2.5.7). □

2.5.4 The walk is likely to be good

The aim of this section is to prove the following lemma, which states that under

our assumptions, a self-avoiding x-walk of length
√

n is good with high probability.

Lemma 2.5.8. Let 1/n≪ 1/C ≪ γ, 1/k, where k ≥ 2, and let G be an (n, k, γ)-

graph. Let x : E(G) → R+ be a C-normal perfect fractional matching, let −→S ∈

(V )k−1, let κ :=
√

n, and let X = (X−(k−2), . . . , Xκ) be a self-avoiding x-walk on G

with starting tuple −→S . Then P [X is good] ≥ 1− 1/n.

To prove Lemma 2.5.8, we will need some results on the behaviour of the residual

graphs Gj as the walk X progresses, so that we can apply Lemma 2.5.7 to each Gj .

We define x|Gj
to be the restriction of x to E(Gj), so that x|Gj

: E(Gj)→ R+ is a

(not necessarily perfect) fractional matching of Gj.

Proposition 2.5.9. Suppose the assumptions of Lemma 2.5.8 hold. Let F be the

set of tracking functions of G. Then for any g ∈ F and any j ∈ {0, . . . , κ}, the

following conditions hold deterministically:

(i) g(Vj) =
(
1± n−1/4

)
n−j

n
g(V );

(ii) Gj is γ/2-Dirac;
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(iii) x|Gj
is 2C-normal;

(iv) x|Gj
is n−2/5-almost-perfect.

Proof. It suffices to prove that conditions (i)–(iv) hold for any j ∈ {0, . . . , κ}

and any outcome x(j) = (x−(k−2), . . . , xj) of X (j). Throughout the proof, we

let j ∈ {0, . . . , κ} be fixed, and we let x(j) be a fixed outcome of X (j), thus

determining Vj and Gj.

(i): Fix g ∈ F . It is clear that g(V )−κ ≤ g(Vj) ≤ g(V ). Relaxing the upper bound

and recalling that g(V ) ≥ n/2, we obtain g(Vj) = (1 ± 2κ/n)g(V ). Note that

2κ/n = 2n−1/2 < n−1/4(1− κ/n)− κ/n ≤ n−1/4(1− j/n)− j/n, which implies (i).

(ii): Let M ∈
(

Vj

k−1

)
. By (i), we have

dGj
(M) = gM(Vj) ≥

(
1− n−1/4

) n− j

n
gM(V ) ≥

(
1− n−1/4

) (1
2 + γ

)
(n− j)

≥
(1

2 + γ

2

)
|Vj|. (2.5.8)

Since (2.5.8) holds for all M ∈
(

Vj

k−1

)
, we conclude that Gj is γ/2-Dirac.

The calculations for (iii) and (iv) are straightforward. □

For any j ∈ {0, . . . , κ} and any fixed outcome x(j) = (x−(k−2), . . . , xj) of X (j),

we write Px(j) for the probability measure in the conditional probability space

where we have fixed X (j) = x(j), so that Px(j) [ · ] = P [ · | X (j) = x(j)]. We are

now ready to prove Lemma 2.5.8.

Proof of Lemma 2.5.8. We need to prove that, with probability at least 1−1/n,

Errorg(X ) :=
∣∣∣∣∣∣
 κ∑

j=−(k−2)
g(Xj)

− κ

n
g(V )

∣∣∣∣∣∣ < n3/10 (2.5.9)
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holds simultaneously for every g ∈ F . It will suffice to prove that (2.5.9) holds

for any fixed g ∈ F with probability at least 1− 1/nk, say, since |F| ≤ nk−1. Fix

g ∈ F and set q := (ln n)2. By breaking up Errorg(X ) and repeatedly applying the

triangle inequality, we obtain:

Errorg(X ) =
∣∣∣∣∣∣

0∑
j=−(k−2)

g(Xj) +
q−1∑
j=1

(
g(Xj)−

g(V )
n

)
+

κ∑
j=q

(
g(Xj)−

g(V )
n

)∣∣∣∣∣∣
≤ 2q +

∣∣∣∣∣∣
κ−q∑
j=0

(
g(Xj+q)−

g(V )
n

)∣∣∣∣∣∣
≤ 2q +

∣∣∣∣∣∣
κ−q∑
j=0

(g(Xj+q)− E [g(Xj+q) | X (j)])
∣∣∣∣∣∣

+
κ−q∑
j=0

∣∣∣∣∣E [g(Xj+q) | X (j)]− g(Vj)
n− j

∣∣∣∣∣+
κ−q∑
j=0

∣∣∣∣∣g(Vj)
n− j

− g(V )
n

∣∣∣∣∣ .
We now prove an upper bound for each of the three sums in the final expression

above. To this end, fix j ∈ {0, . . . , κ− q}, fix an outcome x(j) = (x−(k−2), . . . , xj)

of X (j), and let T ∈
(

V
k−1

)
be such that g = gT. We apply Proposition 2.5.9 to

deduce that Gj is γ/2-Dirac, and that x|Gj
is 2C-normal and n−2/5-almost-perfect.

We can now apply Lemma 2.5.7 to Gj to deduce that

∣∣∣∣∣E [g(Xj+q) | X (j) = x(j)]− g(Vj)
n− j

∣∣∣∣∣ =
∣∣∣∣∣Px(j)

[
Xj+q ∈ NGj

(T)
]
−
|NGj

(T)|
n− j

∣∣∣∣∣
< (n− j)−13/10|NGj

(T)| < n−5/4g(V ).

We deduce that |E [g(Xj+q) | X (j)] − g(Vj)/(n − j)| < n−5/4g(V ) for each j ∈

{0, . . . , κ − q}. Next, we apply Proposition 2.5.9(i) to obtain that, for each j ∈

{0, . . . , κ− q}, we have |g(Vj)/(n− j)− g(V )/n| ≤ n−5/4g(V ). Finally, applying

Lemma 2.3.1 with log n playing the role of t, and using ||g||∞ = 1 (there are no
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isolated (k−1)-tuples), we see that with probability at least 1−2q exp(−(log n)2/2),

we have ∣∣∣∣∣∣
κ−q∑
j=0

(g(Xj+q)− E [g(Xj+q) | X (j)])
∣∣∣∣∣∣ ≤ log n

√
q(κ− q),

so that altogether, with probability at least 1− 1/nk, we have

Errorg(X ) ≤ 2q + log n
√

q(κ− q) + 2(κ− q + 1)n−5/4g(V ) < n3/10,

completing the proof of the lemma. □

We now have all the tools we need to prove Lemma 2.5.1.

Proof of Lemma 2.5.1. Choose a new constant C satisfying 1/n≪ c≪ 1/C ≪

γ, 1/k, and let x : E(G) → R+ be a C-normal perfect fractional matching (such

an x exists by Lemma 2.4.2). Write κ :=
√

n, and let X = (X−(k−2), . . . , Xκ) be the

self-avoiding x-walk on G with starting tuple −→S . It is clear from the definition of a

self-avoiding x-walk that any outcome of X corresponds to a κ-path in G with −→S

as one end (note that the walk does not stop before time κ, since all codegrees

are large enough). We argue now that good outcomes of X also satisfy condition

(iii), where we say an outcome X = (X−(k−2), . . . , Xκ) of X is a good outcome if X

satisfies (2.5.2). Let P be a tight path in G corresponding to a good outcome X

of X , let −→T be the non-−→S end of P , and let Gκ denote the residual graph of G at

time κ of X. Thus Gκ = G− (V (P ) \T) and |Vκ| = n− κ. Let M ∈
(

Vκ

k−1

)
and let

gM ∈ F be the tracking function of G corresponding to M. Since X is good, we
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obtain:

dGκ(M) = gM(Vκ) = gM(V )−
κ∑

j=−(k−2)
gM(Xj) +

κ∑
j=κ−(k−2)

gM(Xj)

(2.5.2)
≥ n− κ

n
gM(V )− n3/10 ≥

(1
2 + γ − n−2/3

)
|Vκ|. (2.5.10)

Since (2.5.10) holds for all M ∈
(

Vκ

k−1

)
, we conclude that δ(Gκ) ≥ (1/2 + γ −

n−2/3)|Vκ|.

Lastly then, it suffices to count the number of good outcomes of X . We begin

by finding an upper bound for the probability that X yields any particular fixed

tight path. For any j ∈ {0, . . . , κ}, we have by Proposition 2.5.9(ii)–(iii) that Gj is

γ/2-Dirac and x|Gj
is 2C-normal. It follows that x|Gj

is 8C2/(n−j)-upper-balanced.

In particular, setting p := 16C2/n, we have that all transition probabilities of X

are bounded from above by p. Let Q = (q−(k−2), . . . , qκ) be a fixed κ-path in G

with −→S = (q−(k−2), . . . , q0) as one end. Then

P [X = Q] =
κ∏

j=1
P

Xj = qj

∣∣∣∣∣
j−1⋂

i=−(k−2)
{Xi = qi}

 ≤ pκ.

By Lemma 2.5.8, we have that P [X is good] ≥ 1/2, so we conclude that the number

of good outcomes of X (and thus the number of tight κ-paths in G satisfying (ii)

and (iii)) is at least (1/2)/pκ ≥ (cn)κ, which completes the proof of the lemma.

□
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2.6 Counting and absorbing long paths

In this section we show how to iterate Lemma 2.5.1 to construct tight paths in G

which use almost all of the vertices of G, and we count the number of choices

that can be made in this process to obtain a lower bound for the number of these

long paths. Finally, we prove Theorem 2.1.1 by showing how these paths can be

completed into tight Hamilton cycles of G.

Lemma 2.6.1. Let γ > 0, let k ≥ 2, and let G be an (n, k, γ)-graph. There are at

least exp(n ln n−Θ(n)) tight paths in G of length at least n− n7/8.

Proof. We describe an algorithm on G. Let −→S 0 ∈ (V )k−1 be arbitrary, set

G0 := G, set n0 := n, and set γ0 := γ. For each i ≥ 0, set ni+1 := ni−
√

ni, and set

γi+1 := γi − (ni)−2/3. Set L to be the smallest index such that nL < n7/8. Suppose

we have already performed i steps of the algorithm, and obtained a k-graph Gi on ni

vertices satisfying δ(Gi) ≥ (1/2 + γi)ni, and we have obtained −→S i ∈ (V (Gi))k−1.

If γi < γ/2 or i = L, then we terminate the algorithm. Otherwise, we apply

Lemma 2.5.1 to Gi to obtain a set Pi+1 of √ni-paths, each with chosen starting

tuple −→S i. Choose Pi+1 ∈ Pi+1 arbitrarily, let −→T i+1 be the non-−→S i end of Pi+1,

and put −→S i+1 := ←−T i+1. Set Gi+1 := Gi − (V (Pi+1) \ Si+1). Observe that by

Lemma 2.5.1(iii), we have δ(Gi+1) ≥ (1/2 + γi+1)ni+1.

Let ri := ∑i−1
j=0(nj)−2/3. Note that, provided γi−1 ≥ γ/2, we have γi = γ − ri.

We claim that the algorithm does not terminate in the first L steps. To see this,

note that it suffices to show that rL = o(1). Write κi := √ni and observe that

nL−1 = n−∑L−2
j=0 κj ≤ n− (L−1)κL−1. Re-arranging, we obtain that L ≤ 2n/κL−1.
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Using nL−1 ≥ n7/8, we obtain that

rL ≤
L

(nL−1)2/3 ≤
2n

(nL−1)7/6 ≤ 2n−1/48 = o(1),

so the algorithm does not terminate in the first L steps, as claimed. When the

algorithm terminates, we have obtained tight paths P1, . . . , PL. By construction,

we may concatenate these paths, in order, to obtain a path Q := ⋃
i≤L Pi of length

n− nL ≥ n− n7/8. Let N be the number of tight paths of length n− nL in G. By

Lemma 2.5.1(i), there is a positive constant c < 1 such that the number of choices

for Pi+1 is at least (cni)κi , for each i ∈ {0, . . . , L− 1}. Thus, we obtain

N ≥
L−1∏
i=0

(cni)κi ≥ cn
L−1∏
i=0

ni!
ni+1!

= cn n!
nL! ≥ cn n!

(n7/8)! = exp(n ln n−Θ(n)).

□

We are now ready to prove Theorem 2.1.1.

Proof of Theorem 2.1.1. The upper bound holds trivially. To prove the

lower bound, we choose a set W ⊆ V of size n9/10 uniformly at random. A

simple application of Lemma 2.3.2 shows that there is a choice of W such that

|N(S)∩W | ≥ (1/2 + 3γ/4)|W | for all S ∈
(

V
k−1

)
. Fix such a choice of W , set G′ :=

G−W , and put n′ := n− n9/10. Then G′ is γ/2-Dirac, and we apply Lemma 2.6.1

to G′ (with γ/2 playing the role of γ) to find a set P of tight paths of length at

least n′ − (n′)7/8 in G′, such that |P| ≥ exp(n′ ln n′ −Θ(n′)) = exp(n ln n−Θ(n)).

Fix P ∈ P , let −→S P and −→TP be the ends of P , and let UP := V (G′) \ V (P ), so that

|UP | ≤ (n′)7/8 ≤ n7/8. Notice that G[W ∪ UP ∪ SP ∪TP ] is γ/2-Dirac. Thus, by

Lemma 2.3.9, there is a tight Hamilton path QP of G[W ∪ UP ∪ SP ∪ TP ] with

49



ends ←−S P and ←−TP . Then CP := P ∪QP is a tight Hamilton cycle of G.

Define C := {CP : P ∈ P} and note that for each C ∈ C, the number of P ∈ P

with C = CP is at most n2, since P must be a subpath of C. We conclude that C is

a set of at least n−2 exp(n ln n−Θ(n)) = exp(n ln n−Θ(n)) tight Hamilton cycles

in G. □

Finally, we prove Corollary 2.1.2.

Proof of Corollary 2.1.2. Let γ > 0 be fixed, let k ≥ 2, ℓ ∈ {0, . . . , k − 1},

(k − ℓ) | n, and let G be a k-graph on n vertices satisfying δ(G) ≥ (1/2 + γ)n.

Firstly, suppose ℓ = 0, and recall that the number of Hamilton 0-cycles of G is

precisely the number of perfect matchings of G. By considering the number of

perfect matchings in the complete k-graph on n vertices, it is easy to see that the

upper bound of (i) holds. We now use Theorem 2.1.1 to show that the lower bound

holds. Let M be the set of perfect matchings of G, and let C be the set of tight

Hamilton cycles of G. Notice that, for any M ∈M, there are at most (n/k)!(k!)n/k

choices of C ∈ C such that M ⊆ E(C), because we may construct all vertex

orderings corresponding to possible such C by reordering the edges of M and the

vertices within them. By applying Theorem 2.1.1, we conclude that

|M| ≥ |C|(
n
k

)
!(k!)n/k

= exp
((

1− 1
k

)
n ln n−Θ(n)

)
.

For the case ℓ ∈ [k − 1], firstly notice that k−ℓ
2 (n − 1)! = exp(n ln n − Θ(n)) is a

trivial upper bound for the number of Hamilton ℓ-cycles of G. Finally, it suffices

to apply Theorem 2.1.1 to G and observe that every tight Hamilton cycle of G

contains k− ℓ Hamilton ℓ-cycles (since (k− ℓ) | n), and each Hamilton ℓ-cycle of G
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is contained in at most (k!)n/(k−ℓ) tight Hamilton cycles. □

2.7 Concluding remarks

Though Theorem 2.1.1 holds in γ-Dirac k-graphs with equality, we believe that the

error bound can be made more precise. More specifically, we believe the following

hypergraph version of [32, Theorem 1.1] holds, giving a more accurate lower bound

for the number of tight Hamilton cycles in such hypergraphs.

Conjecture 2.7.1. For a fixed integer k ≥ 2 and a fixed constant γ > 0, the number

of tight Hamilton cycles of a k-graph G on n vertices with δ(G) ≥ (1/2 + γ)n is at

least (1/2− o(1))nn!.

It would of course be desirable to obtain a formula for the number of tight

Hamilton cycles in γ-Dirac k-graphs G which takes properties of G like the degrees

and codegrees into account. We recall that such a formula has already been

obtained [32, Theorem 1.3, Theorem 1.5] in terms of the ‘entropy of G’ in the k = 2

case, and it would be interesting to see if this (or a similar) notion can be extended

to k ≥ 3.

Finally, we note that the results of [32] show that graphs with minimum degree

precisely at the threshold for Hamiltonicity in fact have many Hamilton cycles.

The exact minimum codegree threshold for existence of a tight Hamilton cycle in

k-graphs on n vertices is not yet known for k ≥ 4, but is known to be ⌊n/2⌋ in the

case k = 3 [112, Theorem 1.2], and it is of course a natural question to ask if the

conclusions of Theorem 2.1.1 or indeed Conjecture 2.7.1 hold in this exact setting.
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CHAPTER 3

ALMOST ALL OPTIMALLY COLOURED
COMPLETE GRAPHS CONTAIN A RAINBOW

HAMILTON PATH
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Abstract

A subgraph H of an edge-coloured graph is called rainbow if all of the edges

of H have different colours. In 1989, Andersen conjectured that every proper

edge-colouring of Kn admits a rainbow path of length n− 2. We show that almost

all optimal edge-colourings of Kn admit both (i) a rainbow Hamilton path and (ii)

a rainbow cycle using all of the colours. This result demonstrates that Andersen’s

Conjecture holds for almost all optimal edge-colourings of Kn and answers a recent

question of Ferber, Jain, and Sudakov. Our result also has applications to the

existence of transversals in random symmetric Latin squares.
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3.1 Introduction

3.1.1 Extremal results on rainbow colourings

We say that a subgraph H of an edge-coloured graph is rainbow if all of the edges

of H have different colours. An optimal edge-colouring of a graph is a proper edge-

colouring using the minimum possible number of colours. In this paper we study

the problem of finding a rainbow Hamilton path in large optimally edge-coloured

complete graphs.

The study of finding rainbow structures within edge-coloured graphs has a rich

history. For example, the problem posed by Euler on finding orthogonal n × n

Latin squares can easily be seen to be equivalent to that of finding an optimal

edge-colouring of the complete bipartite graph Kn,n which decomposes into edge-

disjoint rainbow perfect matchings. It transpires that there are optimal colourings

of Kn,n without even a single rainbow perfect matching, if n is even. However,

an important conjecture, often referred to as the Ryser-Brualdi-Stein Conjecture,

posits that one can always find an almost-perfect rainbow matching, as follows.

Conjecture 3.1.1 (Ryser [114], Brualdi-Stein [20, 119]). Every optimal edge-

colouring of Kn,n admits a rainbow matching of size n − 1 and, if n is odd, a

rainbow perfect matching.

Currently, the strongest result towards this conjecture for arbitrary optimal

edge-colourings is due to Keevash, Pokrovskiy, Sudakov, and Yepremyan [79], who

showed that there is always a rainbow matching of size n − O(log n/ log log n).

This result improved earlier bounds of Woolbright [125], Brouwer, de Vries, and

Wieringa [18], and Hatami and Shor [66].
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It is natural to search for spanning rainbow structures in the non-partite setting

as well; that is, what spanning rainbow substructures can be found in properly

edge-coloured complete graphs Kn? It is clear that one can always find a rainbow

spanning tree – indeed, simply take the star rooted at any vertex. Kaneko, Kano,

and Suzuki [71] conjectured that for n > 4, in any proper edge-colouring of Kn, one

can find ⌊n/2⌋ edge-disjoint rainbow spanning trees, thus decomposing Kn if n is

even, and almost decomposing Kn if n is odd. This conjecture was recently proved

approximately by Montgomery, Pokrovskiy, and Sudakov [102], who showed that

in any properly edge-coloured Kn, one can find (1− o(1))n/2 edge-disjoint rainbow

spanning trees.

For optimal edge-colourings, even more is known. Note firstly that if n is even

and Kn is optimally edge-coloured, then the colour classes form a 1-factorization

of Kn; that is, a decomposition of Kn into perfect matchings. Throughout the

paper, we will use the term 1-factorization synonymously with an edge-colouring

whose colour classes form a 1-factorization. It is clear that if a 1-factorization of Kn

exists, then n is even. Very recently, Glock, Kühn, Montgomery, and Osthus [54]

showed that for sufficiently large even n, there exists a tree T on n vertices such

that any 1-factorization of Kn decomposes into edge-disjoint rainbow spanning trees

isomorphic to T , thus resolving conjectures of Brualdi and Hollingsworth [19], and

Constantine [27, 26]. See e.g. [106, 102, 80] for previous work on these conjectures.

The tree T used in [54] is a path of length n−o(n), together with o(n) short paths

attached to it. Thus it might seem natural to ask if one can find a rainbow Hamilton

path in any 1-factorization of Kn. Note that such a path would contain all of the

colours used in the 1-factorization, so it is not possible to find a rainbow Hamilton

cycle in a 1-factorization of Kn. However, in 1984 Maamoun and Meyniel [96]
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proved the existence of a 1-factorization of Kn (for n ≥ 4 being any power of 2)

without a rainbow Hamilton path. Sharing parallels with Conjecture 3.1.1 for the

non-partite setting, Andersen [9] conjectured in 1989 that all proper edge-colourings

of Kn admit a rainbow path which omits only one vertex.

Conjecture 3.1.2 (Andersen [9]). All proper edge-colourings of Kn admit a rainbow

path of length n− 2.

Several variations of Andersen’s Conjecture have been proposed. In 2007,

Akbari, Etesami, Mahini, and Mahmoody [4] conjectured that all 1-factorizations

of Kn admit a Hamilton cycle whose edges collectively have at least n− 2 colours.

They also conjectured that all 1-factorizations of Kn admit a rainbow cycle omitting

only two vertices.

Although now known to be false, the following stronger form of Conjecture 3.1.2

involving the ‘sub-Ramsey number’ of the Hamilton path was proposed by Hahn [61].

Every (not necessarily proper) edge-colouring of Kn with at most n/2 edges of each

colour admits a rainbow Hamilton path. In light of the aforementioned construction

of Maamoun and Meyniel [96], in 1986 Hahn and Thomassen [62] suggested the

following slightly weaker form of Hahn’s Conjecture, that all edge-colourings of Kn

with strictly fewer than n/2 edges of each colour admit a rainbow Hamilton path.

However, even this weakening of Hahn’s Conjecture is false – Pokrovskiy and

Sudakov [105] proved the existence of such edge-colourings of Kn in which the

longest rainbow Hamilton path has length at most n− ln n/42.

Andersen’s Conjecture has led to a number of results, generally focussing on

increasing the length of the rainbow path or cycle that one can find in an arbitrary

1-factorization or proper edge-colouring of Kn (see e.g. [22, 58, 48, 59]). Alon,
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Pokrovskiy, and Sudakov [7] proved that all proper edge-colourings of Kn admit a

rainbow path with length n−O(n3/4), and the error bound has since been improved

to O(
√

n · log n) by Balogh and Molla [10]. Further support for Conjecture 3.1.2

and its variants was provided by Montgomery, Pokrovskiy, and Sudakov [102] as

well as Kim, Kühn, Kupavskii, and Osthus [80], who showed that if we consider

proper edge-colourings where no colour class is larger than n/2 − o(n), then we

can even find n/2− o(n) edge-disjoint rainbow Hamilton cycles.

3.1.2 Random colourings

It is natural to consider these problems in a probabilistic setting, that is to consider

random edge-colourings as well as random Latin squares. However, the ‘rigidity’ of

the underlying structure makes these probability spaces very challenging to analyse.

Recently significant progress was made by Kwan [90], who showed that almost

all Latin squares contain a transversal, or equivalently, that almost all optimal

edge-colourings of Kn,n admit a rainbow perfect matching. His analysis was carried

out in a hypergraph setting, which also yields the result that almost all Steiner triple

systems contain a perfect matching. Recently, this latter result was strengthened

by Ferber and Kwan [44], who showed that almost all Steiner triple systems have

an approximate decomposition into edge-disjoint perfect matchings. Here we show

that Hahn’s original conjecture (and thus Andersen’s Conjecture as well) holds

for almost all 1-factorizations, answering a recent question of Ferber, Jain, and

Sudakov [43]. In what follows, we say a property holds ‘with high probability’ if

it holds with a probability that tends to 1 as the number of vertices n tends to

infinity.
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Theorem 3.1.3. Let ϕ be a uniformly random optimal edge-colouring of Kn. Then

with high probability,

(i) ϕ admits a rainbow Hamilton path, and

(ii) ϕ admits a rainbow cycle F containing all of the colours.

In particular, if n is odd, then F is a rainbow Hamilton cycle.

As discussed in Section 3.8, there is a well-known correspondence between

rainbow 2-factors in n-edge-colourings of Kn and transversals in symmetric Latin

squares, as a transversal in a Latin square corresponds to a permutation σ of [n]

such that the entries in positions (i, σ(i)) are distinct for all i ∈ [n]. Based on

this, we use Theorem 3.1.3(ii) to show that random symmetric Latin squares of

odd order contain a Hamilton transversal with high probability. Here we say a

transversal is Hamilton if the underlying permutation σ is an n-cycle.

Corollary 3.1.4. Let n be an odd integer and L a uniformly random symmetric n×n

Latin square. Then with high probability L contains a Hamilton transversal.

Further results on random Latin squares were recently obtained by Kwan and

Sudakov [93], who gave estimates on the number of intercalates in a random

Latin square as well as their likely discrepancy. After the completion of the initial

version of this paper, additional results on intercalates in random Latin squares

were obtained by Kwan, Sah, and Sawhney [91], which, together with the results

of [93], resolve an old conjecture of McKay and Wanless [98]. In addition, Gould

and Kelly [55] showed that an analogue of Corollary 3.1.4 also holds when L is a

uniformly random (not necessarily symmetric) n× n Latin square, strengthening

the aforementioned result of Kwan [90].
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3.2 Notation

In this section, we collect some definitions and notation that we will use throughout

the paper.

For a graph G and (not necessarily distinct) vertex sets A, B ⊆ V (G), we

define EG(A, B) := {e = ab ∈ E(G) : a ∈ A, b ∈ B}. We often simply write E(A, B)

when G is clear from the context. We define e(A, B) := |E(A, B)|. For a vertex

v ∈ V (G), we define ∂G(v) to be the set of edges of G which are incident to v. For

a proper colouring ϕ : E(G) → N and a colour c ∈ N, we define Ec(G) := {e ∈

E(G) : ϕ(e) = c} and say that an edge e ∈ Ec(G) is a c-edge of G. For a vertex

v ∈ V (G), if e is a c-edge in G incident to v, then we say that the non-v endpoint

of e is the c-neighbour of v. For a vertex v ∈ V (G) and three colours c1, c2, c3 ∈ N,

we say that the c3-neighbour of the c2-neighbour of the c1-neighbour of v is the

end of the c1c2c3-walk starting at v, if all such edges exist. For a set of colours

D ⊆ N, we define ND(v) := {w ∈ NG(v) : ϕ(vw) ∈ D}. For sets A, B ⊆ V (G) and

a colour c ∈ N, we define Ec(A, B) := {e ∈ E(A, B) : ϕ(e) = c}. If G is not clear

from the context, we sometimes also write Ec
G(A, B). For any subgraph H ⊆ G,

we define ϕ(H) := {ϕ(e) : e ∈ E(H)}. For a set of colours D ⊆ [n− 1], let Gcol
D be

the set of pairs (G, ϕG), where G is a |D|-regular graph on a vertex set V of size n,

and ϕG is a 1-factorization of G with colour set D. Often, we abuse notation and

write G ∈ Gcol
D , and in this case we let ϕG denote the implicit 1-factorization of G,

sometimes simply writing ϕ when G is clear from the context. For G ∈ Gcol
[n−1] and a

set of colours D ⊆ [n− 1], we define the restriction of G to D, denoted G|D, to be

the spanning subgraph of G containing precisely those edges of G which have colour

in D. Observe that G|D ∈ Gcol
D . A subgraph H ⊆ G ∈ Gcol

D inherits the colours of
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its edges from G. Observe that uniformly randomly choosing a 1-factorization ϕ

of Kn on vertex set V and colour set [n− 1] is equivalent to uniformly randomly

choosing G ∈ Gcol
[n−1]. For any D ⊆ [n − 1], G ∈ Gcol

D , and sets V ′ ⊆ V , D′ ⊆ D,

we define EV ′,D′(G) := {e = xy ∈ E(G) : ϕG(e) ∈ D′, x, y ∈ V ′}, and we define

eV ′,D′(G) := |EV ′,D′(G)|. For a hypergraph H, we write ∆c(H) to denote the

maximum codegree of H; that is, the maximum number of edges containing any

two fixed vertices of H.

For a set D of size n and a partition P of D into m parts, we say that P

is equitable to mean that all parts P of P satisfy |P | ∈ {⌊n/m⌋, ⌈n/m⌉}, and

when it does not affect the argument, we will assume all parts of an equitable

partition have size precisely n/m. For a set S and a real number p ∈ [0, 1], a

p-random subset T ⊆ S is a random subset in which each element of S is included

in T independently with probability p. A β-random subgraph of a graph G is a

spanning subgraph of G where the edge-set is a β-random subset of E(G). For

an event E in any probability space, we write E to denote the complement of E .

For real numbers a, b, c such that b > 0, we write a = (1 ± b)c to mean that the

inequality (1− b)c ≤ a ≤ (1 + b)c holds. For a natural number n ∈ N, we define

[n] := {1, 2, . . . , n}, and [n]0 := [n] ∪ {0}. We write x ≪ y to mean that for any

y ∈ (0, 1] there exists an x0 ∈ (0, 1) such that for all 0 < x ≤ x0 the subsequent

statement holds. Hierarchies with more constants are defined similarly and should

be read from the right to the left. Constants in hierarchies will always be real

numbers in (0, 1]. We assume large numbers to be integers if this does not affect

the argument.
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3.3 Overview of the proof

In this section, we provide an overview of the proof of Theorem 3.1.3. In Section 3.4

we prove Theorem 3.1.3 in the case when n is even assuming two key lemmas which

we prove in later sections. In particular, we assume that n is even in Sections 3.3–

3.7, so that the optimal edge-colouring ϕ we work with is a 1-factorization of Kn.

In Section 3.8 we derive Theorem 3.1.3 in the case when n is odd from the case

when n is even. We will also deduce Corollary 3.1.4 from Theorem 3.1.3(ii) in

Section 3.8. Throughout the proof we work with constants ε, γ, η, and µ satisfying

the following hierarchy:

1/n≪ ε≪ γ ≪ η ≪ µ≪ 1. (3.3.1)

Our proof uses the absorption method as well as switching techniques. Note that

the latter is a significant difference to [90, 44], which rely on the analysis of the

random greedy triangle removal process, as well as modifications of arguments

in [95, 75] which bound the number of Steiner triple systems. Our main objective

is to show that with high probability, in a random 1-factorization, we can find an

absorbing structure inside a random subset of Θ(µn) reserved vertices, using a

random subset of Θ(µn) reserved colours. A recent result [54, Lemma 16], based

on hypergraph matchings, enables us to find a long rainbow path avoiding these

reserved vertices and colours, and using our absorbing structure, we extend this

path to a rainbow Hamilton path. More precisely, we randomly ‘reserve’ Θ(µn)

vertices and colours and show that with high probability we can find an absorbing

structure. This absorbing structure consists of a subgraph Gabs containing only
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reserved vertices and colours and all but at most γn of them. Moreover Gabs

contains ‘flexible’ sets of vertices and colours Vflex and Cflex each of size ηn, with

the following crucial property:

(†) for any pair of equal-sized subsets X ⊆ Vflex and Y ⊆ Cflex of size at most

ηn/2, the graph Gabs −X contains a spanning rainbow path whose colours

avoid Y .

In fact, this spanning rainbow path has the same end vertices, regardless of the

choice of X and Y . Given this absorbing structure, we find a rainbow Hamilton

path in the following three steps:

1. Long path step: Apply [54, Lemma 16] to obtain a long rainbow path P1

containing only non-reserved vertices and colours. Moreover, P1 contains all

but at most γn of them.

2. Covering step: ‘Cover’ the vertices and colours not in Gabs or P1 using the

flexible sets, by greedily constructing a path P2 containing them as well as

sets X ⊆ Vflex and Y ⊆ Cflex of size at most ηn/2.

3. Absorbing step: ‘Absorb’ the remaining vertices and colours, by letting P3

be the rainbow path guaranteed by (†).

In the covering step, we can ensure that P2 shares one end with P1 and one end

with P3 so that P1 ∪ P2 ∪ P3 is a rainbow Hamilton path, as desired. These steps

are fairly straightforward, so the majority of the paper is devoted to building the

absorbing structure, that is, the subgraph Gabs which satisfies (†) with respect to

‘flexible’ sets Vflex and Cflex. This argument is split into two parts. Lemma 3.4.9,

proved in Section 3.6, asserts that, subject to some quasirandomness conditions, we

can build our absorbing structure using our randomly reserved vertices and colours;

Lemma 3.4.8, proved in Section 3.7, asserts that a typical 1-factorization of Kn has
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Figure 3.1: A (v, c)-absorber, where ϕ(ei) = i. The paths P1 and P2 are drawn as zigzags.

these quasirandom properties.

3.3.1 Absorption

To design our absorbing structure, we employ a strategy sometimes called ‘distrib-

uted absorption’, first introduced by Montgomery [101]. The details of this are

presented in Section 3.4, but we provide an overview now. Our absorbing structure

consists of many ‘gadgets’ pieced together in a particular way. In particular, for

a vertex v and colour c, a (v, c)-absorber (see Definition 3.4.1 and Figure 3.1) is

a small subgraph containing both v and an edge coloured c, with the following

property: It contains a rainbow path which is spanning and which uses one of

each colour assigned to its edges, and it also contains a rainbow path which in-

cludes all of its vertices except v and an edge of every one if its colours except c;

moreover, these paths have the same end vertices. We refer to the former path

as the (v, c)-absorbing path and the latter as the (v, c)-avoiding path (again, see

Definition 3.4.1).

We build our absorbing structure out of (v, c)-absorbers, along with short

rainbow paths linking them together, using an auxiliary bipartite graph H as a

template (see Definition 3.4.2 and Figure 3.2), where one part of H is a set of

vertices (including Vflex) and the other part is a set of colours (including Cflex). For
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Figure 3.2: An H-absorber where H ∼= K2,2 with bipartition ({v1, v2}, {c1, c2}).

every edge vc ∈ E(H), we will have a (v, c)-absorber in the absorbing structure.

When proving (†), if v or c is in X or Y , then the spanning rainbow path in Gabs−X

contains the (v, c)-avoiding path, and otherwise it may contain the (v, c)-absorbing

path. More precisely, we find a perfect matching of H − (X ∪ Y ), and we use the

(v, c)-absorbing path for every matched pair of vertex v and colour c.

A naive approach would be to use the complete bipartite graph with parts

Vflex and Cflex as our template H; however, this would require too many absorbing

gadgets. Instead, we choose a much sparser template graph H that is robustly

matchable with respect to Vflex and Cflex (see Definition 3.4.3); we use a result of

Montgomery [101, Lemma 10.7] to construct a robustly matchable bipartite graph

with maximum degree O(1). Thus, we only need Θ(ηn) absorbing gadets to build

an absorbing structure satisfying (†). Using that η ≪ µ, we can build such an

absorbing structure inside the random subset of Θ(µn) vertices and Θ(µn) colours

(see Lemma 3.6.4). However, our absorbing structure needs to contain all but at

most γn of the reserved vertices and colours. To that end, we attach a long rainbow

path using almost all of the remaining reserved vertices and colours that we call

a tail (see Definition 3.4.2); this is accomplished using the semi-random method,
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implemented via hypergraph matchings results (see Lemma 3.6.5). We use a similar

approach in the long path step.

3.3.2 Analysing a random 1-factorization of Kn

To build the absorbing structure described in Section 3.3.1, we need to show that a

typical 1-factorization of Kn satisfies some quasirandom properties. We call these

properties local edge-resilience and robust gadget-resilience (see Definitions 3.4.6 and

3.4.7), and we prove they hold for typical 1-factorizations in Lemma 3.4.8. Standard

arguments can be used to show that these properties hold with high probability for

a (not necessarily proper) edge-colouring of Kn where each edge is assigned one

of n colours independently and uniformly at random; however, it is much more

challenging to prove this for a random 1-factorization. We prove Lemma 3.4.8

using a ‘coloured version’ of switching arguments that are commonly used to study

random regular graphs. Unfortunately, 1-factorizations of the complete graph Kn

are ‘rigid’ structures, in the sense that it is difficult to make local changes without

global ramifications on such a 1-factorization. Thus, instead of analysing switchings

between graphs in Gcol
[n−1], we will analyse switchings between graphs in Gcol

D for

appropriately chosen D ⊊ [n − 1]. In the setting of random Latin squares, this

approach was used by McKay and Wanless [98] and further developed by Kwan

and Sudakov [93], and we build on their ideas.

We use results on the number of 1-factorizations of dense regular graphs due

to Kahn and Lovász (see Theorem 3.7.10) and Ferber, Jain, and Sudakov (see

Theorem 3.7.11) to study the number of completions of a graph H ∈ Gcol
D to a

graph G ∈ Gcol
[n−1], and we use this information to compare the probability space
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corresponding to a uniform random choice of H ∈ Gcol
D , with the probability space

corresponding to a uniform random choice of G ∈ Gcol
[n−1]. In particular, if a

uniformly random H ∈ Gcol
D is extended uniformly at random to obtain a colouring

H′ ∈ Gcol
[n−1], then H′ is not chosen uniformly at random from Gcol

[n−1], since different

choices of H ∈ Gcol
D have different numbers of extensions; however, H′ can be

compared to a uniformly random G ∈ Gcol
[n−1] as follows (see also Corollary 3.7.12).

For an absolute constant C, and for each K ∈ Gcol
[n−1],

P [G = K] = P [H′ = K] · exp(±n2−1/C).

Therefore, any property that holds for H with probability at least 1− exp(−Ω(n2))

also holds with high probability for G|D. Our switching arguments yield local

edge-resilience and robust gadget-resilience for H with high enough probability

(see Lemmas 3.7.1 and 3.7.8) to apply Corollary 3.7.12.

3.4 Proving Theorem 3.1.3

In this section, let ϕ be a 1-factorization of Kn with vertex set V and colour

set C = [n − 1]. We first present the details of our absorbing structure, and in

Section 3.4.1, we prove Theorem 3.1.3 (in the case when n is even) subject to

its existence. We begin by introducing our absorbing gadgets in the following

definition (see also Figure 3.1).

Definition 3.4.1. For every v ∈ V and c ∈ C, a (v, c)-absorbing gadget is a

subgraph of Kn of the form A = T ∪Q such that the following holds:

• T ∼= K3 and Q ∼= C4,
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• T and Q are vertex-disjoint,

• v ∈ V (T ) and there is a unique edge e ∈ E(Q) such that ϕ(e) = c,

• if e1, e2 ∈ E(T ) are the edges incident to v, then there is matching {e′
1, e′

2}

in Q not containing e such that ϕ(ei) = ϕ(e′
i) for i ∈ {1, 2},

• if e3 ∈ E(T ) is the edge not incident to v, then there is an edge e′
3 ∈ E(Q)

such that {e′
3, e} is a matching in Q and ϕ(e3) = ϕ(e′

3) ̸= c.

In this case, a pair P1, P2 of paths completes the (v, c)-absorbing gadget A = T ∪Q

if

• the ends of P1 are non-adjacent vertices in Q,

• one end of P2 is in Q but not incident to e and the other end of P2 is in

V (T ) \ {v},

• P1 and P2 are vertex-disjoint and both P1 and P2 are internally vertex-disjoint

from A,

• P1 ∪ P2 is rainbow, and

• ϕ(P1 ∪ P2) ∩ ϕ(A) = ∅,

and we say A′ := A ∪ P1 ∪ P2 is a (v, c)-absorber. We also define the following.

• The path P with edge-set E(P1) ∪ E(P2) ∪ {e′
1, e′

2, e3} is the (v, c)-avoiding

path in A′, and the path P ′ with edge-set E(P1) ∪ E(P2) ∪ {e1, e2, e′
3, e} is

the (v, c)-absorbing path in A′.

• A vertex in V (A) \ {v}, a colour in ϕ(A) \ {c}, or an edge in E(A) is used by

the (v, c)-absorbing gadget A.

It is convenient for us to distinguish between a (v, c)-absorbing gadget and

a (v, c)-absorber, because when we build our absorbing structure, we first find a

(v, c)-absorbing gadget for every vc ∈ E(H) and then find the paths completing
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each absorbing gadget. We also find an additional set of paths that ‘links’ the

gadgets together, as in the following definition.

Definition 3.4.2. Let H be a bipartite graph with bipartition (V ′, C ′) where

V ′ ⊆ V and C ′ ⊆ C, and suppose A = {Av,c : vc ∈ E(H)} where Av,c is a

(v, c)-absorbing gadget.

• We say A satisfies H if whenever Av,c, Av′,c′ ∈ A for some (v, c) ̸= (v′, c′), no

vertex in V (Av,c) or colour in ϕ(Av,c) is used by Av′,c′ .

• If P is a collection of vertex-disjoint paths of length 4, then we say P completes

A if the following holds:

– ⋃
P ∈P P is rainbow,

– no colour that is either in C ′ or is used by a (v, c)-absorbing gadget

Av,c ∈ A appears in a path P ∈ P ,

– no vertex that is either in V ′ or is used by a (v, c)-absorbing gadget

Av,c ∈ A is an internal vertex of a path P ∈ P ,

– for every (v, c)-absorbing gadget Av,c ∈ A there is a pair of paths

P1, P2 ∈ P such that P1 and P2 complete Av,c to a (v, c)-absorber A′
v,c,

and

– the graph (⋃A∈A A ∪ ⋃P ∈P P )\V ′ is connected and has maximum degree

three, and P is minimal subject to this property.

• We say (A,P) is an H-absorber if A satisfies H and is completed by P . See

Figure 3.2.

• We say a rainbow path T is a tail of an H-absorber (A,P) if

– one of the ends of T , say x, is in a (v, c)-absorbing gadget Av,c ∈ A such

that x ̸= v,
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– V (T ) ∩ V (A) ⊆ {x} for all A ∈ A and V (T ) ∩ V (P ) = ∅ for all P ∈ P ,

and

– ϕ(T ) ∩ ϕ(A) = ∅ for all A ∈ A and ϕ(T ) ∩ ϕ(P ) = ∅ for all P ∈ P .

• For every matching M in H, we define the path absorbing M in (A,P , T ) to

be the rainbow path P such that

– P contains ⋃P ′∈P P ′ ∪ T and

– for every vc ∈ E(H), if vc ∈ E(M), then P contains the (v, c)-absorbing

path in the (v, c)-absorber A′
v,c and P contains the (v, c)-avoiding path

otherwise (that is, V (P )∩V ′ = V (M)∩V ′ and ϕ(P )∩C ′ = V (M)∩C ′).

Note that if P completes A, then some of the paths in P will complete absorbing

gadgets in A to absorbers, while the remaining set of paths P ′ ⊆ P will be used to

connect all the absorbing gadgets in A. More precisely, there is an enumeration

A1, . . . , A|A| of A and an enumeration P1, . . . , P|A|−1 of P ′ such that each Pi joins Ai

to Ai+1. In particular, for each i ∈ [|A|] \ {1, |A|}, each vertex in Ai \ V ′ is the

endpoint of precisely one path in P (and thus has degree three in ⋃A∈A A∪⋃P ∈P P ),

while both A1 \ V ′ and A|A| \ V ′ contain precisely one vertex which is not the

endpoint of some path in P (and thus these two vertices have degree two in⋃
A∈A A∪⋃P ∈P P ). Any tail T of an H-absorber (A,P) has to start at one of these

two vertices. Altogether this means that, given any matching M of H, the path

absorbing M in (A,P , T ) in the definition above actually exists.

Our absorbing structure is essentially an H-absorber (A,P) with a tail T

and flexible sets Vflex, Cflex ⊆ V (H) for an appropriately chosen template H. If

H − (X ∪ Y ) has a perfect matching M , then the path absorbing M in (A,P , T )

satisfies (†). This fact motivates the property of H that we need in the next
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definition.

Definition 3.4.3. Let H be a bipartite graph with bipartition (A, B) such that

|A| = |B|, and let A′ ⊆ A and B′ ⊆ B such that |A′| = |B′|.

• We say H is robustly matchable with respect to A′ and B′ if for every pair

of sets X and Y where X ⊆ A′, Y ⊆ B′, and |X| = |Y | ≤ |A′|/2, there is a

perfect matching in H − (X ∪ Y ).

• In this case, we say A′ and B′ are flexible and A \ A′ and B \B′ are buffer

sets.

This concept was first introduced by Montgomery [101]. If H is robustly

matchable with respect to Vflex and Cflex, then an H-absorber (A,P) with tail T

satisfies (†). The last property of our absorbing structure that we need is that the

flexible sets allow us to execute the covering step, which we capture in the following

definition.

Definition 3.4.4. Let Vflex ⊆ V , let Cflex ⊆ C, and let Gflex be a spanning subgraph

of Kn.

• If u, v ∈ V and c ∈ C, and P ⊆ Gflex is a rainbow path of length four such

that

– u and v are the ends of P ,

– u′, w, v′ ∈ Vflex, where uu′, u′w, wv′, vv′ ∈ E(P ),

– ϕ(uu′), ϕ(wv′), ϕ(vv′) ∈ Cflex, and

– ϕ(u′w) = c,

then P is a (Vflex, Cflex, Gflex)-cover of u, v, and c.

• If P is a rainbow path such that P = ⋃k
i=1 Pi where Pi is a (Vflex, Cflex, Gflex)-

cover of vi, vi+1, and ci, then P is a (Vflex, Cflex, Gflex)-cover of {v1, . . . , vk+1}
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and {c1, . . . , ck}.

• If H is a regular bipartite graph with bipartition (V ′, C ′) where V ′ ⊆ V and

C ′ ⊆ C such that

– H is robustly matchable with respect to Vflex and Cflex where |Vflex| ≥ δn,

|Cflex| ≥ δn, and

– for every u, v ∈ V and c ∈ C, there are at least δn2 (Vflex, Cflex, Gflex)-

covers of u, v, and c,

then H is a δ-absorbing template with flexible sets (Vflex, Cflex, Gflex).

• If (A,P) is an H-absorber where H is a δ-absorbing template and T is a tail

for (A,P), then (A,P , T, H) is a δ-absorber.

A 36γ-absorber has the properties we need to execute both the covering step

and the absorbing step, which we make formal with the next proposition.

First, we introduce the following convenient convention. Given V ′′ ⊆ V ′ ⊆ V

and C ′′ ⊆ C ′ ⊆ C, we say that (V ′′, C ′′) is contained in (V ′, C ′) with δ-bounded

remainder if V ′′ ⊆ V ′, C ′′ ⊆ C ′, and |V ′ \ V ′′|, |C ′ \ C ′′| ≤ δn. If G is a spanning

subgraph of Kn, V ′ ⊆ V , and C ′ ⊆ C, then we say a graph G′ is contained in

(V ′, C ′, G) with δ-bounded remainder if (V (G′), ϕ(G′)) is contained in (V ′, C ′) with

δ-bounded remainder and G′ ⊆ G.

Proposition 3.4.5. If (A,P , T, H) is a δ-absorber and P ′ is a rainbow path

contained in (V \ V ′, C \ C ′, G′) with δ/18-bounded remainder where

• V ′ = ⋃
A∈A V (A) ∪ ⋃P ∈P V (P ) ∪ V (T )

• C ′ = ⋃
A∈A ϕ(A) ∪ ⋃P ∈P ϕ(P ) ∪ ϕ(T ), and

• G′ is the complement of ⋃A∈A A ∪ ⋃P ∈P P ∪ T ,

then there is both a rainbow Hamilton path containing P ′ and a rainbow cycle
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containing P ′ and all of the colours in C.

Proof. Order the colours in C \(ϕ(P ′)∪C ′) as c1, . . . , ck, and note that k ≤ δn/18.

Order the vertices in V \ (V (P ′) ∪ V ′) as v1, . . . , vℓ. Using that H is regular, it is

easy to see that |V ′| = |C ′|+ 1, and thus ℓ = k− 1. Let v0 and v′
0 be the ends of P ′,

let u be the end of T not in V (A) for any A ∈ A, and let u′ be the unique vertex

in ⋃A∈A V (A) \ V (T ) of degree two in ⋃A∈A A ∪ ⋃P ∈P P . Let (Vflex, Cflex, Gflex) be

the flexible sets of H.

First we show that there is a rainbow Hamilton path containing P ′. We

claim there is a (Vflex, Cflex, Gflex)-cover P ′′ of {v0, . . . , vk} and {c1, . . . , ck}, where

vk := u. Suppose for j ∈ [k − 1] and i < j that Pi is a (Vflex, Cflex, Gflex)-cover of

vi, vi+1, and ci+1 such that ⋃i<j Pi is a rainbow path. We show that there exists a

(Vflex, Cflex, Gflex)-cover Pj of vj, vj+1, and cj+1 that is internally-vertex- and colour-

disjoint from ⋃
i<j Pi, which implies that ⋃i≤j Pi is a rainbow path, and thus we

can choose the path P ′′ greedily, proving the claim. Since each vertex in Vflex and

each colour in Cflex is contained in at most 3n (Vflex, Cflex, Gflex)-covers of vj, vj+1,

and cj+1, and since H is a δ-absorbing template, there are at least δn2 − 18n · j

(Vflex, Cflex, Gflex)-covers of vj, vj+1, and cj+1 not containing a vertex or colour from⋃
i<j Pi. Thus, since j < k ≤ δn/18, there exists a (Vflex, Cflex, Gflex)-cover Pj of

vj, vj+1, and cj+1 such that ⋃i≤j Pi is a rainbow path, as desired, and consequently

we can choose the path P ′′ greedily, as claimed.

Now let X := V (P ′′) ∩ Vflex, and let Y := ϕ(P ′′) ∩ Cflex. Since |X| = |Y | =

3k ≤ |Vflex|/2 and H is robustly matchable with respect to Vflex and Cflex, there

is a perfect matching M in H − (X ∪ Y ). Let P ′′′ be the path absorbing M in

(A,P , T ). Then P ′ ∪ P ′′ ∪ P ′′′ is a rainbow Hamilton path, as desired.
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Now we show that there is a rainbow cycle containing P ′ and all of the colours

in C. By the same argument as before, there is a (Vflex, Cflex, Gflex)-cover P ′′
1 of

{v0, . . . , vℓ−1, u} and {c1, . . . , ck−1} as well as a (Vflex, Cflex, Gflex)-cover P ′′
2 of v′

0,

u′, and ck such that P ′′
1 and P ′′

2 are vertex-and colour-disjoint. Letting X :=

V (P ′′
1 ∪P ′′

2 )∩ Vflex and Y := ϕ(P ′′
1 ∪P ′′

2 )∩Cflex, letting M be a perfect matching in

H−(X∪Y ) and P ′′′ be the path absorbing M in (A,P , T ) as before, P ′∪P ′′
1 ∪P ′′

2 ∪P ′′′

is a rainbow cycle using all the colours in C, as desired. □

3.4.1 The proof of Theorem 3.1.3 when n is even

In this subsection, we prove the n even case of Theorem 3.1.3 subject to two lemmas,

Lemmas 3.4.8 and 3.4.9, which we prove in Sections 3.7 and 3.6, respectively. The

first of these lemmas, Lemma 3.4.8, states that almost all 1-factorizations have two

key properties, introduced in the next two definitions. Lemma 3.4.9 states that if a

1-factorization has both of these properties, then we can build an absorber using

the reserved vertices and colours with high probability.

Recall the hierarchy of constants ε, γ, η, µ from (3.3.1). Firstly, we will need to

show that if G ∈ Gcol
[n−1] is chosen uniformly at random, then with high probability,

for any V ′ ⊆ V , C ′ ⊆ C that are not too small, G admits many edges with colour

in C ′ and both endpoints in V ′. This property will be used in the construction of

the tail of our absorber.

Definition 3.4.6. For D ⊆ C = [n − 1], we say that G ∈ Gcol
D is ε-locally edge-

resilient if for all sets of colours D′ ⊆ D and all sets of vertices V ′ ⊆ V of sizes

|V ′|, |D′| ≥ εn, we have that eV ′,D′(G) ≥ ε3n2/100.
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Secondly, we will need that almost all G ∈ Gcol
[n−1] contain many (v, c)-absorbing

gadgets for all v ∈ V , c ∈ C.

Definition 3.4.7. Let D ⊆ C = [n− 1].

• For G ∈ Gcol
D , x ∈ V , c ∈ D, and t ∈ N0, we say that a collection A(x,c) of

(x, c)-absorbing gadgets in G is t-well-spread if

– for all v ∈ V , there are at most t (x, c)-absorbing gadgets in A(x,c)

using v;

– for all e ∈ E(G), there are at most t (x, c)-absorbing gadgets in A(x,c)

using e;

– for all d ∈ D, there are at most t (x, c)-absorbing gadgets in A(x,c)

using d.

(Note that by definition of ‘using’ (see Definition 3.4.1), there are no (x, c)-

absorbing gadgets using x or c.)

• We say that G ∈ Gcol
[n−1] is µ-robustly gadget-resilient if for all x ∈ V and

all c ∈ C, there is a 5µn/4-well-spread collection of at least µ4n2/223 (x, c)-

absorbing gadgets in G.

Lemma 3.4.8. Suppose 1/n≪ ε, µ≪ 1. If ϕ is a 1-factorization of Kn chosen

uniformly at random, then ϕ is ε-locally edge-resilient and µ-robustly gadget-resilient

with high probability.

As discussed, we prove Lemma 3.4.8 in Section 3.7 using switching arguments.

The next lemma, which we prove in Section 3.6, is used to construct an absorber

using the reserved vertices and colours.

Lemma 3.4.9. Suppose 1/n ≪ ε ≪ γ ≪ η ≪ µ ≪ 1, and let p = q = β =

5µ + 26887η/2 + γ/3 − 26880ε. If ϕ is an ε-locally edge-resilient and µ-robustly
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gadget-resilient 1-factorization of Kn with vertex set V and colour set C and

(R1) V ′ is a p-random subset of V ,

(R2) C ′ is a q-random subset of C, and

(R3) G′ is a β-random subgraph of Kn,

then with high probability there is a 36γ-absorber (A,P , T, H) such that ⋃A∈A A ∪⋃
P ∈P P ∪ T is contained in (V ′, C ′, G′) with γ-bounded remainder.

The final ingredient in the proof of Theorem 3.1.3 is the following lemma which

follows from [54, Lemma 16], that enables us to find the long rainbow path whose

leftover we absorb using the absorber from Lemma 3.4.9.

Lemma 3.4.10. Suppose 1/n ≪ γ ≪ p, and let q = β = p. For every 1-

factorization ϕ of Kn with vertex set V and colour set C, if

• V ′ is a p-random subset of V ,

• C ′ is a q-random subset of C, and

• G is a β-random subgraph of Kn,

then with high probability there is a rainbow path contained in (V ′, C ′, G) with

γ-bounded remainder.

We conclude this section with a proof of Theorem 3.1.3 in the case that n is

even, assuming Lemmas 3.4.8 and 3.4.9.

Proof of Theorem 3.1.3, n even case. By Lemma 3.4.8, it suffices to prove

that if ϕ is an ε-locally edge-resilient and µ-robustly gadget-resilient 1-factorization,

then there is a rainbow Hamilton path and a rainbow cycle containing all of the

colours.

Let p = q = β as in Lemma 3.4.9, let V1, V2 be a random partition of V where

V1 is p-random and V2 is (1 − p)-random, let C1, C2 be a random partition of C
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where C1 is q-random and C2 is (1− q)-random, and let G1 and G2 be β-random

and (1 − β)-random subgraphs of Kn such that E(G1) and E(G2) partition the

edges of Kn. By Lemma 3.4.9 applied with V ′ = V1, C ′ = C1, and G′ = G1, and

by Lemma 3.4.10 applied with V ′ = V2, C ′ = C2, and G = G2, the following holds

with high probability. There exists

(i) a 36γ-absorber (A,P , T, H) such that ⋃A∈A A ∪ ⋃P ∈P P ∪ T is contained in

(V1, C1, G1) with γ-bounded remainder, and

(ii) a rainbow path P ′ contained in (V2, C2, G2) with γ-bounded remainder.

Now we fix an outcome of the random partitions (V1, V2), (C1, C2), and (G1, G2)

so that (i) and (ii) hold. By Proposition 3.4.5, there is both a rainbow Hamilton

path containing P ′ and a rainbow cycle containing P ′ and all of the colours in C,

as desired. □

3.5 Tools

In this section, we collect some results that we will use throughout the paper.

3.5.1 Probabilistic tools

We will use the following standard probabilistic estimates.

Lemma 3.5.1 (Chernoff Bound). Let X have binomial distribution with paramet-

ers n, p. Then for any 0 < t ≤ np,

P [|X − np| > t] ≤ 2 exp
(
−t2

3np

)
.
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Let X1, . . . , Xm be independent random variables taking values in X , and let

f : Xm → R. If for all i ∈ [m] and x′
i, x1, . . . , xm ∈ X , we have

|f(x1, . . . , xi−1, xi, xi+1, . . . , xm)− f(x1, . . . , xi−1, x′
i, xi+1, . . . , xm)| ≤ ci,

then we say Xi affects f by at most ci.

Theorem 3.5.2 (McDiarmid’s Inequality). If X1, . . . , Xm are independent random

variables taking values in X and f : Xm → R is such that Xi affects f by at most

ci for all i ∈ [m], then for all t > 0,

P [|f(X1, . . . , Xm)− E [f(X1, . . . , Xm)] | ≥ t] ≤ exp
(
− t2∑m

i=1 c2
i

)
.

3.5.2 Hypergraph matchings

When we build our absorber in the proof of Lemma 3.4.9, we seek to efficiently use

the vertices, colours, and edges of our random subsets V ′ ⊆ V , C ′ ⊆ C, E ′ ⊆ E,

and to do this we make use of the existence of large matchings in almost-regular

hypergraphs with small codegree. In fact, we will need the stronger property

that there exists a large matching in such a hypergraph which is well-distributed

with respect to a specified collection of vertex subsets. We make this precise in

the following definition. Given a hypergraph H and a collection of subsets F

of V (H), we say a matching M in H is (γ,F)-perfect if for each F ∈ F , at

most γ ·max{|F |, |V (H)|2/5} vertices of F are left uncovered byM. The following

theorem is a consequence of Theorem 1.2 in [8], and is based on a result of Pippenger

and Spencer [104].
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Theorem 3.5.3. Suppose 1/n≪ ε≪ γ ≪ 1/r. Let H be an r-uniform hypergraph

on n vertices such that for some D ∈ N, we have dH(x) = (1 ± ε)D for all

x ∈ V (H) and ∆c(H) ≤ D/ log9r n. If F is a collection of subsets of V (H) such

that |F| ≤ nlog n, then there exists a (γ,F)-perfect matching.

We will use Theorem 3.5.3 in the final step of constructing an absorber (see

Lemma 3.6.5). We construct an auxiliary hypergraph H whose edges represent

structures we wish to find, and a large well-distributed matching in H corresponds

to an efficient allocation of vertices, colours, and edges of the 1-factorization to

construct almost all of these desired structures. We remark that this is also a key

strategy in the proof of Lemma 3.4.10, and was first used in [80].

3.5.3 Robustly matchable bipartite graphs of constant de-
gree

In this subsection, we prove that there exist large bipartite graphs which are

robustly matchable as in Definition 3.4.3, and have constant maximum degree.

Definition 3.5.4. Let m ∈ N.

• An RMBG(3m, 2m, 2m) is a bipartite graph H with bipartition (A, B1 ∪B2)

where |A| = 3m and |B1| = |B2| = 2m such that for any B′ ⊆ B1 of size

m, there is a perfect matching in H −B′. In this case, we say H is robustly

matchable with respect to B1, and that B1 is the identified flexible set.

• A 2RMBG(7m, 2m) is a bipartite graph H with bipartition (A, B) where

|A| = |B| = 7m such that H is robustly matchable with respect to sets

A′ ⊆ A and B′ ⊆ B where |A′| = |B′| = 2m.
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By [101, Lemma 10.7], there exists an RMBG(3m, 2m, 2m) with maximum

degree at most 100 for all sufficiently large m. We use a one-sided (there is one

flexible set) RMBG(3m, 2m, 2m) exhibited in [54, Corollary 10] in which each of

the vertex classes are regular, to construct a 256-regular two-sided (in that we

identify a flexible set on each side of the vertex bipartition) 2RMBG(7m, 2m).

Lemma 3.5.5. For all sufficiently large m, there is a 2RMBG(7m, 2m) that is

256-regular.

Proof. Suppose that m ∈ N is sufficiently large. By [54, Corollary 10], there

exists an RMBG(3m, 2m, 2m) that is (256, 192)-regular (i.e. all vertices in the

first vertex class have degree 256 and all vertices in the second vertex class of

have degree 192). Let H and H ′ be two vertex-disjoint isomorphic copies of a

(256, 192)-regular RMBG(3m, 2m, 2m), and let (A, B1 ∪B2) and (A′, B′
1 ∪B′

2) be

the bipartitions of H and H ′ respectively such that H is robustly matchable with

respect to B1 and H ′ is robustly matchable with respect to B′
1.

Let H ′′ be a 64-regular bipartite graph with bipartition (B1 ∪B2, B′
1 ∪B′

2) such

that H ′′[B1 ∪B′
1] contains a perfect matching M . We claim that H ∪H ′ ∪H ′′ is

robustly matchable with respect to B1 and B′
1. To that end, let X ⊆ B1 and Y ⊆ B′

1

such that |X| = |Y | ≤ m. It suffices to show that H∪H ′∪H ′′−(X∪Y ) has a perfect

matching. Since H ′′[B1 ∪B′
1] contains a perfect matching, H ′′[B1 ∪B′

1]− (X ∪ Y )

contains a matching of size at least 2m − |X| − |Y | = 2(m − |X|). Thus, there

exists a matching M ′ in H ′′[B1 ∪ B′
1] − (X ∪ Y ) of size m − |X|. Let X ′ :=

X ∪ (B1 ∩ V (M ′)) and Y ′ := Y ∪ (B′
1 ∩ V (M ′)), and note that |X ′| = |Y ′| = m.

Since H is an RMBG(3m, 2m, 2m), H − X ′ has a perfect matching M1, and

similarly H ′ − Y ′ has a perfect matching M2. Now M ′ ∪M1 ∪M2 is a perfect
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matching in H ∪H ′ ∪H ′′− (X ∪Y ), as required. Since H ∪H ′ ∪H ′′ is 256-regular,

the result follows. □

3.6 Constructing the absorber

Throughout this section, let ϕ be an ε-locally edge-resilient and µ-robustly gadget

resilient 1-factorization of Kn with vertex set V and colour set C, let E := E(Kn),

and recall

1/n≪ ε≪ γ ≪ η ≪ µ≪ 1.

Let H̃ be a 256-regular 2RMBG(7m, 2m) where 2m = (η − 2ε)n, which exists

by Lemma 3.5.5. We define the following probabilities:

pflex := η,

pbuff := 5η/2,

pabs := 6|E(H̃)|/n + 2µ, (3.6.1)

plink := 9|E(H̃)|/n + 3µ,

p′
link := γ/3,

qflex := η,

qbuff := 5η/2,

qabs := 3|E(H̃)|/n + µ,

qlink := 12|E(H̃)|/n + 4µ,

q′
link := γ/3,

and we let pmain := 1− pflex− pbuff − pabs− plink− p′
link and qmain := 1− qflex− qbuff −

qabs − qlink − q′
link. Note that pmain = qmain, and let β := 1− pmain.

Definition 3.6.1. An absorber partition of V , C, and Kn is defined as follows:

V = Vmain ∪̇Vflex ∪̇Vbuff ∪̇Vabs ∪̇Vlink ∪̇V ′
link, and

C = Cmain ∪̇Cflex ∪̇Cbuff ∪̇Cabs ∪̇Clink ∪̇C ′
link,

(3.6.2)
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where Vmain is pmain-random, Vflex is pflex-random etc, and the sets of colours are

defined analogously. Let V ′ := V \Vmain, C ′ := C \Cmain, and let G′ be a β-random

subgraph of Kn.

Note that V ′, C ′, and G′ satisfy (R1)–(R3) in the statement of Lemma 3.4.9.

3.6.1 Overview of the proof

We now overview our strategy for proving Lemma 3.4.9. First we need the following

definitions. A link is a rainbow path of length 4 with internal vertices in Vlink∪V ′
link,

ends in Vabs, and colours and edges in Clink ∪ C ′
link and G′, respectively. A link

with internal vertices in Vlink and colours in Clink is a main link, and a link with

internal vertices in V ′
link and colours in C ′

link is a reserve link. If M is a matching

and P = {Pe}e∈E(M) is a collection of vertex-disjoint links such that ⋃P ∈P P is

rainbow and Puv has ends u and v for every uv ∈ E(M), then P links M .

We aim to build a 36γ-absorber (A,P , T, H) such that ⋃A∈A A ∪ ⋃P ∈P P ∪ T

is contained in (V ′, C ′, G′) with γ-bounded remainder and H ∼= H̃. First, we show

(see Lemma 3.6.3) that with high probability there is a 36γ-absorbing template

H ∼= H̃, where

• H has flexible sets (V ′
flex, C ′

flex, G′) and (V ′
flex, C ′

flex) is contained in (Vflex, Cflex)

with 3ε-bounded remainder, and

• H has buffer sets V ′
buff and C ′

buff where (V ′
buff , C ′

buff) is contained in (Vbuff , Cbuff)

with 6ε-bounded remainder.

Then, we show that with high probability, there exists an H-absorber (A,P)

where

• for every vc ∈ E(H), the (v, c)-absorbing gadget Av,c ∈ A uses vertices,
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colours, and edges in Vabs, Cabs, and G′, respectively, and

• every P ∈ P is a link.

In particular, if A = {A1, . . . , Ak}, where Ai is a (vi, ci)-absorbing gadget, then P

links the matching M1 ∪M2 ∪M3, where V (M1), V (M2), and V (M3) are pairwise

vertex-disjoint, and

(M1) M1 = {r1s1, . . . , rksk}, where ri and si are non-adjacent vertices of the 4-cycle

in Ai, for each i ∈ [k],

(M2) M2 = {w1x1, . . . , wkxk}, where wi is a non-vi vertex of the triangle in Ai

and xi is a vertex of the 4-cycle in Ai, for each i ∈ [k], and

(M3) M3 = {y1z2, . . . , yk−1zk}, where yi is a non-vi vertex of the triangle in Ai for

each i ∈ [k − 1], and zi is a vertex of the 4-cycle in Ai for each i ∈ [k] \ {1}.

Finally, letting V ′
abs and C ′

abs be the vertices and colours in Vabs and Cabs not

used by any (v, c)-absorbing gadget in A, we show that with high probability there

is a tail T for (A,P) where T is the union of

• a rainbow matching M contained in (V ′
abs, C ′

abs, G′) with 6ε-bounded re-

mainder and

• a collection T of vertex-disjoint links where all but one vertex in V (M) is

the end of precisely one link.

In particular, if E(M) = {a1b1, . . . , aℓbℓ}, then T links M4, where

(M4) M4 is a matching of size ℓ with edges biai+1 for every i ∈ [ℓ− 1] and an edge

va1 where v is one of the two vertices used by a gadget in A that is not in a

link in P .

See Figure 3.3.

Fact 3.6.2. Suppose that A satisfies H. If P ∪ T links M1 ∪ · · · ∪M4, where P
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v1 · · ·

v7m · · ·

... ...

1 2 · · · 256 T

Figure 3.3: An absorber (A,P, T, H), where P links
⋃3

i=1 Mi and T = M ∪
⋃

P ∈T P , where T
links M4. Links are drawn as zigzags.

links M1 ∪M2 ∪M3 and T links M4, then P completes A and thus (A,P) is an

H-absorber. Moreover, T := M ∪ ⋃P ∈T P is a tail of (A,P). Thus (A,P , T, H) is

a 36γ-absorber.

We find these structures in the following steps. For Steps 1 and 2, see

Lemma 3.6.4, and for Steps 3 and 4, see Lemma 3.6.5.

1) First, we find the collection A of absorbing gadgets greedily, using the robust

gadget-resilience property of ϕ,

2) then we greedily construct the matching M , using the local edge-resilience

property of ϕ.

3) Next, we construct an auxiliary hypergraph in which each hyperedge corres-

ponds to a main link and apply Theorem 3.5.3 to choose most of the links in

P , and

4) finally we greedily choose the remainder of the links in P from the reserve

links.

84



3.6.2 The absorbing template

Lemma 3.6.3. Consider an absorber partition of V , C, and Kn. With high

probability, there exists a 36γ-absorbing template H ∼= H̃, where

(3.6.3.1) H has flexible sets (V ′
flex, C ′

flex, G′) where (V ′
flex, C ′

flex) is contained in (Vflex, Cflex)

with 3ε-bounded remainder, and

(3.6.3.2) H has buffer sets V ′
buff and C ′

buff where (V ′
buff , C ′

buff) is contained in (Vbuff , Cbuff)

with 6ε-bounded remainder.

Proof. For convenience, let p := pflex and q := qflex. We claim that the following

holds with high probability:

(a) |Vflex|, |Cflex| = (η ± ε)n,

(b) |Vbuff |, |Cbuff | = (5η/2± ε)n, and

(c) for every distinct u, v ∈ V and c ∈ C, there are at least p3q3β4n2/4

(Vflex, Cflex, G′)-covers of u, v, and c.

Indeed, (a) and (b) follow from the Chernoff Bound (Lemma 3.5.1). To prove (c),

for each u, v, and c, we apply McDiarmid’s Inequality (Theorem 3.5.2). Consider

the random variable f counting the number of (Vflex, Cflex, G′)-covers of u, v, and c.

Note that f is determined by the following independent binomial random variables:

{Xz}z∈V , where Xz indicates if z ∈ Vflex, {Xc′}c′∈C , where Xc′ indicates if c′ ∈ Cflex,

and for each edge e, the random variable Xe which indicates if e ∈ E(G′). We

claim there are at least 2(n/2− 2)(n− 7) (V, C, Kn)-covers of u, v, and c. To that

end, let u′w be a c-edge with u′, w ∈ V \ {u, v}. There are at least n− 7 vertices

v′ ∈ V \{u, v, u′, w} such that ϕ(vv′), ϕ(wv′) /∈ {ϕ(uu′), c}, and for each such vertex

v′ the path uu′wv′v is a (V, C, Kn)-cover of u, v, and c. Similarly, there are at

least n − 7 (V, C, Kn)-covers of the form uwu′v′v. Altogether this gives at least
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2(n/2− 2)(n− 7) ≥ n2/2 (V, C, Kn)-covers of u, v, and c, as claimed. Therefore

E [f ] ≥ p3q3β4n2/2. For each z ∈ V , Xz affects f by at most 3n, and Xuz, and Xvz

each affect f by at most n, and for each c′ ∈ C, Xc′ affects f by at most 3n. For

each edge e not incident to u or v, if e is a c-edge, then Xe affects f by at most 2n,

and otherwise e affects f by at most two. Thus, by McDiarmid’s Inequality applied

with t = E [f ] /2, there are at least p3q3β4n2/4 (Vflex, Cflex, G′)-covers of u, v, and c

with probability at least 1− exp (−p6q6β8n4/O(n3)). Thus by a union bound, (c)

also holds with high probability.

Now we assume (a)–(c) holds, and we show there exists a 36γ-absorbing template

H ∼= H̃ satisfying (3.6.3.1) and (3.6.3.2).

Since m = (η/2 − ε)n, by (a) and (b), there exists V ′
flex ⊆ Vflex, C ′

flex ⊆ Cflex,

V ′
buff ⊆ Vbuff , and C ′

buff ⊆ Cbuff , such that |V ′
flex|, |C ′

flex| = 2m and |V ′
buff |, |C ′

buff | =

5m, which we choose arbitrarily, and moreover, |Vflex \V ′
flex|, |Cflex \C ′

flex| ≤ 3εn and

|Vbuff \ V ′
buff |, |Cbuff \ C ′

buff | ≤ 6εn, as required. Choose bijections from V ′
flex, C ′

flex,

V ′
buff , and C ′

buff to the flexible sets and the buffer sets of H̃ arbitrarily, and let H ∼= H̃

be the corresponding graph. Now H satisfies (3.6.3.1) and (3.6.3.2), as required, so

it remains to show that H is a 36γ-absorbing template. Since each vertex or colour

in Vflex or Cflex is in at most 3n (Vflex, Cflex, G′)-covers of u, v, and c, (a) and (c)

imply that there are at least p3q3β4n2/4− 18εn2 ≥ 36γn2 (V ′
flex, C ′

flex, G′)-covers of

u, v, and c, so H is a 36γ-absorbing template, as desired. □

3.6.3 Greedily building an H-absorber

Lemma 3.6.4. Consider an absorber partition of V , C, and Kn. The following

holds with high probability. Suppose Vres ⊆ Vflex ∪ Vbuff and Cres ⊆ Cflex ∪ Cbuff. For
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every graph H ∼= H̃ with bipartition (Vres, Cres), there exists

(3.6.4.1) a collection A = {Avc : vc ∈ E(H)} such that A satisfies H and such that for

all Avc ∈ A we have that Avc uses vertices, colours, and edges in Vabs, Cabs,

and G′ respectively, and

(3.6.4.2) a rainbow matching M contained in (V ′
abs, C ′

abs, G′) with 5ε-bounded remainder,

where V ′
abs and C ′

abs are the sets of vertices and colours in Vabs and Cabs not

used by any absorbing gadget in A.

Proof. For convenience, let p := pabs and q := qabs in this proof.

Since ϕ is µ-robustly gadget-resilient, for every v ∈ V , c ∈ C, there is a

collection Av,c of precisely 2−23µ4n2 (v, c)-absorbing gadgets such that every vertex,

every colour, and every edge is used by at most 5µn/4 of the A ∈ Av,c. (Recall

from Definition 3.4.1 that a (v, c)-absorbing gadget does not use v and c.) Fix

v ∈ V , c ∈ C. The expected number of the (v, c)-absorbing gadgets in Av,c using

only vertices in Vabs, colours in Cabs, and edges in G′ is p6q3β7|Av,c|. Let Ev,c be

the event that fewer than p6q3β7|Av,c|/2 of the (v, c)-absorbing gadgets in Av,c use

only vertices in Vabs, colours in Cabs and edges in G′. We claim that P [Ev,c] ≤

exp(−2−51p12q6β14µ6n).

To see this, for each u ∈ V , d ∈ C, e ∈ E, let mu, md, and me denote the

number of (v, c)-absorbing gadgets in Av,c using u, d, and e, respectively. We will

apply McDiarmid’s Inequality (Theorem 3.5.2) to the function fv,c which counts the

number of A ∈ Av,c using only vertices in Vabs, colours in Cabs, and edges in G′. We

use independent indicator random variables {Xu}u∈V ∪ {Xd}d∈C ∪ {Xe}e∈E which

indicate whether or not a vertex u is in Vabs, a colour d is in Cabs, and an edge e

is in G′. Each random variable Xu, Xd, Xe affects fv,c by at most mu, md, me,
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respectively. Since mu ≤ 5µn/4 for all u ∈ V and md ≤ 5µn/4 for all d ∈ C, we

have ∑u∈V m2
u, ∑d∈C m2

d ≤ 25µ2n3/16. Since ∑e∈E me = 7|Av,c| and me ≤ 5µn/4

for all e ∈ E, it follows that ∑e∈E m2
e ≤ 35µn|Av,c|/4. Therefore, by McDiarmid’s

Inequality, we have

P [Ev,c] ≤ exp
(
− p12q6β14|Av,c|2/4

25µ2n3/8 + 35µn|Av,c|/4

)
≤ exp(−2−51p12q6β14µ6n),

as claimed. Thus, by a union bound, the probability that there exist v ∈ V , c ∈ C

such that Ev,c holds is at most exp(−2−52p12q6β14µ6n).

We claim the following holds with high probability:

(a) |Vabs| = (p± ε)n and |Cabs| = (q ± ε)n;

(b) for every v ∈ V , c ∈ C, the event Ev,c does not hold;

(c) for every V ◦ ⊆ Vabs and C◦ ⊆ Cabs such that |V ◦|, |C◦| ≥ εn, there are at

least βε3n2/200 edges in G′ with both ends in V ◦ and a colour in C◦.

Indeed, (a) holds by the Chernoff Bound (Lemma 3.5.1), we have already shown (b),

and since ϕ is ε-locally edge-resilient, (c) holds by applying the Chernoff Bound for

each V ◦ and C◦ and using a union bound.

Now we assume that (a)–(c) hold, we suppose H ∼= H̃ has bipartition (Vres, Cres)

contained in (Vflex ∪ Vbuff , Cflex ∪ Cbuff), and we show that (3.6.4.1) and (3.6.4.2)

hold. Arbitrarily order the edges of H as e1, . . . , e|E(H)|. Let i ∈ [|E(H)|] and

suppose that for each j < i we have found a (vj, cj)-absorbing gadget Aj, where

ej = vjcj , and further, the collection {A1, . . . , Ai−1} satisfies the spanning subgraph

of H containing precisely the edges e1, . . . , ei−1. Writing ei = vici, by (b) there is

a collection Aabs
vi,ci

of at least 2−24p6q3β7µ4n2 (vi, ci)-absorbing gadgets each using

only Vabs-vertices, Cabs-colours, and G′-edges, and moreover, each vertex in Vabs,
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colour in Cabs, and edge in G′ is used by at most 5µn/4 of the A ∈ Aabs
vi,ci

. Thus,

at most 20µn · i ≤ 20µn|E(H)| ≤ 17920ηµn2 of the (vi, ci)-absorbing gadgets

in Aabs
vi,ci

use a vertex, colour, or edge used by any of the Aj for j < i. Since

|Aabs
vi,ci
| ≥ 2−24p6q3β7µ4n2, we conclude that there is at least one (vi, ci)-absorbing

gadget A ∈ Aabs
vi,ci

using vertices, colours, and edges which are disjoint from the

vertices, colours, and edges used by Aj, for all j < i. We arbitrarily choose such

an A to be Ai. Continuing in this way, it is clear that A := {Ai}|E(H)|
i=1 satisfies H,

so (3.6.4.1) holds.

Now we prove (3.6.4.2). Let V ′
abs and C ′

abs be the vertices, colours, and edges

in Vabs and Cabs not used by any (v, c)-absorbing gadget in A. By (a) and (3.6.1),

we have |V ′
abs| = (2µ ± ε)n and |C ′

abs| = (µ ± ε)n. Thus, by (c), we can greedily

choose a rainbow matching M in (V ′
abs, C ′

abs, G′) of size at least (µ− 2ε)n, and M

satisfies (3.6.4.2). □

3.6.4 Linking

Lastly, we need the following lemma, inspired by [54, Lemma 20], which we use

to both complete the set of absorbing gadgets obtained by Lemma 3.6.4 to an H-

absorber and also construct its tail. Recall that links were defined at the beginning

of Section 3.6.1.

Lemma 3.6.5. Consider an absorber partition of V , C, and Kn. The following

holds with high probability. For every matching M such that V (M) ⊆ Vabs and

|Vabs \ V (M)| ≤ εn, there exists a collection P of links in G′ such that

(3.6.5.1) P links M and
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(3.6.5.2) ⋃P ∈P P \V (M) is contained in (Vlink∪V ′
link, Clink∪C ′

link, G′) with γ/2-bounded

remainder.

Proof. We choose a new constant δ such that ε≪ δ ≪ γ. For convenience, let

p := plink and q := qlink, let G1 be the spanning subgraph of G′ consisting of edges

with a colour in Clink, and let G2 be the spanning subgraph of G′ consisting of

edges with a colour in C ′
link. First we claim that with high probability the following

holds:

(a) |Vlink| = (p ± ε)n, |Clink| = (q ± ε)n, |V ′
link| = (γ/3 ± ε)n, and |C ′

link| =

(γ/3± ε)n,

(b) |Vabs| = (1± ε)pabsn = (1± ε)2pn/3,

(c) for all v ∈ V , we have

(i) |NG1(v) ∩ Vabs| = (1± ε)pabsβqn = (1± ε)2pβqn/3 and

(ii) |NG1(v) ∩ Vlink| = (1± ε)pβqn,

(d) for all c ∈ C, we have

(i) |Ec
G′(Vabs, Vlink)| = (1± ε)pabspβn = (1± ε)2p2βn/3 and

(ii) |Ec(G′[Vlink])| = (1± ε)p2βn/2,

(e) for all distinct u, v ∈ V , we have |NG1(u) ∩NG1(v) ∩ Vlink| = (1± ε)pβ2q2n,

and

(f) for all u, v ∈ V we have |NG2(u) ∩NG2(v) ∩ V ′
link| ≥ γ6n.

Indeed (a)–(d) follow from (3.6.1) and the Chernoff Bound. We prove (e)

and (f) using McDiarmid’s Inequality. To prove (e), for each u, v ∈ V , we apply

McDiarmid’s Inequality to the random variable f counting |NG1(u)∩NG1(v)∩Vlink|

with respect to independent binomial random variables {Xw, Xuw, Xvw}w∈V and

{Xc}c∈C , where Xw indicates if w ∈ Vlink, Xuw and Xvw indicate if the edges uw and
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vw respectively are in G′, and Xc indicates if c ∈ Clink. For each w ∈ V , Xw, Xuw,

and Xvw affect f by at most one, and for each c ∈ C, Xc affects f by at most two.

Thus, by McDiarmid’s Inequality with t = εE [f ] /2, we have |NG1(u) ∩NG1(v) ∩

Vlink| = (1± ε)pβ2q2n with probability at least 1− exp (−(εpβ2q2n/2)2/7n). By a

union bound, (e) also holds with high probability. The proof of (f) is similar, so we

omit it.

Now we assume (a)–(f) hold, we suppose M is a matching such that V (M) ⊆ Vabs

and |Vabs \ V (M)| ≤ εn, and we show that (3.6.5.1) and (3.6.5.2) hold with respect

to M . Since |Vabs \ V (M)| ≤ εn, (b) implies that

|V (M)| = (1±
√

ε)2pn/3. (3.6.3)

We apply Theorem 3.5.3 to the following 8-uniform hypergraph H: the vertex-

set is E(M) ∪ Vlink ∪ Clink, and for every xy ∈ E(M), v1, v2, v3 ∈ Vlink, and

c1, c2, c3, c4 ∈ Clink, H contains the hyperedge {xy, v1, v2, v3, c1, c2, c3, c4} if there is

a main link P such that

• P has ends x and y,

• v1, v2, and v3 are the internal vertices in P , and

• ϕ(P ) = {c1, c2, c3, c4}.

Claim 1: dH(v) = (1± 2
√

ε)p3β4q4n3 for all v ∈ V (H).

Proof of claim: Let xy ∈ E(M). By (a), there are (1 ± ε)pn vertices v1 ∈ Vlink

that can be in a link P with ends x and y corresponding to a hyperedge in H,

where v1 is not adjacent to x or y. For each such v1 ∈ Vlink, by (e), there are

(1± ε)pβ2q2n choices for the vertex in Vlink adjacent to both x and v1 in P , and

for each such v2 ∈ Vlink, again by (e), there are (1 ± 2ε)pβ2q2n choices for the
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vertex in Vlink adjacent to both v1 and y in P such that P is a main link. Thus,

dH(xy) = (1± 5ε)p3β4q4n3, as required.

Now let v1 ∈ Vlink. First, we count the number of hyperedges in H containing v1

corresponding to a link P where v1 is adjacent to one of the ends. By (c), and since

|Vabs \ V (M)| ≤ εn, there are (1 ±
√

ε)2pβqn/3 choices of the vertex x ∈ V (M)

adjacent to v1 in P . For each such x, again by (c), there are (1±2ε)pβqn choices of

the vertex v2 ∈ Vlink adjacent to y in P where xy ∈ E(M). For each such v2 ∈ Vlink,

by (e), there are (1± 2ε)pβ2q2n choices of the vertex v3 ∈ Vlink adjacent to both v1

and v2 in P . Thus, the number of hyperedges in H containing v1 corresponding to

a link where v1 is adjacent to one of the ends is (1± 2
√

ε)2p3β4q4n3/3.

Next, we count the number of hyperedges in H containing v1 corresponding

to a link P where v1 is not adjacent to one of the ends. By (3.6.3), there are

(1 ±
√

ε)pn/3 choices for the edge xy ∈ E(M) where x and y are the ends of P .

For each such xy ∈ E(M), by (e), there are (1 ± ε)pβ2q2n choices of the vertex

v2 ∈ Vlink such that v2 is adjacent to x and v1 in P , and again by (e), for each such

v2 ∈ Vlink, there are (1± 2ε)pβ2q2n choices of the vertex v3 ∈ Vlink adjacent to both

y and v1 in P . Thus, the number of hyperedges in H containing v1 corresponding

to a link where v1 is not adjacent to one of the ends is (1± 2
√

ε)p3β4q4n3/3, so

dH(v1) = (1± 2
√

ε)(2p3β4q4n3/3) + (1± 2
√

ε)p3β4q4n3/3 = (1± 2
√

ε)p3β4q4n3,

as required.

Now let c1 ∈ Clink. First we count the number of hyperedges in H containing

c1 corresponding to a link P where c1 is the colour of one of the edges incident

to an end of P . By (d), and since |Vabs \ V (M)| ≤ εn, there are (1±
√

ε)2p2βn/3
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choices of the edge xv1 in P where x ∈ V (M) is an end of P and ϕ(xv1) = c1. For

each such edge xv1, by (c), there are (1± 2ε)pβqn choices of the vertex v2 ∈ Vlink

adjacent to y in P where xy ∈ E(M). For each such vertex v2, by (e), there are

(1± 2ε)pβ2q2n choices of the vertex v3 adjacent to both v1 and v2 in P . Thus, the

number of hyperedges in H containing c1 corresponding to a link where c1 is the

colour of one of the edges incident to an end of P is (1± 2
√

ε)2p4β4q3n3/3.

Next, we count the number of hyperedges in H containing c1 corresponding to

a link P where c1 is the colour of one of the edges with both ends in Vlink. By (d),

there are (1 ± ε)p2βn/2 choices for the edge v1v2 in P such that ϕ(v1v2) = c1,

and thus (1 ± ε)p2βn choices for the edge if we assume v1 is adjacent to an end

in P . For each such edge v1v2, by (c), and since |Vabs \ V (M)| ≤ εn, there are

(1±
√

ε)2pβqn/3 choices for the vertex x ∈ V (M) adjacent to v1 in P . For each

such vertex x, by (e), there are (1± 2ε)pβ2q2n choices for the vertex v3 adjacent

to both y and v2 in P , where xy ∈ E(M). Thus, the number of hyperedges in H

containing c1 corresponding to a link where c1 is the colour of one of the edges

with both ends in Vlink is (1± 2
√

ε)2p4β4q3n3/3, so by (3.6.1)

dH(c1) = (1± 2
√

ε)4p4β4q3n3/3 = (1± 2
√

ε)p3β4q4n3,

as required to prove Claim 1. −

Claim 2: ∆c(H) ≤ 100n2.

This can be proved similarly as above (with room to spare). Let F :=

{E(M), Vlink, Clink}. By Theorem 3.5.3, H has a (δ,F)-perfect matching M. Let

P1 be the collection of links corresponding to M, and let M ′ be the matching
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consisting of all those xy ∈ E(M) that are not covered by M. To complete the

proof, we greedily find a collection P2 of reserve links that links M ′.

Write E(M ′) = {x1y1, . . . , xkyk}, and suppose Pi is a reserve link with ends

xi and yi for i < j, where j ∈ [k]. We show that that there is a reserve link Pj

that is vertex- and colour-disjoint from ⋃
i<j Pi, which implies that ⋃j

i=1 Pi links

{x1y1, . . . , xjyj}, and thus we can choose P2 greedily. Since k ≤ δn and each link has

at most three vertices in V ′
link, by (a), there is a vertex v ∈ V ′

link \
⋃

i<j V (Pi). By (f),

there are at least γ6n−11j vertices v1 ∈ (NG2(xj)∩NG2(v)∩V ′
link)\⋃i<j V (Pi) such

that ϕ(xjv1), ϕ(v1v) /∈ ⋃i<j ϕ(Pi), and since j/n ≤ δ ≪ γ, we may let v1 be such a

vertex. Similarly, by (f), there is a vertex v2 ∈ (NG2(yj)∩NG2(v)∩V ′
link)\⋃i<j V (Pi)

such that ϕ(yjv2), ϕ(v2v) /∈ ⋃i<j ϕ(Pi) ∪ {ϕ(xjv1), ϕ(v1v)}. Now there is a reserve

link Pj with ends xj and yj and internal vertices v, v1, and v2 that is vertex- and

colour-disjoint from ⋃
i<j Pi, as claimed, and therefore there exists a collection P2

of reserve links that links M ′. Now P1 ∪ P2 links M , so (3.6.5.1) holds. By (a),

and since M is (δ,F)-perfect, (3.6.5.2) holds, as required. □

3.6.5 Proof

We now have all the tools we need to prove Lemma 3.4.9.

Proof of Lemma 3.4.9. Consider an absorber partition of V , C, and Kn. By

Lemmas 3.6.3, 3.6.4, and 3.6.5, there exists an outcome of the absorber partition

satisfying the conclusions of these lemmas simultaneously. In particular, by Lem-

mas 3.6.3 and 3.6.4 there exists H,A, and M such that, writing (Vres, Cres) for the

bipartition of H,

• H ∼= H̃ is a 36γ-absorbing template satisfying (3.6.3.1) and (3.6.3.2),
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• A and H satisfy (3.6.4.1), and

• M satisfies (3.6.4.2).

Write A = {A1, . . . , Ak} and E(M) = {a1b1, . . . , aℓbℓ}. Consider M1 ∪̇M2 ∪̇M3

∪̇M4, where Mi is a matching satisfying (Mi) for i ∈ [4] (see Section 3.6.1).

By (3.6.4.2) we have |Vabs \ V (M1 ∪ · · · ∪ M4)| ≤ 5εn + 1 ≤ 6εn. Thus by

Lemma 3.6.5 there exist collections of links P and T in G′ such that

• P ∪ T is a collection of links satisfying (3.6.5.1) with respect to ⋃4
i=1 Mi and

• P ∪ T satisfies (3.6.5.2).

In particular P links ⋃3
i=1 Mi and T links M4. Let T := M ∪⋃P ∈T P . By Fact 3.6.2,

(A,P , T, H) is a 36γ-absorber, as desired. Moreover, since H satisfies (3.6.3.1)

and (3.6.3.2), M satisfies (3.6.4.2), and P ∪ T satisfies (3.6.5.2), we have ⋃A∈A A∪⋃
P ∈P P ∪ T is contained in (V ′, C ′, G′) with γ-bounded remainder, as required.

□

3.7 Finding many well-spread absorbing gadgets

The aim of this section is to prove Lemma 3.4.8, which states that, for appropri-

ate µ, ε, almost all 1-factorizations of Kn are ε-locally edge-resilient and µ-robustly

gadget-resilient. We will use switchings in Gcol
D for appropriate D ⊊ [n − 1] to

analyse the probability that a uniformly random G ∈ Gcol
D satisfies the necessary

properties, and then use a ‘weighting factor’ (see Corollary 3.7.12) to make com-

parisons to the probability space corresponding to a uniform random choice of

G ∈ Gcol
[n−1].
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3.7.1 Switchings

We begin by analysing the property of ε-local edge-resilience.

Lemma 3.7.1. Suppose 1/n≪ ε≪ 1, and let D ⊆ [n−1] have size |D| = εn. Sup-

pose G ∈ Gcol
D is chosen uniformly at random. Then P [G is ε-locally edge-resilient ] ≥

1− exp(−ε3n2/1000).

Proof. Note that if G ∈ Gcol
D has at least ε3n2/100 edges with endpoints in V ′

for all choices of V ′ ⊆ V of size precisely εn, then G is ε-locally edge-resilient. Fix

V ′ ⊆ V of size precisely εn. For any G ∈ Gcol
D , we say that a subgraph H ⊆ G

together with a labelling of its vertices V (H) = {u, v, w, x, y, z} is a spin system

of G if E(H) = {vw, xy, zu}, where u, v ∈ V ′, w, x, y, z ∈ V \V ′, uv, wx, yz /∈ E(G),

and ϕG(vw) = ϕG(xy) = ϕG(zu). (Note that different labellings of a subgraph

H ⊆ G that both satisfy these conditions will be considered to correspond to

different spin systems of G.) We now define the spin switching operation. Suppose

G ∈ Gcol
D and H ⊆ G is a spin system. Then we define spinH(G) to be the coloured

graph obtained from G by deleting the edges vw, xy, zu, and adding the edges

uv, wx, yz, each with colour ϕG(vw). Writing G′ := spinH(G), we have G′ ∈ Gcol
D

and eV ′,D(G′) = eV ′,D(G) + 1.

We define a partition {Ms}
(εn

2 )
s=0 of Gcol

D by setting Ms := {G ∈ Gcol
D : eV ′,D(G) =

s}, for each s ∈ [
(

εn
2

)
]0. For each s ∈ [

(
εn
2

)
− 1]0 we define an auxiliary bipartite

multigraph Bs with vertex bipartition (Ms, Ms+1), where for each G ∈ Ms and

each spin system H ⊆ G we put an edge in Bs with endpoints G ∈ Ms and

spinH(G) ∈ Ms+1. Define δs := minG∈Ms dBs(G) and ∆s+1 := maxG∈Ms+1 dBs(G).

Observe, by double counting e(Bs), that |Ms|/|Ms+1| ≤ ∆s+1/δs. To bound ∆s+1

from above, we fix G′ ∈ Ms+1 and bound the number of pairs (G, H), where
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G ∈ Ms and H is a spin system of G such that spinH(G) = G′. There are s + 1

choices for the edge e ∈ EV ′,D(G′) created by a spin operation, and 2 choices for

which endpoint of e played the role of u in a spin, and which played the role of v.

Now there are at most (n/2)2 choices for two edges with colour ϕG′(e) in G′ with

both endpoints outside of V ′, and at most 8 choices for which endpoints of these

edges played the roles of w, x, y, z in a spin operation yielding G′. We deduce that

∆s+1 ≤ 4(s + 1)n2.

Suppose that s ≤ ε3n2/80. To bound δs from below, we fix G ∈ Ms and find

a lower bound for the number of spin systems H ⊆ G. For a vertex v ∈ V ′,

let D∗
G(v) ⊆ D denote the set of colours c ∈ D such that the c-neighbour of v

is not in V ′, in G. Let V ∗
G := {v ∈ V ′ : |D∗

G(v)| ≥ 9εn/10}, and suppose for a

contradiction that |V ∗
G| < 9εn/10. Then there are at least εn/10 vertices v ∈ V ′

for which there are at least εn/10 colours c ∈ D such that the c-neighbour of v

is in V ′, in G, whence s = eV ′,D(G) ≥ ε2n2/200 > ε3n2/80 ≥ s, a contradiction.

Note further that, since s ≤ ε3n2/80, there are at least
(

9εn/10
2

)
− ε3n2/80 ≥ ε2n2/4

pairs {a, b} ∈
(

V ∗
G
2

)
such that ab /∈ E(G). For each such choice of {a, b}, there are

two choices of which vertex will play the role of u and which will play the role of v

in a spin system. Since u, v ∈ V ∗
G, there are at least 4εn/5 colours c ∈ D such that

the c-neighbour z of u, and the c-neighbour w of v, are such that w, z ∈ V \ V ′,

in G. Finally, there are at least n/2−3εn ≥ n/4 edges coloured c in G with neither

endpoint in V ′ ∪ NG(w) ∪ NG(z), and two choices of which endpoint of such an

edge will play the role of x, and which will play the role of y. We deduce that

δs ≥ ε3n4/5. Altogether, we conclude that if s ≤ ε3n2/80 and Ms is non-empty,

then Ms+1 is non-empty and |Ms|/|Ms+1| ≤ 20(s + 1)n2/ε3n4 ≤ 1/2.

Now, fix s ≤ ε3n2/100. If Ms is empty, then P [eV ′,D(G) = s] = 0. If Ms is
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non-empty, then

P [eV ′,D(G) = s] = |Ms|
|Gcol

D |
≤ |Ms|
|Mε3n2/80|

=
ε3n2/80−1∏

j=s

|Mj|
|Mj+1|

≤
(1

2

)ε3n2/80−s

,

and thus

P
[
eV ′,D(G) ≤ ε3n2/100

]
≤

ε3n2/100∑
s=0

exp(−(ε3n2/80− s) ln 2) ≤ exp
(
−ε3n2

800

)
.

A union bound over all choices of V ′ ⊆ V of size εn now completes the proof. □

We now turn to showing that for suitable D ⊆ [n− 1], almost all G ∈ Gcol
D are

robustly gadget-resilient, which turns out to be a much harder property to analyse

than local edge-resilience, and we devote the rest of this section to it. We first need

to show that almost all G ∈ Gcol
D are ‘quasirandom’, in the sense that small sets of

vertices do not have too many crossing edges.

Definition 3.7.2. Let D ⊆ [n− 1]. We say that G ∈ Gcol
D is quasirandom if for all

sets A, B ⊆ V , not necessarily distinct, such that |A| = |B| = |D|, we have that

eG(A, B) < 8(|D| − 1)3/n. We define Qcol
D := {G ∈ Gcol

D : G is quasirandom}.

When we are analysing switchings to study the property of robust gadget-

resilience (see Lemma 3.7.8), it will be important to condition on this quasirandom-

ness. One can use another switching argument to show that almost all G ∈ Gcol
D

are quasirandom.

Lemma 3.7.3. Suppose that 1/n≪ µ≪ 1, let D ⊆ [n− 1] have size |D| = µn + 1.

Suppose that G ∈ Gcol
D is chosen uniformly at random. Then P

[
G ∈ Qcol

D

]
≥

1− exp(−µ3n2).
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Proof. Fix A, B ⊆ V satisfying |A| = |B| = µn + 1. For any G ∈ Gcol
D , we

say that a subgraph H ⊆ G together with a labelling of its vertices V (H) =

{a, b, v, w} is a rotation system of G if E(H) = {ab, vw}, where a ∈ A, b ∈ B,

v, w /∈ A ∪ B, aw, bv /∈ E(G), and ϕG(ab) = ϕG(vw). We now define the rotate

switching operation. Suppose G ∈ Gcol
D and H ⊆ G is a rotation system. Then

we define rotH(G) to be the coloured graph obtained from G by deleting the

edges ab, vw, and adding the edges aw, bv, each with colour ϕG(ab). Writing

G′ := rotH(G), notice that G′ ∈ Gcol
D and eG′(A, B) = eG(A, B)− 1.

Lemma 3.7.3 follows by analysing the degrees of auxiliary bipartite multi-

graphs Bs in a similar way as in the proof of Lemma 3.7.1. We omit the details.

□

Next we will use a switching argument to find a large set of well-spread absorb-

ing gadgets (cf. Definition 3.4.7). For this, we consider slightly more restrictive

substructures than the absorbing gadgets defined in Definition 3.4.1. These ad-

ditional restrictions (an extra edge f as well as an underlying partition P of the

colours) give us better control over the switching process: they allow us to argue

that we do not create more than one additional gadget per switch. Let D ⊆ [n− 1],

c ∈ [n− 1] \D, write D∗ := D ∪ {c}, and let G ∈ Gcol
D∗ . Suppose that P = {Di}4

i=1

is an (ordered) partition of D into four subsets, and let x ∈ V .

Definition 3.7.4. An (x, c,P)-gadget in G is a subgraph J = A ∪ {f} of G the

following form (see Figure 3.4):

(i) A is an (x, c)-absorbing gadget in G;

(ii) there is an edge e1 ∈ ∂A(x) such that ϕ(e1) ∈ D1, and the remaining edge

e2 ∈ ∂A(x) satisfies ϕ(e2) ∈ D2;
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Figure 3.4: An (x, c,P)-gadget. Here, ϕ(f) ∈ D4, ϕ(e) = c, and ϕ(ei) = ϕ(e′
i) ∈ Di for each

i ∈ [3].

(iii) the edge e3 of A which is not incident to x but shares an endvertex with e1

and an endvertex with e2 satisfies ϕ(e3) ∈ D3;

(iv) f = xv is an edge of G, where v is the unique vertex of A such that

ϕ(∂A(v)) = {c, ϕ(e1)};

(v) ϕ(f) ∈ D4.

We now define some terminology that will be useful for analysing how many

(x, c,P)-gadgets there are in a graph G ∈ Gcol
D∗ , and how well-spread these gadgets

are. Each of the terms we define here will have a dependence on the choice of

the triple (x, c,P), but since this triple will always be clear from context, for

presentation we omit the (x, c,P)-notation.

Definition 3.7.5. We say that an (x, c,P)-gadget J in G is distinguishable in G if

the edges e3, e′
3 of J such that ϕ(e3) = ϕ(e′

3) ∈ D3 are such that there is no other

(x, c,P)-gadget J ′ ̸= J in G such that e3 ∈ E(J ′) or e′
3 ∈ E(J ′).

We will aim only to count distinguishable (x, c,P)-gadgets, which will ensure

the collection of gadgets we find is well-spread across the set of edges in G ∈ Gcol
D∗

that can play the roles of e3, e′
3. We also need to ensure that the collection of

gadgets we find is well-spread across the c-edges of G.
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Definition 3.7.6.

• For each c-edge e of G ∈ Gcol
D∗ , we define the saturation of e in G, de-

noted satG(e), or simply sat(e) when G is clear from context, to be the

number of distinguishable (x, c,P)-gadgets of G which contain e. We say

that e is unsaturated in G if sat(e) ≤ |D| − 1, saturated if sat(e) ≥ |D|, and

supersaturated if sat(e) ≥ |D|+6. We define Sat(G) to be the set of saturated

c-edges of G, and Unsat(G) := Ec(G) \ Sat(G).

• We define the function r : Gcol
D∗ → [n|D|/2]0 by

r(G) := |D||Sat(G)|+
∑

e∈Unsat(G)
sat(e).

In Lemma 3.7.8, we will use switchings to show that r(G) is large (for some

well-chosen P) in almost all quasirandom G ∈ Gcol
D∗ . In Lemma 3.7.9, we use

distinguishability, saturation, and the fact that any non-x vertex in an (x, c,P)-

gadget must be incident to an edge playing the role of either e3, e′
3, or the c-edge,

to show that r(G) being large means that there are many well-distributed (x, c,P)-

gadgets in G, and thus many well-spread (x, c)-absorbing gadgets. We now define

a relaxation of Qcol
D∗ , which will be a convenient formulation for ensuring that

quasirandomness is maintained when we use switchings to find (x, c,P)-gadgets.

For each s ∈ [n|D|/2]0, we write AD∗
s := {G ∈ Gcol

D∗ : r(G) = s}, and we write QD∗
s

for the set of G ∈ Gcol
D∗ such that eG(A, B) < 8|D|3/n + 6s for all A, B ⊆ V such

that |A| = |B| = |D|. We also define T D∗
s := AD∗

s ∩QD∗
s and Q̃col

D∗ := ⋃n|D|/2
s=0 T D∗

s .

Notice that

Qcol
D∗ ⊆ Q̃col

D∗ . (3.7.1)
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Finally, we discuss the switching operation that we will use in Lemma 3.7.8.

Definition 3.7.7. For any G ∈ Gcol
D∗ , we say that a subgraph H ⊆ G together

with a labelling of its vertices V (H) = {x, u1, u2, . . . , u14} is a twist system of G if

(see Figure 3.5):

(i) E(H) = {u1u2, u3u5, u4u6, u5u7, u6u8, u7u8, u7x, xu9, xu10, u9u11, u10u12,

u13u14};

(ii) ϕ(u5u7) = ϕ(xu9) ∈ D1;

(iii) ϕ(u6u8) = ϕ(xu10) ∈ D2;

(iv) ϕ(u1u2) = ϕ(u3u5) = ϕ(u4u6) = ϕ(u9u11) = ϕ(u10u12) = ϕ(u13u14) ∈ D3;

(v) ϕ(u7x) ∈ D4;

(vi) ϕ(u7u8) = c;

(vii) u1u3, u2u4, u5u6, u9u10, u11u13, u12u14 /∈ E(G).

For a twist system H of G, we define twistH(G) to be the coloured graph obtained

from G by deleting the edges u1u2, u3u5, u4u6, u9u11, u10u12, u13u14, and adding

the edges u1u3, u2u4, u5u6, u9u10, u11u13, u12u14, each with colour ϕG(u1u2). The

(x, c,P)-gadget in twistH(G) with edges u5u6, u5u7, u6u8, u7u8, u7x, xu9, xu10,

u9u10 is called the canonical (x, c,P)-gadget of the twist.

We simultaneously switch two edges into the positions u5u6 and u9u10 because

it is much easier to find structures as in Figure 3.5 than it is to find such a structure

with one of these edges already in place. Moreover, the two ‘switching cycles’

we use have three edges and three non-edges (rather than two of each, as in the

rotation switching) essentially because of the extra freedom this gives us when

choosing the edges u1u2 and u13u14. This extra freedom allows us to ensure that in

almost all twist systems, one avoids undesirable issues like inadvertently creating
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Figure 3.5: A twist system of G. Here, dashed edges represent non-edges of G, and the colours of
the edges satisfy (ii)–(vi) in the definition of twist system.

more than one new gadget when one performs the twist.

The proof of Lemma 3.7.8 proceeds with a similar strategy to those of Lem-

mas 3.7.1 and 3.7.3, but it is much more challenging this time to show that graphs

with low r(G)-value admit many ways to switch to yield a graph G′ ∈ Gcol
D∗ satisfying

r(G′) = r(G) + 1.

Lemma 3.7.8. Suppose that 1/n≪ µ≪ 1, and let D ⊆ [n−1] have size |D| = µn.

Let x ∈ V , let c ∈ [n− 1] \D, and let P = {Di}4
i=1 be an equitable partition of D.

Suppose that G ∈ Gcol
D∪{c} is chosen uniformly at random. Then

P
[
r(G) ≤ µ4n2

223

∣∣∣∣∣ G ∈ Q̃col
D∪{c}

]
≤ exp

(
−µ4n2

224

)
.

Proof. Write D∗ := D ∪ {c}. Consider the partition {T D∗
s }

nk/2
s=0 of Q̃col

D∗ , where

k := |D|. For each s ∈ [nk/2− 1]0, we define an auxiliary bipartite multigraph Bs

with vertex bipartition (T D∗
s , T D∗

s+1) and an edge between G and twistH(G) whenever:

(a) G ∈ T D∗
s ;

(b) H is a twist system in G for which G′ := twistH(G) ∈ T D∗
s+1 and G′ satisfies

satG′(e) = satG(e) + 1 ≤ k for the c-edge e = u7u8 of H, with the canonical

(x, c,P)-gadget of the twist G′ being the only additional distinguishable
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(x, c,P)-gadget using this c-edge.

Define δs := minG∈T D∗
s

dBs(G) and ∆s+1 := maxG∈T D∗
s+1

dBs(G). Thus |T D∗
s |/|T D∗

s+1| ≤

∆s+1/δs. To bound ∆s+1 from above, we fix G′ ∈ T D∗
s+1 and bound the number of

pairs (G, H), where G ∈ T D∗
s and H is a twist system of G such that twistH(G) = G′

and (b) holds. Firstly, note that

∑
e∈Ec(G′)

satG′ (e)≤k

satG′(e) ≤ r(G′) = s + 1.

Thus, it follows from condition (b) that there are at most s + 1 choices for the

canonical (x, c,P)-gadget of a twist yielding G′ for which we record an edge in Bs.

Fixing this (x, c,P)-gadget fixes the vertices of V which played the roles of x,

u5, u6, . . . , u10 in a twist yielding G′. To determine all possible sets of vertices

playing the roles of u1, u2, u3, u4, u11, u12, u13, u14 (thus determining H and G

such that twistH(G) = G′), it suffices to find all choices of four edges of G′ with

colour ϕG′(u5u6) satisfying the necessary non-adjacency conditions. There are at

most (n/2)4 choices for these four edges, and at most 4! · 24 choices for which

endpoints of these edges play which role. We deduce that ∆s+1 ≤ 24n4(s + 1).

Suppose that s ≤ k4/222n2. To bound δs from below, we fix G ∈ T D∗
s and find

a lower bound for the number of twist systems H ⊆ G for which we record an edge

between G and twistH(G) in Bs. To do this, we will show that there are many

choices for a set of four colours and two edges, such that each of these sets uniquely

identifies a twist system in G for which we record an edge in Bs. Note that since

s ≤ k4/222n2 and G ∈ QD∗
s , we have

eG(A, B) ≤ 10k3/n for all sets A, B ⊆ V of sizes |A| = |B| = k. (3.7.2)
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We begin by finding subsets of D3 and D4 with some useful properties in G.

Claim 1: There is a set Dgood
3 ⊆ D3 of size |Dgood

3 | ≥ k/8 such that for all d ∈ Dgood
3

we have

(i) |Ed(ND1(x), ND2(x))| ≤ 200k2/n;

(ii) there are at most 64k3/n2 d-edges e in G with the property that e lies in some

distinguishable (x, c,P)-gadget in G whose c-edge is not supersaturated.

Proof of claim: Observe that |ND1(x)| = |ND2(x)| = k/4. Then, by (arbitrarily

extending ND1(x), ND2(x) and) applying (3.7.2), we see that e(ND1(x), ND2(x)) ≤

10k3/n. Thus there is a set D̂3 ⊆ D3 of size |D̂3| ≥ 3k/16 such that each

d ∈ D̂3 satisfies (i). Next, notice that, since r(G) = s, there are at most s/k ≤

k3/222n2 saturated c-edges in G. Suppose for a contradiction that at least k/16

colours d ∈ D3 are such that there are at least 64k3/n2 d-edges e in G with the

property that e lies in some distinguishable (x, c,P)-gadget in G whose c-edge is

not supersaturated. Then, by considering the contribution of these distinguishable

(x, c,P)-gadgets to r(G), and accounting for saturated c-edges, we obtain that

r(G) ≥ (k/16) · 32k3/n2 − 5k3/222n2 > s, a contradiction. Thus there is a set

D̃3 ⊆ D3 of size |D̃3| ≥ 3k/16 such that each d ∈ D̃3 satisfies (ii). We define

Dgood
3 := D̂3 ∩ D̃3, and note that |Dgood

3 | ≥ k/8. −

We also define Dgood
4 ⊆ D4 to be the set of colours d4 ∈ D4 such that the

c-edge e incident to the d4-neighbour of x in G satisfies sat(e) ≤ k − 1. Observe

that |Dgood
4 | ≥ k/8, since otherwise there are at least k/16 saturated c-edges in G,

whence r(G) ≥ k2/16 > s, a contradiction.

We now show that there are many choices of a vector (d1, d2, d3, d4,
−→
f1 ,
−→
f2) where

each di ∈ Di and each −→fj is an edge fj ∈ Ed3(G) together with an identification of
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which endpoints will play which role, such that each vector uniquely gives rise to a

candidate of a twist system H ⊆ G. We can begin to construct such a candidate

by choosing d4 ∈ Dgood
4 and letting u7 denote the d4-neighbour of x in G, and

letting u8 denote the c-neighbour of u7. Secondly, we choose d1 ∈ D1, avoiding

the colour of the edge xu8 (if it is present), and let u5 denote the d1-neighbour

of u7, and let u9 denote the d1-neighbour of x. Next, we choose d2 ∈ D2, avoiding

the colours of the edges u5u8, u5x, u8x, u8u9 in G (if they are present), and let u6

denote the d2-neighbour of u8, and let u10 denote the d2-neighbour of x. Then, we

choose d3 ∈ Dgood
3 , avoiding the colours of all edges in EG({x, u5, u6, . . . , u10}). We

let u3, u4, u11, u12 denote the d3-neighbours of u5, u6, u9, u10, respectively. Finally,

we choose two distinct edges f1, f2 ∈ Ed3(G) which are not incident to any vertex

in {x, u3, u4, . . . , u12}, and we choose which endpoint of f1 will play the role

of u1 and which will play the role of u2, and choose which endpoint of f2 will

play the role of u13 and which will play the role of u14. Let Λ denote the set

of all possible vectors (d1, d2, d3, d4,
−→
f1 ,
−→
f2) that can be chosen in this way, so

that |Λ| ≥ k
8 ·

3k
16 ·

k
8 ·

k
16 ·

n
4 · 2 ·

n
4 · 2 = 3k4n2/216. Further, let H(λ) ⊆ G denote the

labelled subgraph of G corresponding to λ ∈ Λ in the above way. If H(λ) is a twist

system, then we sometimes say that we ‘twist on λ’ to mean that we perform the

twist operation to obtain twistH(λ)(G) from G.

It is clear that H(λ) is unique for all vectors λ ∈ Λ, and that H(λ) satisfies

conditions (i)–(vi) of the definition of a twist system. However, some H(λ) may

fail to satisfy (vii), and some may fail to satisfy condition (b) in the definition of

adjacency in Bs. We now show that only for a small proportion of λ ∈ Λ do either

of these problems occur. We begin by ensuring that most λ ∈ Λ give rise to twist

systems.
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Claim 2: There is a subset Λ1 ⊆ Λ such that |Λ1| ≥ 9|Λ|/10 and H(λ) is a twist

system for all λ ∈ Λ1.

Proof of claim: Fix any choice of d3 ∈ Dgood
3 , d4 ∈ Dgood

4 and −→f1 ,
−→
f2 appearing

concurrently in some λ ∈ Λ, and note that there are at most (k/4)2 · n2 such

choices. Here and throughout the remainder of the proof of Lemma 3.7.8, we

write u7 for the d4-neighbour of x, we write u8 for the c-neighbour of u7, and so

on, where the choice of d1, d2, d3, d4,
−→
f1 , −→f2 will always be clear from context.

Note that fixing d3, d4 only fixes the vertices x, u7, u8. There are at most 10k3/n

pairs (d1, d2) with each di ∈ Di such that there is an edge u5u6 ∈ E(G), since

otherwise e(ND1(u7), ND2(u8)) > 10k3/n, contradicting (3.7.2). Similarly, there are

at most 10k3/n pairs (d1, d2) with each di ∈ Di such that u9u10 is an edge of G.

We deduce that there are at most (20k3/n) · (k/4)2 · n2 = 5k5n/4 vectors λ ∈ Λ

for which H(λ) is such that either u5u6 or u9u10 is an edge of G. Now fix instead

d1, d2, d3, d4, −→f2 . Note that |NG(u3) ∪NG(u4)| ≤ 2k + 2 so that there are at most

4k + 4 choices of −→f1 such that either u1u3 or u2u4 is an edge of G. Analysing the

pairs u11u13 and u12u14 similarly, we deduce that altogether, there are at most

5k5n/4 + 2((k/4)4 · n · (4k + 4)) ≤ 2k5n ≤ |Λ|/10 vectors λ ∈ Λ for which H(λ)

fails to be a twist system. −

We now show that only for a small proportion of λ ∈ Λ1 does H(λ) fail to give

rise to an edge in Bs, by showing that most H(λ) satisfy the following properties:

(P1) twistH(λ)(G) ∈ QD∗
s+1;

(P2) Deletion of the six d3-edges in H(λ) does not decrease r(G);

(P3) The canonical (x, c,P)-gadget of the twist twistH(λ)(G) is distinguishable,

and it is the only (x, c,P)-gadget which is in twistH(λ)(G) but not in G.
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Firstly, since G ∈ QD∗
s and we only create six new edges in any twist, it is clear

that H(λ) satisfies (P1) for all λ ∈ Λ1.

Claim 3: There is a subset Λ2 ⊆ Λ1 such that |Λ2| ≥ 9|Λ1|/10 and H(λ) satisfies

property (P2) for all λ ∈ Λ2.

Proof of claim: Fix d1 ∈ D1, d3 ∈ Dgood
3 , d4 ∈ Dgood

4 , −→f1 , −→f2 appearing concurrently

in some λ ∈ Λ1. Let Fd3(G) ⊆ Ed3(G) be the set of d3-edges e in G with the

property that e is in some distinguishable (x, c,P)-gadget in G whose c-edge is not

supersaturated. Recall that |Fd3(G)| ≤ 64k3/n2 since d3 ∈ Dgood
3 . Observe then

that there are at most 128k3/n2 colours d2 ∈ D2 such that u10 is the endpoint of

an edge in Fd3(G). Thus for all but at most (k/4)3 · n2 · 128k3/n2 = 2k6 choices of

λ = (d1, d2, d3, d4,
−→
f1 ,
−→
f2) ∈ Λ1, the edge u10u12 is not in Fd3(G). Now fix instead

d1, d2, d3, d4, −→f2 . Then since d3 ∈ Dgood
3 , there are at most 128k3/n2 choices of −→f1

such that f1 ∈ Fd3(G), so that for all but at most (k/4)4 · n · 128k3/n2 = k7/2n

vectors λ ∈ Λ1, H(λ) is such that f1 /∈ Fd3(G). Similar analyses show that

there are at most 8k6 + k7/n ≤ 9k6 ≤ |Λ1|/10 choices of λ ∈ Λ1 such that

{u1u2, u3u5, u4u6, u9u11, u10u12, u13u14} ∩ Fd3(G) ̸= ∅. By definition of Fd3(G) and

supersaturation of a c-edge, we deduce that for all remaining λ ∈ Λ1, H(λ) is

such that deleting the edges u1u2, u3u5, u4u6, u9u11, u10u12, u13u14 does not

decrease r(G). −

When we perform a twist operation on a twist system H in G, since the only

new edges we add have some colour in D3, we have that for any new distinguishable

(x, c,P)-gadget J we create in the twist, one of the new edges u1u3, u2u4, u5u6,

u9u10, u11u13, u12u14 of the twist is playing the role of either v5v6 or v9v10 in J .

(Here and throughout the rest of the proof, we imagine completed (x, c,P)-gadgets J
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as having vertices labelled x, v5, . . . , v10, where the role of vi corresponds to the

role of ui in Figure 3.5.) We now show that for most λ ∈ Λ2, H(λ) satisfies

property (P3). This is the most delicate part of the argument, and we break it into

three more claims.

Claim 4: There is a subset Λ3 ⊆ Λ2 such that |Λ3| ≥ 9|Λ2|/10 and all λ ∈ Λ3 are

such that if J is an (x, c,P)-gadget that is in twistH(λ)(G) but not in G, then the

pair u9u10 of H(λ) plays the role of v9v10.

Proof of claim: Since the only edges added by any twist operation all have colour

in D3, it suffices to show that at most |Λ2|/10 vectors λ ∈ Λ2 are such that twisting

on λ creates an (x, c,P)-gadget J for which either

(i) one of the pairs u1u3, u2u4, u5u6, u11u13, u12u14 of H(λ) plays the role of v9v10,

or

(ii) the edge v9v10 of J is present in G.

To address (i), we show that u1, u2, u5, u11, u12 /∈ NG(x) for all but at most |Λ2|/20

vectors λ ∈ Λ2. Note firstly that at most 10k3/n pairs (d1, d4) where d1 ∈ D1,

d4 ∈ Dgood
4 are such that u5 ∈ NG(x), since otherwise e(ND4(x), NG(x)) > 10k3/n,

contradicting (3.7.2). Thus, at most (k/4)2 ·n2 · 10k3/n = 5k5n/8 choices of λ ∈ Λ2

are such that u5 ∈ NG(x). Now fix d1, d2, d3, d4,
−→
f2 appearing concurrently in

some λ ∈ Λ2. Notice that there are at most 2k + 2 choices of −→f1 such that f1 has

at least one endpoint in NG(x). Analysing −→f2 similarly, we deduce that there are

at most 5k5n/8 + 2(k/4)4(2k + 2)n ≤ |Λ2|/20 choices of λ ∈ Λ2 such that at least

one of u1, u2, u5, u13, u14 lies in NG(x).

Turning now to (ii), we show that at most |Λ2|/20 vectors λ ∈ Λ2 are such that

twisting on λ creates any (x, c,P)-gadgets J for which the edge v9v10 of J is present
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in G (and thus one of the pairs u1u3, u2u4, u5u6, u9u10, u11u13, u12u14 of H(λ) plays

the role of v5v6). To do this, we use some of the properties of Dgood
3 . Fix d2 ∈ D2,

d3 ∈ Dgood
3 , d4 ∈ Dgood

4 , −→f1 , −→f2 appearing concurrently in some λ ∈ Λ3. Note that

since d3 ∈ Dgood
3 , there are at most 200k2/n pairs (d′

1, d′
2) where d′

1 ∈ D1, d′
2 ∈ D2,

such that there is a K3 in G with vertices x, w1, w2, where wi is the d′
i-neighbour

of x for i ∈ {1, 2}, and the edge w1w2 is coloured d3. Let the set of these pairs

(d′
1, d′

2) be denoted L(d3). For each pair ℓ = (d′
1, d′

2) ∈ L(d3), let z1
ℓ be the end of

the d′
1cd′

2-walk starting at u10. Similarly, let z2
ℓ denote the end of the d′

2cd′
1-walk

starting at u10. Define M := ⋃
ℓ∈L(d3){z1

ℓ , z2
ℓ }, so that |M | ≤ 400k2/n. Since there

are at most 400k2/n choices of d1 ∈ D1 for which we obtain u9 ∈ M , we deduce

that for all but at most (k/4)3 ·n2 ·400k2/n = 25k5n/4 vectors λ ∈ Λ2, H(λ) is such

that adding the edge u9u10 in colour d3 does not create a new (x, c,P)-gadget J

where u9u10 plays the role of v5v6 in J and the edge playing the role of v9v10 in J is

already present in G before the twist. One can observe similarly that for all but at

most 25k5n/4 vectors λ ∈ Λ, H(λ) is such that adding the edge u5u6 in colour d3

does not create a new (x, c,P)-gadget J where u5u6 plays the role of v5v6 in J and

the edge playing the role of v9v10 in J is already present in G before the twist.

Now fix instead d1, d2, d3, d4,
−→
f2 appearing concurrently in some λ ∈ Λ2. For

each ℓ = (d′
1, d′

2) ∈ L(d3), let y1
ℓ be the end of the d′

1cd′
2-walk starting at u4, let

y2
ℓ be the end of the d′

2cd′
1-walk starting at u4, let z1

ℓ be the end of the d′
1cd′

2-walk

starting at u3, and let z2
ℓ be the end of the d′

2cd′
1-walk starting at u3. Define

M := ⋃
ℓ∈L(d3){y1

ℓ , y2
ℓ , z1

ℓ , z2
ℓ }, and notice that |M | ≤ 800k2/n. We deduce that

there are at most 1600k2/n choices of −→f1 such that f1 has an endpoint in M , and

that for all remaining choices of −→f1 , twisting on λ = (d1, d2, d3, d4,
−→
f1 ,
−→
f2) cannot

create a new (x, c,P)-gadget J where the new d3-edges u1u3 or u2u4 play the role
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of v5v6 in J and the edge v9v10 of J is present in G. Analysing −→f2 similarly, we

conclude that for all but at most 13k5n ≤ |Λ2|/20 choices of λ ∈ Λ2, twisting on λ

cannot create a new (x, c,P)-gadget J for which the edge v9v10 of J is present

in G. −

Claim 5: There is a subset Λ4 ⊆ Λ3 such that |Λ4| ≥ 9|Λ3|/10 and all λ ∈ Λ4 are

such that if J is an (x, c,P)-gadget that is in twistH(λ)(G) but not in G, then the

pair u5u6 of H(λ) plays the role of v5v6.

Proof of claim: By Claim 4, it will suffice to show that at most |Λ3|/10 vectors

λ ∈ Λ3 are such that twisting on λ creates an (x, c,P)-gadget J for which either

(i) one of the pairs u1u3, u2u4, u11u13, u12u14 of H(λ) plays the role of v5v6,

and u9u10 plays the role of v9v10, or

(ii) the edge v5v6 of J is present in G and the pair u9u10 of H(λ) plays the role

of v9v10.

To address (i), fix d1, d2, d3, d4, −→f2 appearing concurrently in some λ ∈ Λ3. Let a1

be the end of the d1cd2-walk starting at u4, let a2 be the end of the d2cd1-walk

starting at u4, let b1 be the end of the d1cd2-walk starting at u3, and let b2 be the

end of the d2cd1-walk starting at u3. Since there are at most 8 choices of −→f1 with an

endpoint in {a1, a2, b1, b2}, we deduce that for all remaining choices of −→f1 , twisting

on λ = (d1, d2, d3, d4,
−→
f1 ,
−→
f2) cannot create an (x, c,P)-gadget J for which the new

d3-edges u1u3 or u2u4 play the role of v5v6 in J and u9u10 plays the role of v9v10.

Analysing −→f2 similarly, we conclude that we must discard at most k4n/16 ≤ |Λ3|/20

vectors λ ∈ Λ3 to account for (i).

Turning now to (ii), write D4 = {d1
4, d2

4, . . . , d
k/4
4 }. For each di

4 ∈ D4, let yi be

the di
4-neighbour of x, let zi be the c-neighbour of yi, define Ri := ND1(yi) and
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Si := ND2(zi). Notice that ∑k/4
i=1 e(Ri, Si) ≤ 5k4/2n, since otherwise we obtain a

contradiction to (3.7.2) for some pair (Ri, Si). We deduce that there are at most

5k4/2n triples (d1, d2, d3) with each di ∈ Di for which adding the edge u9u10 in

colour d3 creates an (x, c,P)-gadget J for which u9u10 plays the role of v9v10 in J

and the edge playing the role of v5v6 is already present in G, whence at most

(5k4/2n) · (k/4) · n2 = 5k5n/8 ≤ |Λ3|/20 choices of λ ∈ Λ3 are such that twisting

on λ creates an (x, c,P)-gadget of this type. −

Claim 6: There is a subset Λ5 ⊆ Λ4 such that |Λ5| ≥ 9|Λ4|/10 and all λ ∈ Λ5 are

such that if J is an (x, c,P)-gadget that is in twistH(λ)(G) but not in G and the

pairs u5u6, u9u10 of H(λ) play the roles of the edges v5v6, v9v10 of J respectively,

then J is the canonical (x, c,P)-gadget of the twist.

Proof of claim: Fix d3, d4,
−→
f1 , −→f2 appearing concurrently in some λ ∈ Λ4.

By (3.7.2), we have that e(ND2(u8), ND4(x)) ≤ 10k3/n. We deduce that there are

at most 10k3/n choices of the pair (d1, d2) such that the d1-neighbour of u6 lies

in ND4(x), whence for all but at most 5k5n/8 ≤ |Λ4|/10 choices of λ ∈ Λ4, the

canonical (x, c,P)-gadget of the twist is the only new (x, c,P)-gadget for which

u5u6, u9u10 play the roles of v5v6, v9v10 respectively. −

Note that, by Claims 4–6, the canonical (x, c,P)-gadget of a twist on λ ∈ Λ5 is

clearly distinguishable in twistH(λ)(G) since its edges v5v6 and v9v10 with colours

in D3 were added by the twist and performing this twist creates no other (x, c,P)-

gadgets. Thus Claims 4–6 imply that H(λ) satisfies (P3) for all λ ∈ Λ5. Recalling

that satG(e) ≤ k − 1 for the c-edge e of H(λ) for all λ ∈ Λ and also using

Claim 3, we now deduce that r(twistH(λ)(G)) = r(G) + 1, and thus twistH(λ)(G) ∈

AD∗
s+1, for all λ ∈ Λ5. Since H(λ) satisfies (P1) for all λ ∈ Λ1, we deduce that
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twistH(λ)(G) ∈ T D∗
s+1 for all λ ∈ Λ5, and that δs ≥ |Λ5| ≥ |Λ|/2 ≥ 3k4n2/217. We

conclude that if s ≤ k4/222n2 and T D∗
s is non-empty, then T D∗

s+1 is non-empty and

|T D∗
s |/|T D∗

s+1| ≤ 217 · 24n4(s + 1)/3k4n2 ≤ 1/2. Now, fix s ≤ µ4n2/223. If T D∗
s is

empty, then P
[
r(G) = s | G ∈ Q̃col

D∗

]
= 0. If T D∗

s is non-empty, then

P
[
r(G) = s | G ∈ Q̃col

D∗

]
= |T

D∗
s |
|Q̃col

D∗|
≤ |T D∗

s |
|T D∗

k4/222n2|
=

k4/222n2−1∏
j=s

|T D∗
j |
|T D∗

j+1|
≤ (1/2)k4/222n2−s,

and thus,

P
[
r(G) ≤ µ4n2/223 | G ∈ Q̃col

D∗

]
≤

µ4n2/223∑
s=0

exp(−(k4/222n2 − s) ln 2)

≤ exp
(
−µ4n2

224

)
,

which completes the proof of the lemma. □

Next, we show that in order to find many well-spread (x, c)-absorbing gadgets

in G ∈ Gcol
D∪{c}, it suffices to show that r(G) is large for some equitable partition P

of D into four parts. (Recall that ‘well-spread’ was defined in Definition 3.4.7.)

Lemma 3.7.9. Suppose that 1/n≪ µ, and let D ⊆ [n− 1] be such that |D| ≤ µn.

Let x ∈ V , let c ∈ [n− 1] \D, and let P = {Di}4
i=1 be an equitable partition of D.

Then for any integer t ≥ 0 and any G ∈ Gcol
D∪{c}, if r(G) ≥ t, then G contains a

5µn/4-well-spread collection of t distinct (x, c)-absorbing gadgets.

Proof. Let G ∈ Gcol
D∪{c}, let t ≥ 0 be an integer, and suppose that r(G) ≥ t. Then,

since |D| ≤ µn and by definition of r, we deduce that there is a collection A(x,c,P)

of t distinct (x, c,P)-gadgets satisfying the following conditions:

(i) Each edge of G with colour in D3 is contained in at most one (x, c,P)-gadget
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J ∈ A(x,c,P);

(ii) Each c-edge of G is contained in at most µn (x, c,P)-gadgets J ∈ A(x,c,P).

Fix v ∈ V \ {x}. Let e be the c-edge of G incident to v and for each d ∈ D3 let fd

be the d-edge of G incident to v. Then by conditions (i) and (ii) there are at most

5µn/4 (x, c,P)-gadgets J ∈ A(x,c,P) containing any of the edges in {e}∪⋃d∈D3{fd}.

Note that if v is contained in some J ∈ A(x,c,P), then v is incident to either the

c-edge in J , or to one of the edges in J with colour in D3. We thus conclude that v

is contained in at most 5µn/4 (x, c,P)-gadgets J ∈ A(x,c,P). It immediately follows

that no edge of G is contained in more than 5µn/4 (x, c,P)-gadgets J ∈ A(x,c,P).

For each d ∈ D1 ∪D2 ∪D4, there are at most 5µn/4 J ∈ A(x,c,P) with d ∈ ϕ(J)

since each such J must contain the d-neighbour of x in G. For each d ∈ D3, there

are at most µn/2 d-edges f in G such that both endpoints of f are neighbours

of x. Any J ∈ A(x,c,P) for which d ∈ ϕ(J) must contain one of these edges f . Thus

by (i), there are at most µn/2 J ∈ A(x,c,P) such that d ∈ ϕ(J).

Finally, define a function g on A(x,c,P) by setting g(J) := J − f , where f is

the unique edge of J with colour in D4, for each J ∈ A(x,c,P). Then it is clear

that g is injective and that g(J) is an (x, c)-absorbing gadget, for each J ∈ A(x,c,P).

Thus, g(A(x,c,P)) is a 5µn/4-well-spread collection of t distinct (x, c)-absorbing

gadgets in G, as required. □

3.7.2 Weighting factor

We now state two results on the number of 1-factorizations in dense d-regular

graphs G, where a 1-factorization of G consists of an ordered set of d perfect

matchings in G. We will use these results to find a ‘weighting factor’ (see Corol-
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lary 3.7.12), which we will use to compare the probabilities of particular events

occurring in different probability spaces. For any graph G, let M(G) denote the

number of distinct 1-factorizations of G, and for any n, d ∈ N, let Gn
d denote the set

of d-regular graphs on n vertices. Firstly, the Kahn-Lovász Theorem (see e.g. [5])

states that a graph with degree sequence r1, . . . , rn has at most ∏n
i=1(ri!)1/2ri perfect

matchings. In particular, an n-vertex d-regular graph has at most (d!)n/2d perfect

matchings. To determine an upper bound for the number of 1-factorizations of

a d-regular graph G, one can simply apply the Kahn-Lovász Theorem repeatedly

to obtain M(G) ≤ ∏d
r=1(r!)n/2r. Using Stirling’s approximation, we obtain the

following result.

Theorem 3.7.10. Suppose n ∈ N is even with 1/n≪ 1, and d ≥ n/2. Then every

G ∈ Gn
d satisfies

M(G) ≤
((

1 + n−1/2
) d

e2

)dn/2

.

On the other hand, Ferber, Jain, and Sudakov [43] proved the following lower

bound for the number of distinct 1-factorizations in dense regular graphs.

Theorem 3.7.11 ([43, Theorem 1.2]). Suppose C > 0 and n ∈ N is even with

1/n≪ 1/C ≪ 1, and d ≥ (1/2 + n−1/C)n. Then every G ∈ Gn
d satisfies

M(G) ≥
((

1− n−1/C
) d

e2

)dn/2

.

Theorems 3.7.10 and 3.7.11 immediately yield the following corollary:

Corollary 3.7.12. Suppose C > 0 and n ∈ N is even with 1/n≪ 1/C ≪ 1, and
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d ≥ (1/2 + n−1/C)n. Then

M(G)
M(H) ≤ exp

(
2n1−1/Cd

)
,

for all G, H ∈ Gn
d .

Recall that for G ∈ Gcol
[n−1] and a set of colours D ⊆ [n − 1], G|D is be the

spanning subgraph of G containing precisely those edges of G which have colour

in D. We now have all the tools we need to prove Lemma 3.4.8.

Proof of Lemma 3.4.8. Let C > 0 be the constant given by Corollary 3.7.12

and suppose that 1/n≪ 1/C, µ, ε. Let P denote the probability measure for the

space corresponding to choosing G ∈ Gcol
[n−1] uniformly at random. Fix D ⊆ [n− 1]

such that |D| = εn, and let PD denote the probability measure for the space

corresponding to choosing H ∈ Gcol
D uniformly at random. Let Gbad

D denote the set

of H ∈ Gcol
D such that H is not ε-locally edge-resilient. For H ∈ Gcol

D , write NH for

the number of distinct completions of H to an element G ∈ Gcol
[n−1]; that is, NH is

the number of 1-factorizations of the complement of H. Then

P [G|D is not ε-locally edge-resilient] =
∑

H∈Gbad
D

NH∑
H′∈Gcol

D
NH′

≤ PD

[
H ∈ Gbad

D

]
· exp

(
2n2−1/C

)
≤ exp

(
−ε3n2/2000

)
,

where we have used Lemma 3.7.1 and Corollary 3.7.12. Then, union bounding over
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choices of D, we deduce that

P [G is not ε-locally edge-resilient] ≤
(

n− 1
εn

)
exp

(
− ε3n2

2000

)
≤ exp

(
− ε3n2

4000

)
.

(3.7.3)

Now, fix x ∈ V , and fix c ∈ [n − 1]. Choose F ⊆ [n − 1] \ {c} of size |F | = µn

arbitrarily. Write F ∗ := F ∪ {c}, and let PF ∗ denote the probability measure for

the space S corresponding to choosing H ∈ Gcol
F ∗ uniformly at random. Let P be an

equitable (ordered) partition of F into four subsets. Let A
(x,c)
F ∗ ⊆ Gcol

F ∗ be the set

of H ∈ Gcol
F ∗ such that H has a 5µn/4-well-spread collection of at least µ4n2/223

(x, c)-absorbing gadgets. Then, considering A
(x,c)
F ∗ , Qcol

F ∗ , Q̃col
F ∗ as events in S, observe

that

PF ∗

[
A

(x,c)
F ∗

]
≤ PF ∗

[
Q̃col

F ∗

]
PF ∗

[
A

(x,c)
F ∗

∣∣∣∣∣ Q̃col
F ∗

]
+ PF ∗

[
Q̃col

F ∗

]
(3.7.1)
≤ PF ∗

[
A

(x,c)
F ∗

∣∣∣∣∣ Q̃col
F ∗

]
+ PF ∗

[
Qcol

F ∗

]
.

Thus, applying Lemma 3.7.9, Lemma 3.7.3, and Lemma 3.7.8, we obtain

PF ∗

[
A

(x,c)
F ∗

]
≤ PF ∗

[
r(H) ≤ µ4n2/223

∣∣∣∣∣ H ∈ Q̃col
F ∗

]
+ PF ∗

[
H /∈ Qcol

F ∗

]
≤ exp

(
−µ4n2

224

)
+ exp

(
−µ3n2

)
≤ exp

(
−µ4n2

225

)
.

Then by Corollary 3.7.12,

P
[
G|F ∗ /∈ A

(x,c)
F ∗

]
=

∑
H∈A

(x,c)
F ∗

NH∑
H′∈Gcol

F ∗
NH′

≤ PF ∗

[
H /∈ A

(x,c)
F ∗

]
· exp

(
2n2−1/C

)

≤ exp
(
−µ4n2

226

)
.
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In particular, with probability at least 1− exp(−µ4n2/226), G has a 5µn/4-well-

spread collection of at least µ4n2/223 (x, c)-absorbing gadgets. Now, union bounding

over all vertices x ∈ V and all colours c ∈ [n− 1], we deduce that

P [G is not µ-robustly gadget-resilient] ≤ n2 · exp
(
−µ4n2

226

)
≤ exp

(
−µ4n2

227

)
.

(3.7.4)

The result now follows by combining (3.7.3) and (3.7.4). □

3.8 Modifications and Corollaries

In this section we show how to derive the n odd case of Theorem 3.1.3 from the

case when n is even. We also show how Theorem 3.1.3(ii) implies Corollary 3.1.4.

3.8.1 A rainbow Hamilton cycle for n odd

We actually derive the n odd case of Theorem 3.1.3 from the following slightly

stronger version of Theorem 3.1.3(ii) in the case when n is even.

Theorem 3.8.1. If n is even and ϕ is a uniformly random 1-factorization of Kn,

then for every vertex v, with high probability, ϕ admits a rainbow cycle containing

all of the colours and all of the vertices except v.

We now argue that our proof of Theorem 3.1.3 for n even is sufficiently robust

to also obtain this strengthening. In particular, we can strengthen Lemma 3.4.9

so that the absorber does not contain v, since (a)–(c) in Lemma 3.6.3, (a)–(c) in

Lemma 3.6.4, and (a)–(f) in Lemma 3.6.5 all hold after deleting v from any part
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in the absorber partition. The proof of Lemma 3.4.10 is also sufficiently robust

to guarantee that the rainbow path from the lemma does not contain v, but we

do not need this strengthening, since we can instead strengthen Proposition 3.4.5

to obtain a rainbow cycle containing P ′ − v and all of the colours, as follows. If

v ∈ V (P ′), then we replace v in P ′ with a (Vflex, Cflex, Gflex)-cover by deleting v

and adding a (Vflex, Cflex, Gflex)-cover of w, w′, and ϕ(vw), where w and w′ are the

vertices adjacent to v in P ′. The remainder of the proof proceeds normally, letting

vℓ := v to ensure v /∈ V (P ′′
1 ). In this procedure, we need to assume that P ′ is

contained in (V \ V ′, C \ C ′, G′) with δ/19-bounded remainder (rather than δ/18),

but in Lemma 3.4.9 we can find a 38γ-absorber, which completes the proof.

Now we show how Theorem 3.8.1 implies the odd n case of Theorem 3.1.3.

Proof of Theorem 3.1.3, n odd case. When n is odd, any optimal edge-

colouring of Kn has n colour classes, each containing precisely (n− 1)/2 edges. For

every colour c, there is a unique vertex which has no incident edges of colour c,

and for every vertex v, there is a unique colour such that v has no incident edges

of this colour. Thus, we can obtain a 1-factorization ϕ′ of Kn+1 from an optimal

edge-colouring ϕ of Kn in the following way. We add a vertex z, and for every other

vertex v, we add an edge zv, where ϕ′(zv) is the unique colour c such that v is

not incident to a c-edge in Kn. Note that this operation produces a bijection from

the set of n-edge-colourings of Kn to the set of 1-factorizations of Kn+1. Thus, if

n is odd and ϕ is a uniformly random optimal edge-colouring of Kn, then ϕ′ is a

uniformly random optimal edge-colouring of Kn+1. By Theorem 3.8.1, with high

probability there is a rainbow cycle F in Kn+1 containing all of the colours and

all of the vertices except z, so F is a rainbow Hamilton cycle in Kn, satisfying
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Theorem 3.1.3(ii). Deleting any edge from F gives a rainbow Hamilton path, as

required in Theorem 3.1.3(i). □

3.8.2 Symmetric Latin squares

Now we use Theorem 3.1.3 to prove Corollary 3.1.4.

Proof of Corollary 3.1.4. Suppose that n ∈ N is odd. Firstly, note that

there is a one-to-one correspondence between the set Lsym
n of symmetric n × n

Latin squares with symbols in [n] (say) and the set Φn of optimal edge-colourings

of Kn on vertices [n] and with colours in [n]. Indeed, let ϕ ∈ Φn. Then we can

construct a unique symmetric Latin square Lϕ ∈ Lsym
n by putting the symbol ϕ(ij)

in position (i, j) for all edges ij ∈ E(Kn), and for each position (i, i) on the leading

diagonal we now enter the unique symbol still missing from row i. Conversely, let

L ∈ Lsym
n . We can obtain a unique element ϕL ∈ Φn from L in the following way.

Colour each edge ij of the complete graph Kn on vertex set [n] with the symbol in

position (i, j) of L. It is clear that ϕL is proper, and thus ϕL is optimal. Moreover,

it is clear that we can uniquely recover L from ϕL.

Now, let K◦
n be the graph obtained from Kn by adding a loop ii at every vertex

i ∈ [n], and for every ϕ ∈ Φn, let ϕ◦ be the unique proper n-edge-colouring of K◦
n

such that the restriction of ϕ◦ to the underlying simple graph is ϕ. The rainbow

2-factors in K◦
n admitted by ϕ◦ correspond to transversals in Lϕ in the following

way. If L ∈ Lsym
n and T is a transversal of L, then the subgraph of K◦

n induced

by the edges ij where (i, j) ∈ T is a rainbow 2-factor. If σ is the underlying

permutation of T , then the cycles of this rainbow 2-factor are precisely the cycles

in the cycle decomposition of σ, up to orientation. Therefore a rainbow Hamilton
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cycle in K◦
n corresponds to two disjoint Hamilton transversals in Lϕ.

By these correspondences, for n odd, if L ∈ Lsym
n is a uniformly random

symmetric n × n Latin square, then ϕL is a uniformly random optimal edge-

colouring of Kn. By Theorem 3.1.3(ii), ϕL admits a rainbow Hamilton cycle F with

high probability. Since F is also a rainbow Hamilton cycle in K◦
n, the corresponding

transversals in L are Hamilton, as desired. □

Note that, if n is odd, the leading diagonal of any L ∈ Lsym
n is also a transversal,

disjoint from any Hamilton transversal. Indeed, by symmetry all symbols appear

an even number of times off of the leading diagonal, and therefore an odd number

of times (and thus exactly once) on the leading diagonal.
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CHAPTER 4

HAMILTON TRANSVERSALS IN RANDOM
LATIN SQUARES
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Abstract

Gyárfás and Sárközy conjectured that every n× n Latin square has a ‘cycle-free’

partial transversal of size n − 2. We confirm this conjecture in a strong sense

for almost all Latin squares, by showing that as n → ∞, all but a vanishing

proportion of n×n Latin squares have a Hamilton transversal, i.e. a full transversal

for which any proper subset is cycle-free. In fact, we prove a counting result that

in almost all Latin squares, the number of Hamilton transversals is essentially

that of Taranenko’s upper bound on the number of full transversals. This result

strengthens a result of Kwan (which in turn implies that almost all Latin squares

also satisfy the famous Ryser-Brualdi-Stein conjecture).
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4.1 Introduction

4.1.1 Transversals in Latin squares

An n× n Latin square is an arrangement of n symbols into n rows and n columns,

such that each row and each column contains precisely one instance of each symbol.

A (full) transversal in an n× n Latin square is a collection of n positions of the

Latin square that use each row, column, and symbol exactly once, and a partial

transversal is a collection of at most n positions not using any row, column, or

symbol more than once. The most famous open problem on the topic of transversals

in Latin squares is the following.

Conjecture 4.1.1 (Ryser, Brualdi, and Stein [20, 114, 119]). All n × n Latin

squares have a partial transversal of size n− 1.

Conjecture 4.1.1 would be best-possible, because for even n the addition table

of the integers modulo n is a Latin square which has no transversal. If n is odd,

it is actually conjectured that all n× n Latin squares have a full transversal. For

nearly forty years the best result towards Conjecture 4.1.1 was the theorem of

Hatami and Shor [66, 118] (improving [125, 18]) that all n× n Latin squares have

a partial transversal of size n−O(log2 n). Recently however, Keevash, Pokrovskiy,

Sudakov, and Yepremyan [79] improved the error term to O(log n/ log log n).

Conjecture 4.1.1 is related to the following conjecture of Andersen [9]. An

edge-coloured graph is rainbow if all of its edges have different colours, and an

edge-colouring is proper if no two edges of the same colour share a vertex.

Conjecture 4.1.2 (Andersen [9]). All proper edge-colourings of Kn, the complete

graph on n vertices, admit a rainbow path of length n− 2.
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In light of the result of Maamoun and Meyniel [96] that for infinitely many n

there are proper edge-colourings of Kn without a rainbow Hamilton path, Conjec-

ture 4.1.2 would be best-possible. Similarly to Conjecture 4.1.1, progress towards

Conjecture 4.1.2 has largely focussed on increasing the length of the longest rainbow

path known to exist for any proper edge-colouring of Kn (see for example [22, 48,

58, 59]). Alon, Pokrovskiy, and Sudakov [7] were the first to asymptotically prove

Conjecture 4.1.2 by exhibiting the existence of a rainbow path of length n−O(n3/4),

with the best known error bound now being O(n1/2 log n), provided by Balogh and

Molla [10].

Let ←→Kn be the digraph obtained from the complete n-vertex graph Kn by

replacing each edge with two arcs (one in each direction) and adding a directed

loop at each vertex. For every n × n Latin square we can uniquely associate an

arc-colouring of ←→Kn as follows: for every position (i, j) of the Latin square, assign

the symbol of (i, j) as a colour to the arc in←→Kn with tail i and head j. Importantly,

a partial transversal corresponds to a rainbow subgraph of ←→Kn with maximum

in-degree and out-degree one. A set of positions is a cycle if the corresponding

subgraph of ←→Kn is a directed cycle, and a partial transversal is cycle-free if it

contains no cycle. Thus, cycle-free partial transversals correspond to linear directed

forests in ←→Kn. Gyárfás and Sárközy [60] proposed the following conjecture, which

combines aspects of Conjectures 4.1.1 and 4.1.2.

Conjecture 4.1.3 (Gyárfás and Sárközy [60]). All n × n Latin squares have a

cycle-free partial transversal of size n− 2.

A proper k-arc-colouring of a digraph is a colouring of its arcs with k colours

such that no two arcs of the same colour have a common head, or a common tail.
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The set of n× n Latin squares is in fact in bijection with the set of proper n-arc-

colourings of ←→Kn, with the correspondence described above. Thus, Conjecture 4.1.3

is equivalent to the following: all proper n-arc-colourings of ←→Kn contain a rainbow

directed linear forest with at least n − 2 arcs. No undirected analogue of this

conjecture is known – Balogh and Molla [10] proved that for every proper edge-

colouring of Kn, there is a rainbow linear forest with at least n−O(log2 n) edges,

and this bound is the best known.

Less is known in the directed setting. Gyárfás and Sárközy [60] proved that every

n×n Latin square has a cycle-free partial transversal of size n−O(n log log n/ log n),

and Benzing, Pokrovskiy, and Sudakov [11] improved the error bound to O(n2/3).

Benzing, Pokrovskiy, and Sudakov [11] also proved that every proper arc-colouring

of←→Kn contains a rainbow directed cycle of size n−O(n4/5) and asked by how much

this bound can be improved. We believe it is also interesting to consider by how

much this bound can be improved if one considers both rainbow directed cycles

and paths, i.e. rainbow connected subgraphs of maximum in-degree and out-degree

at most one. We conjecture the following.

Conjecture 4.1.4. All proper arc-colourings of ←→Kn admit a rainbow directed cycle

or path of length at least n− 1.

We define a set of positions in a Latin square to be connected if the corresponding

subgraph of ←→Kn is (weakly) connected, and we say a transversal is Hamilton if it

is both full and connected. For the case of n-arc-colourings, Conjecture 4.1.4 is

equivalent to the following: all n× n Latin squares have a connected transversal of

size n− 1. If true, Conjecture 4.1.3 implies that every n× n Latin square has a

partial transversal of size one less than what is predicted by Conjecture 4.1.1 and
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also that every proper n-edge-colouring of Kn contains either a rainbow path of

length n− 2, as predicted by Conjecture 4.1.2, or a spanning rainbow forest with

two components. Conjecture 4.1.4, if true, implies all of Conjectures 4.1.1–4.1.3.

4.1.2 Random Latin squares

In this paper, we study the above conjectures in the probabilistic setting. Recently,

Kwan [90] proved that at most a vanishing proportion of Latin squares fail to

satisfy the statement of Conjecture 4.1.1, even finding (many) full transversals in

most Latin squares, as follows.

Theorem 4.1.5 (Kwan [90]). Almost all n× n Latin squares have at least

(
(1− o(1)) n

e2

)n

transversals.

Equivalently, a uniformly random n×n Latin square has at least ((1− o(1))n/e2)n

transversals with high probability. We note that it was proven by Taranenko [120]

(with a simpler proof later found by Glebov and Luria [49]) that n×n Latin squares

can have at most ((1 + o(1))n/e2)n transversals, so that the counting term given

in Theorem 4.1.5 is best possible, up to the exponential error term. Analogously,

the authors, together with Kühn and Osthus [56], proved that almost all optimal

edge-colourings (proper edge-colourings using the minimum possible number of

colours) of Kn admit a rainbow Hamilton path, which proves a stronger statement

than Conjecture 4.1.2 for all but a vanishing proportion of such colourings.

The main result of this paper is the following strengthening of Theorem 4.1.5.
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Theorem 4.1.6. Almost all proper n-arc-colourings of ←→Kn contain at least

(
(1− o(1)) n

e2

)n

rainbow directed Hamilton cycles. Equivalently, almost all n× n Latin squares have

at least ((1− o(1))n/e2)n Hamilton transversals.

Theorem 4.1.6 implies that a uniformly random proper n-arc-colouring satisfies

Conjecture 4.1.4 with high probability, which in turn implies that a uniformly

random n×n Latin square satisfies Conjectures 4.1.1 and 4.1.3 with high probability

as well. We note that the number of optimal edge-colourings of Kn is a vanishing

fraction of the number of n× n Latin squares, so Theorem 4.1.6 does not imply

the result of [56].

Random Latin squares can be difficult to analyze, in part due to their ‘rigidity’

and lack of independence. To prove Theorem 4.1.5, Kwan [90] – using Keevash’s [77,

75] breakthrough results on the existence of combinatorial designs – developed

a method for approximating a uniformly random Latin square by an outcome

of the ‘triangle-removal process’, which is in comparison much easier to analyze.

Prior to Kwan’s [90] work, a limited number of results (e.g. [21, 93, 98, 123]) were

proved using so-called ‘switching’ methods. Our proof, notably, does not rely on

Keevash’s [77, 75] results and instead introduces new techniques for analyzing

‘switchings’ to study Latin squares, thus providing a more elementary proof of

Theorem 4.1.5.
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4.1.3 Organization of the paper

In Section 4.2 we clarify some notation and definitions that we will use throughout

the paper. We overview the proof of Theorem 4.1.6 in Section 4.3, and give some

preliminary probabilistic results and useful theorems of other authors in Section 4.4.

Sections 4.5–4.7 are devoted to the proof of Theorem 4.1.6.

4.2 Notation

For a natural number n we define [n] := {1, 2, . . . , n} and [n]0 := [n] ∪ {0}. We

say that a partition P = {Di}m
i=1 of a finite set D into m parts is equitable if

|Di| ∈ {⌊|D|/m⌋, ⌈|D|/m⌉} for all i ∈ [m], and when |D| is large we assume that

each part Di has the same size |D|/m, where this does not affect the argument.

For a digraph G, we write the arc set of G as E(G), and we denote an arc from

a vertex u to a vertex v as uv, and we say that u is the tail of the arc e = uv,

denoted u = tail (e), and that v is the head of e, denoted v = head (e). We say

that any vertex v such that uv ∈ E(G) is an out-neighbour of u in G, and that

any v such that vu ∈ E(G) is an in-neighbour of u in G. We define N+
G (v) to be

the set of out-neighbours of v in G, sometimes dropping the subscript G when G is

clear from context, and we call N+
G (v) the out-neighbourhood of v in G. We define

the in-neighbourhood of v in G, denoted N−
G (v), analogously, and we define the

neighbourhood of v in G to be NG(v) := N+
G (v)∪N−

G (v). We define d+
G(v) := |N+

G (v)|

and d−
G(v) := |N−

G (v)|. For (not necessarily distinct) vertex sets A, B ⊆ V (G) we

define EG(A, B) := {ab ∈ E(G) : a ∈ A, b ∈ B}, and eG(A, B) := |EG(A, B)|.

Suppose now that G is equipped with an arc-colouring ϕG in colour set C. Then
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for a colour c ∈ C and an arc e ∈ E(G) we write ϕG(e) = c to mean that e has

colour c in the colouring ϕG of G. We frequently drop the notation G when G

is clear from context. Further, if ϕ(e) = c then we say that e is a c-arc, and

in the case that e is a loop we say that e is a c-loop. We write Ec(G) for the

set of c-arcs in G (including c-loops), and we refer to Ec(G) as the colour class

of c. Fix u ∈ V (G). If d ∈ C is such that there is a d-arc uv in G, then the

(unique) vertex v is called the d-out-neighbour of u, which we denote by N+
d (u).

We define the d-in-neighbour N−
d (u) of u analogously. For D ⊆ C we define

N+
D (u) := {N+

d (u) : d ∈ D} and N−
D (u) := {N−

d (u) : d ∈ D}, and for A, B ⊆ V we

define EG,D(A, B) := {e ∈ EG(A, B) : ϕ(e) ∈ D} and eG,D(A, B) := |EG,D(A, B)|.

For a subdigraph H ⊆ G we define ϕG(H) := {ϕG(e) : e ∈ E(H)}.

With a slight abuse of notation, we often refer to a pair (H, ϕ) where H is a

digraph and ϕ is a proper arc-colouring of H as a ‘coloured digraph’ H implicitly

equipped with a proper arc-colouring ϕH (or simply ϕ if it is clear from the context).

Using this convention, we let Φ(←→Kn) denote the set of all properly n-arc-coloured

digraphs G ∼=
←→
Kn with vertex set and colour set [n]. (That is, the set of pairs

(G, ϕ) where G ∼=
←→
Kn and ϕ is a proper n-arc-colouring of G). For a coloured

digraph G ∈ Φ(←→Kn) and a set of colours D ⊆ [n] we define G|D to be the coloured

digraph obtained by deleting all arcs of G having colours not in D, and we set

Gn
D := {G|D : G ∈ Φ(←→Kn)}, though we always drop the n in the superscript as n will

be clear from context. By symmetry of the roles of rows, columns, and symbols in

Latin squares, the correspondence between Latin squares and elements G ∈ Φ(←→Kn),

and the well-known result that any Latin rectangle has a completion to a Latin

square, it is clear that GD could be equivalently defined as the set of all pairs (H, ϕH),

where H is a |D|-regular digraph on vertices [n], and ϕH is a proper arc-colouring
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of H in colours D. Throughout the paper we will use the letter G for an element

of Φ(←→Kn), and the letter H for an element of GD (for any D). We often write

random variables and objects in bold notation. For an event E in any probability

space we use the notation E to denote the complement of E .

4.3 Overview of the proof

The proof of Theorem 4.1.6 proceeds in two key steps. We first analyze uniformly

random G ∈ Φ(←→Kn) and show that with high probability, G satisfies three key

properties. It then suffices to suppose that a fixed G ∈ Φ(←→Kn) satisfies these three

properties, and use that hypothesis to build many rainbow directed Hamilton cycles

in G. Before describing these properties, we discuss our strategy for building rainbow

directed Hamilton cycles. To that end, we introduce the following definition.

Definition 4.3.1. A subgraph H ⊆ G ∈ Φ(←→Kn) is robustly rainbow-Hamiltonian

(with respect to flexible sets Vflex ⊆ V (H) and Cflex ⊆ ϕ(H) of vertices and colours,

and initial vertex u ∈ V (H) and terminal vertex v ∈ V (H)), if for any pair of

equal-sized subsets X ⊆ Vflex and Y ⊆ Cflex of size at most min{|Vflex|/2, |Cflex|/2},

the graph H−X contains a rainbow directed Hamilton path with tail u and head v,

not containing a colour in Y .

We show that for almost all G ∈ Φ(←→Kn) and arbitrary sets Vflex, Cflex ⊆ [n] of

sizes |Vflex| = |Cflex| = Ω(n/ log3 n), G contains a robustly rainbow-Hamiltonian

subgraph H with flexible sets Vflex and Cflex, such that H has O(n/ log3 n) vertices

and arcs in total. We construct rainbow directed Hamilton cycles by using the

popular ‘absorption’ method, and H will form the key absorbing structure. More
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Figure 4.1: A (v, c)-absorber. Here ϕ(x4w1) = d1, ϕ(w6x5) = d2, ϕ(w4x4) = d3, and ϕ(x5w3) = d4.
P1, . . . , P4 are rainbow directed paths with directions as indicated, sharing no colours with each
other or with the rest of the (v, c)-absorber.

precisely, we find a rainbow directed path P having the terminal vertex v of H

as its tail, the initial vertex u of H as its head, such that V (G) \ V (H) ⊆ V (P ),

V (P ) ∩ V (H) is a subset of Vflex of size at most |Vflex/2|, and likewise for the

colours. Letting X := V (P ) ∩ V (H) and Y := ϕ(P ) ∩ ϕ(H), the robust rainbow-

Hamiltonicity of H guarantees there is a rainbow directed Hamilton path P ′ in

H−X with tail u and head v, not containing a colour in Y , and P ∪P ′ is a rainbow

directed Hamilton cycle.

We find H by piecing together smaller building blocks we call ‘absorbers’ in

a delicate way, where each absorber has the ability to ‘absorb’ a vertex v and a

colour c not used by P . We delay a definition of a (v, c)-absorber to Definition 4.6.1,

but we give a figure now (see Figure 4.1). Notice that a (v, c)-absorber has a

rainbow directed Hamilton path with tail x1 and head x6, and a rainbow directed

path with the same head and tail using all vertices except v and all colours except c.

This is the key property of a (v, c)-absorber, and by piecing these together in
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a precise way we ensure that the resulting union of absorbers (with the sets of

specified vertices ‘v’ and colours ‘c’ forming Vflex and Cflex respectively) has the

desired robustly rainbow-Hamiltonian property. For technical reasons, we find

(v, c)-absorbers by piecing together two smaller structures we call (v, c)-absorbing

gadgets and (y, z)-bridging gadgets (see Definitions 4.5.1 and 4.5.2, respectively),

together with the short rainbow directed paths P1, P2, P3, P4 as in Figure 4.1.

Thus, the first key property that we need almost all G ∈ Φ(←→Kn) to satisfy, is

that G contains many absorbing gadgets and bridging gadgets, in a ‘well-spread’

way that enables us to construct an appropriate robustly rainbow-Hamiltonian

subgraph. We prove this in Section 4.5 using ‘switchings’ in Latin rectangles, then

using permanent estimates (see [17, 38, 42], encapsulated by Proposition 4.4.4 in

the current paper) to compare a uniformly random k × n Latin rectangle to the

first k rows of a uniformly random n× n Latin square. Lemma 4.5.6 ensures the

existence of the absorbing gadgets we need, and Lemma 4.5.10 accomplishes the

same for the bridging gadgets. This approach of using permanent estimates to

translate statements between these probability spaces was pioneered by McKay

and Wanless [98], who investigated the typical prevalence of 2 × 2 Latin subsquares

(also called ‘intercalates’) in a uniformly random Latin square. For further insight

into the usage of this method to study intercalates in random Latin squares,

see for example [93, 91, 92]. As the substructures we seek are more complex

than intercalates, and we moreover require that they are ‘well-spread’, our proof

introduces new techniques for switching arguments in Latin rectangles. We note that

in [56], the authors, with Kühn and Osthus, used switching arguments to analyze a

uniformly random 1-factorization of Kn and show that with high probability there

is a large collection of subgraphs of a form analogous to that of our (v, c)-absorbing
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gadgets in the undirected setting. Fortunately, this argument also works in the

directed setting with only minor changes, so we defer the proof of Lemma 4.5.6 to

the appendix (appearing in the present thesis as Section 4.8). Thus, Section 4.5 is

primarily devoted to the proof of Lemma 4.5.9.

The second property of almost all G ∈ Φ(←→Kn) that we will need concerns the

colours of the loops. Clearly, if we seek to find any rainbow directed Hamilton

cycle of G ∈ Φ(←→Kn), we need to know that there is no colour appearing only on

loops in G, and this is given for almost all G ∈ Φ(←→Kn) (in the context of Latin

squares and in considerably stronger form) by Lemma 4.4.6.

The third and final property of almost all G ∈ Φ(←→Kn) that we will need is

an appropriate notion of ‘lower-quasirandomness’, which roughly states that for

any two subsets U1, U2 of vertices of G and any set D of colours, the number of

arcs in G with tail in U1, head in U2, and colour in D, is close to what we would

expect if the colours of the arcs of G were assigned independently and uniformly at

random. We delay the precise definition of lower-quasirandomness of G ∈ Φ(←→Kn)

to Definition 4.7.1. The desired property that almost all G ∈ Φ(←→Kn) are lower-

quasirandom will follow immediately from [93, Theorem 2] (see Theorem 4.4.7 of

the current paper), originally stated in the context of ‘discrepancy’ of random Latin

squares.

Armed with the three properties of typical G ∈ Φ(←→Kn) described above, it

then suffices to fix such a G and build many rainbow directed Hamilton cycles.

In Section 4.6, we show that the existence of many well-spread absorbing and

bridging gadgets enables us to greedily build a small robustly rainbow-Hamiltonian

subgraph H ⊆ G with arbitrary flexible sets Vflex and Cflex of size Θ(n/ log3 n), and

in Section 4.7, we use this to prove Theorem 4.1.6. The rough idea is to first choose
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the flexible sets Vflex and Cflex randomly. Next, we use the lower-quasirandomness

property of G to build a rainbow directed spanning path forest Q of G−H, one

arc at a time, until Q has very few components. Then, we use the random choice

of Vflex and Cflex, together with Lemma 4.4.6, to find short rainbow directed paths

linking the components of Q and the designated start and end of H, which use all

remaining colours of G−H, and at most half of Vflex and Cflex. Finally, we use the

key robustly rainbow-Hamiltonian property of H to absorb the remaining vertices

and colours in Vflex and Cflex as described above, completing the rainbow directed

Hamilton cycle of G. To obtain the counting result on the number of rainbow

directed Hamilton cycles in G, it suffices to count the number of choices we can

make whilst building the rainbow directed spanning path forest Q of G−H.

We remark that this particular absorption strategy, wherein we create an

absorbing structure with ‘flexible’ sets, is an instance of the ‘distributive absorption’

method, which was introduced by Montgomery [101] in 2018 and has been found

to have several applications since. In particular, this method is also used in [90]

and [56] to find transversals in random Latin squares and rainbow Hamilton paths

in random 1-factorizations, respectively. Our approach differs from that of [90]

and [56] in a few key ways. First, the ‘asymmetry’ of proper n-arc-colourings of
←→
Kn (in comparison to proper edge-colourings of Kn with at most n colours, which

correspond to proper n-arc-colourings of ←→Kn with monochromatic digons) and

‘connectedness’ of rainbow Hamilton cycles/ Hamilton transversals (in comparison

to general transversals in Latin squares) necessitate a more complex absorbing

structure than the one of either [90] or [56], which is more challenging to create

and construct. Nevertheless, as mentioned, we show that switching arguments are

sufficient for finding our absorbing structure, yielding a more elementary proof
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than that of [90], and moreover, by choosing our flexible sets randomly, we avoid

complications involving vertices with few out- or in-neighbours in Vflex on arcs with

colour in Cflex, providing a further simplification of the approach in [90]. In [56],

results [104, 8] on nearly perfect matchings in nearly regular hypergraphs are applied

to auxiliary hypergraphs to construct both the absorbing structure and a nearly

spanning rainbow path in a random 1-factorization of Kn, but since the absorbers we

use here (minus the internal vertices of the linking paths P1, . . . , P4) are not regular,

the analogous approach fails in the directed setting (as the corresponding auxiliary

hypergraphs are not regular). However, as we show, the ‘lower-quasirandomness’

of typical G ∈ Φ(←→Kn) is enough for us to find Q, the nearly spanning rainbow path

forest, without these hypergraph matching results, and our absorbing structure is

robust enough to augment it to a rainbow directed path.

4.4 Preliminaries

In this brief section we state some results that we will use in the proof of The-

orem 4.1.6. We begin with a well-known concentration inequality for independent

random variables.

Let X1, . . . , Xm be independent random variables taking values in X , and let

f : Xm → R. If for all i ∈ [m] and x′
i, x1, . . . , xm ∈ X , we have

|f(x1, . . . , xi−1, xi, xi+1, . . . , xm)− f(x1, . . . , xi−1, x′
i, xi+1, . . . , xm)| ≤ ci,

then we say Xi affects f by at most ci.

Theorem 4.4.1 (McDiarmid’s Inequality [97]). If X1, . . . , Xm are independent
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random variables taking values in X and f : Xm → R is such that Xi affects f by

at most ci for all i ∈ [m], then for all t > 0,

P [|f(X1, . . . , Xm)− E [f(X1, . . . , Xm)] | ≥ t] ≤ exp
(
− 2t2∑m

i=1 c2
i

)
.

Next, we need the notion of ‘robustly matchable’ bipartite graphs, which will

form a key part of our absorption argument.

Definition 4.4.2. Let T be a bipartite graph with bipartition (A, B) such that

|A| = |B|.

• We say T is robustly matchable with respect to flexible sets A′ ⊆ A and

B′ ⊆ B, if for every pair of equal-sized subsets X ⊆ A′ and Y ⊆ B′ of size at

most min{|A′|/2, |B′|/2}, there is a perfect matching in T − (X ∪ Y ).

• For m ∈ N, we say T is a 2RMBG(7m, 2m) if |A| = |B| = 7m and T is

robustly matchable with respect to flexible sets A′ ⊆ A and B′ ⊆ B where

|A′| = |B′| = 2m.

The concept of using robustly matchable bipartite graphs in absorption argu-

ments was first introduced by Montgomery [101]. We need the following observation

of the authors, Kühn, and Osthus [56, Lemma 4.5], which is based on the work of

Montgomery.

Lemma 4.4.3 (Gould, Kelly, Kühn, and Osthus [56]). For all sufficiently large m,

there is a 2RMBG(7m, 2m) that is 256-regular.

For a coloured digraph H ∈ GD, we define comp(H) to be the number of distinct

ways to complete H to an element G ∈ Φ(←→Kn), or more precisely the number of

H ′ ∈ G[n]\D having E(H) ∩ E(H ′) = ∅ (and therefore E(H) ∪ E(H ′) = E(←→Kn)).
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We will use the following proposition to compare the probabilities of events in

the probability spaces corresponding to uniformly random H ∈ GD (for some

small D ⊆ [n]) and uniformly random G ∈ Φ(←→Kn) (see for example the proof of

Lemma 4.5.10).

Proposition 4.4.4. For any D ⊆ [n] and H, H ′ ∈ GD we have

comp(H)
comp(H ′) ≤ exp(O(n log2 n)).

Proposition 4.4.4 follows immediately from (for example) [93, Proposition 5]

as GD can easily be seen to be equivalent to the set of |D| × n Latin rectangles.

Next, we show (in the context of Latin squares) that a uniformly random

G ∈ Φ(←→Kn) does not have too many loops of a fixed colour. We first need the

following well-known result on the number of fixed points of a random permutation.

Lemma 4.4.5. Let σ be a uniformly random permutation of [n], and let X

denote the number of fixed points of σ. Then, for k ∈ [n]0, we have P [X = k] =
1
k!
∑n−k

j=0
(−1)j

j! .

Lemma 4.4.6. Let L be a uniformly random n×n Latin square with entries in [n],

and suppose t ≥ 3 log n/ log log n. Let X be the random variable which returns the

maximum (over the symbol set [n]) number of times that any symbol appears on

the leading diagonal, in L. Then P [X ≥ t] ≤ exp(−Ω(t log t)).

Proof. Let Ln be the set of n × n Latin squares with symbols [n], and for

L, L′ ∈ Ln, write L ∼ L′ if L′ can be obtained from L via a permutation of the

rows. Clearly, ∼ is an equivalence relation on Ln. Note that L can be obtained

by first choosing an equivalence class S ∈ Ln/∼ uniformly at random and then
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choosing L ∈ S uniformly at random. We actually prove the stronger statement

that for every equivalence class S ∈ Ln/∼, if L ∈ S is chosen uniformly at random,

then P [X ≥ t] ≤ exp(−Ω(t log t)).

Each equivalence class S ∈ Ln/∼ has size n! and contains a unique repres-

entative LS,i with every symbol on the leading diagonal being i, for each i ∈ [n].

Applying a uniformly random row permutation σ to LS,i yields a uniformly random

element L of S, and the number of appearances Xi of i on the leading diagonal of L

is equal to the number of fixed points of σ. Then, if t ≥ 3 log n/ log log n and n is

sufficiently large, we have by Lemma 4.4.5 and Stirling’s formula that

P [Xi ≥ t] =
n∑

k=t

1
k!

n−k∑
j=0

(−1)j

j! ≤
n∑

k=t

1
k! ≤

n

t! ≤ exp
(
−1

2t log t
)

,

where we have used the simple observation that ∑n−k
j=0

(−1)j

j! ≤ 1 for all k ∈ [n]0. A

union bound over symbols i ∈ [n] now completes the proof. □

Finally, we need the following theorem of Kwan and Sudakov [93, Theorem 2],

originally stated in the context of ‘discrepancy’ of random Latin squares. The-

orem 4.4.7 ensures in particular that almost all G ∈ Φ(←→Kn) are ‘lower-quasirandom’

(see Definition 4.7.1), which we will use when building and counting the almost-

spanning rainbow directed path forests (see Lemma 4.7.2) that we later absorb

into rainbow directed Hamilton cycles.

Theorem 4.4.7 (Kwan and Sudakov [93]). Let G ∈ Φ(←→Kn) be chosen uniformly

at random. Then with high probability, for all (not necessarily distinct) sets
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U1, U2, D ⊆ [n], we have that

∣∣∣∣∣eG,D(U1, U2)−
|U1||U2||D|

n

∣∣∣∣∣ = O
(√
|U1||U2||D| log n + n log2 n

)
.

4.5 Absorbers via switchings

The aim of this section is to prove that almost all G ∈ Φ(←→Kn) have many well-

distributed absorbing gadgets and bridging gadgets, which we define now (see also

Figure 4.2).

Definition 4.5.1. For a vertex v and a colour c, a (v, c)-absorbing gadget is

a digraph A having vertex set V (A) = {v, x1, x2, . . . , x6} and arcs E(A) =

{x1v, vx2, x1x2, x3x4, x3x5, x4x6, x5x6}, equipped with a proper arc-colouring ϕA,

such that the following holds:

• ϕA(x1v) = ϕA(x4x6) =: f1;

• ϕA(vx2) = ϕA(x3x5) =: f2;

• ϕA(x1x2) = ϕA(x3x4) =: f3;

• ϕA(x5x6) = c;

• the colours f1, f2, f3, c are distinct.

In this case, we say (x4, x5) is the pair of abutment vertices of A.

Definition 4.5.2. For distinct vertices y and z, a (y, z)-bridging gadget is a

digraph B with V (B) = {y, z, w1, w2, . . . , w6} and arcs yw1, w2w1, w2w3, zw3, w4y,

w4w5, w6w5, w6z, equipped with a proper arc-colouring ϕB, such that the following

holds:

• ϕB(yw1) = ϕB(w6w5) =: d1;
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(a) A (v, c)-absorbing gadget.
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(b) A (y, z)-bridging gadget.

Figure 4.2: The key building blocks for the absorbing structure we build in Section 4.6.

• ϕB(w2w1) = ϕB(w6z) =: d2;

• ϕB(w4y) = ϕB(w2w3) =: d3;

• ϕB(w4w5) = ϕB(zw3) =: d4;

• the colours d1, . . . , d4 are distinct.

As discussed in Section 4.3, the union of a (v, c)-absorbing gadget and an

(x4, x5)-bridging gadget (together with some short rainbow directed paths) forms a

structure we will call a (v, c)-absorber (see Figure 4.1 and Definition 4.6.1), which

is the key building block of our absorption structure. To show that almost all

G ∈ Φ(←→Kn) contain the gadgets we need, we analyze switchings in the probability

space corresponding to uniformly random H ∈ GD (recall that GD is the set of

digraphs obtained from the digraphs in Φ(←→Kn) by deleting all arcs with colour

not in D) for small D ⊆ [n], before applying Proposition 4.4.4 to compare this

probability space with that of uniformly random G ∈ Φ(←→Kn) (see the proof of

Lemma 4.5.10).

First, we need the following lemma, which asserts that for small D ⊆ [n], a

uniformly random H ∈ GD does not have too many more arcs than we would expect

between any pair of vertex sets, each of size |D|.
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Definition 4.5.3. For D ⊆ [n], we say that H ∈ GD is ℓ-upper-quasirandom if

eH(A, B) ≤ (1 + ℓ)|D|3/n for all (not necessarily distinct) vertex sets A, B ⊆ V (H)

of sizes |A| = |B| = |D|. We define Qℓ
D := {H ∈ GD : H is ℓ-upper-quasirandom}.

For a colour c ∈ D and uniformly random H ∈ GD, we write Fc = Fc(H) for

the random colour class of c in H (F here standing for ‘factor’), so that H is

determined by the random variables {Fc}c∈D.

Lemma 4.5.4. Suppose D ⊆ [n] has size |D| = n/106. Fix c ∈ D, let H ∈ GD be

chosen uniformly at random, and let Fc = Fc(H). Then for any outcome F of Fc

we have

P
[
H ∈ Q1

D | Fc = F
]
≥ 1− exp(−Ω(n2)).

The authors of [56] proved a lemma ([56, Lemma 6.3]) analogous to Lemma 4.5.4

in the undirected setting. The proof of Lemma 4.5.4 is similar so we omit it here.

In the appendix (appearing as Section 4.8 in the present thesis), we describe how

the proof of [56, Lemma 6.3] can be modified to obtain a proof of Lemma 4.5.4.

We condition on versions of upper-quasirandomness when we are using switching

arguments to show that almost all H ∈ GD admit many absorbing gadgets and

bridging gadgets. Further, we will need that H does not have many c-loops in order

to find many (v, c)-absorbing gadgets, for any v ∈ V (H). Lemma 4.5.4 enables us

to ‘uncondition’ from these two events, so as to study simply the probability that

a uniformly random H has many absorbing gadgets.

Since, as discussed in Section 4.3, we eventually piece together gadgets in a

greedy fashion to build an absorbing structure in a typical G ∈ Φ(←→Kn), it will be

important to know that we can find collections A of gadgets which are ‘well-spread’,

in that no vertex or colour of G is contained in too many A ∈ A. We formalise
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this notion in the following definition.

Definition 4.5.5. Suppose that G is an n-vertex directed, arc-coloured digraph

with vertices V and colours C. Fix v ∈ V , c ∈ C, and fix y, z ∈ V distinct. We

say that a collection A of (v, c)-absorbing gadgets in G is well-spread if for all

u ∈ V \ {v} and d ∈ C \ {c}, there are at most n distinct A ∈ A which contain u,

and at most n distinct A ∈ A which contain d. We say that a collection B of

(y, z)-bridging gadgets in G is well-spread if for all u ∈ V \ {y, z} and d ∈ C, there

are at most n distinct B ∈ B which contain u, and at most n distinct B ∈ B which

contain d.

The next lemma ensures that almost all G ∈ Φ(←→Kn) contain the collections of

well-spread absorbing gadgets that we need.

Lemma 4.5.6. Let G ∈ Φ(←→Kn) be chosen uniformly at random, and let E be the

event that for all v, c ∈ [n], G contains a well-spread collection of at least n2/2100

(v, c)-absorbing gadgets. Let C be the event that no colour class of G has more

than n/109 loops. Then P [E | C] ≥ 1 − exp(−Ω(n2)), and in particular, P [E ] ≥

1− exp(−Ω(n log n)) by Lemma 4.4.6.

As with Lemma 4.5.4, the authors of [56] proved an analogous lemma ([56,

Lemma 3.8]) in the undirected setting with a similar proof, so we omit it here but

provide details in the appendix (appearing as Section 4.8 in the present thesis) of

how the proof of [56, Lemma 3.8] may be modified to prove Lemma 4.5.6.

The rest of this section is dedicated to showing that almost all G ∈ Φ(←→Kn) have

large well-spread collections of bridging gadgets (recall Figure 4.2b). For technical

reasons that make the switching argument a little easier to analyze, we instead

actually look for a slightly more special structure. In particular, we add some extra

144



y z

w1 w2 w3

w4 w5 w6

d1

d2 d3

d4

d3

d4 d1

d2

d5

d6

Figure 4.3: A (y, z,P)-bridge, with P = (Di)6
i=1 and di ∈ Di for each i ∈ [6].

arcs so that all vertices we find are in the neighbourhood of y or of z, we partition

the colours to limit the number of ‘roles’ certain arcs can play when we apply the

switching operation, and we introduce the notion of distinguishability, which will

be useful when arguing that the gadgets we find are well-spread.

Definition 4.5.7. Let D ⊆ [n], let H ∈ GD, and let P = (Di)6
i=1 be an equitable

(ordered) partition of D into six parts. Let y, z ∈ [n] be distinct vertices.

• We say that a subgraph B ⊆ H is a (y, z,P)-bridge (see Figure 4.3) if B is

the union of a (y, z)-bridging gadget B′ (with vertex- and colour-labelling

as in Definition 4.5.2) and the extra arcs yw2, zw5, such that di ∈ Di for all

i ∈ [4], ϕH(yw2) ∈ D5, and ϕH(zw5) ∈ D6;

• we say that a (y, z,P)-bridge B is distinguishable in H if B is the only

(y, z,P)-bridge in H containing any of the arcs w2w1, w2w3, w4w5, w6w5;

• we write r(y,z,P)(H) for the number of distinguishable (y, z,P)-bridges in H;

• for s ∈ [n|D|]0, we write M (y,z,P)
s for the set of H ∈ GD such that r(y,z,P)(H) =

s and eH(A, B) ≤ 2|D|3/n + 12s for all A, B ⊆ [n] of size |A| = |B| = |D|,

and we define Q̂(y,z,P)
D := ⋃n|D|

s=0 M (y,z,P)
s .

We frequently drop the (y, z,P)-notation in the terminology introduced above
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when the tuple (y, z,P) is clear from context. For every distinct y, z ∈ [n] and

equitable partition P = (Di)6
i=1,

Q1
D ⊆ Q̂D, and if s ≤ |D|4/(1024n2), then Ms ⊆ Q2

D. (4.5.1)

In Lemma 4.5.9 we use switchings on some H ∈ GD to produce some H ′ ∈

GD having r(H ′) = r(H) + 1. As mentioned earlier, we condition on upper-

quasirandomness in this lemma; more specifically, we will condition that H ∈ Q̂D.

The notion of distinguishability of (y, z,P)-bridges is useful because, as we show in

Lemma 4.5.10, Claim 1, a collection of distinguishable (y, z,P)-bridges in G|D is

necessarily well-spread (recall Definition 4.5.5).

We now discuss the switching operation that forms the backbone of the proof

of Lemma 4.5.9.

Definition 4.5.8. Let D ⊆ [n], let H ∈ GD, let P = (Di)6
i=1 be a partition of D and

suppose y, z ∈ [n] are distinct. Let u1, . . . , u6, u′
1, . . . , u′

8, u′′
1, . . . , u′′

8 ∈ [n] \ {y, z},

where u1, . . . , u6, u′′
1, . . . , u′′

8 are distinct and {u′
1, . . . , u′

8}∩{u1, . . . , u6, u′′
1, . . . , u′′

8} =

∅. Let U int := {u1, u2, . . . , u6}, Umid := {u′
1, u′

2, . . . , u′
8}, U ext := {u′′

1, u′′
2, . . . , u′′

8}.

Then we say that a subgraph T ⊆ H[{y, z} ∪ U int ∪ Umid ∪ U ext] is a twist system

(see Figure 4.4) of H if:

(i) E(T ) = {yu1, yu2, u4y, zu3, zu5, u6z, u′
1u1, u2u

′
2, u2u

′
3, u′

4u3, u4u
′
5, u′

6u5, u′
7u5,

u6u
′
8, u′′

2u′′
1, u′′

3u′′
4, u′′

5u′′
6, u′′

8u′′
7};

(ii) ϕH (yu1) = ϕH (u′
7u5) = ϕH (u′′

8u′′
7) = ϕH (u6u

′
8) ∈ D1;

(iii) ϕH (u6z) = ϕH (u2u
′
2) = ϕH (u′′

2u′′
1) = ϕH (u′

1u1) ∈ D2;

(iv) ϕH (u4y) = ϕH (u2u
′
3) = ϕH (u′′

3u′′
4) = ϕH (u′

4u3) ∈ D3;

(v) ϕH (zu3) = ϕH (u4u
′
5) = ϕH (u′′

5u′′
6) = ϕH (u′

6u5) ∈ D4;
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d1 d4

d3 d2

d5
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Figure 4.4: A twist system. Here, di ∈ Di for each i ∈ [6], and dashed arcs indicate an arc which
is absent in H.

(vi) ϕH (yu2) ∈ D5 and ϕH (zu5) ∈ D6;

(vii) u2u1, u′
1u

′′
1, u′′

2u′
2, u2u3, u′′

3u′
3, u′

4u
′′
4, u4u5, u′′

5u′
5, u′

6u
′′
6, u6u5, u′

7u
′′
7, u′′

8u′
8 /∈ E(H).

For a twist system T ⊆ H, we define twistT (H) to be the coloured digraph obtained

from H by deleting the arcs u′
1u1, u′′

2u′′
1, u2u

′
2, u2u

′
3, u′′

3u′′
4, u′

4u3, u4u
′
5, u′′

5u′′
6, u′

6u5,

u6u
′
8, u′′

8u′′
7, u′

7u5, and adding the arcs u6u5, u′
7u

′′
7, u′′

8u′
8 each in colour ϕH (yu1), the

arcs u4u5, u′
6u

′′
6, u′′

5u′
5 each in colour ϕH (zu3), the arcs u2u3, u′

4u
′′
4, u′′

3u′
3 each in

colour ϕH (u4y), and the arcs u2u1, u′
1u

′′
1, u′′

2u′
2 each in colour ϕH (u6z). The (y, z,P)-

bridge in twistT (H) with arc set {yu1, yu2, u2u1, u2u3, zu3, u6z, zu5, u6u5, u4u5, u4y}

is called the canonical (y, z,P)-bridge of the twist.

Notice that if H ∈ GD and T is a twist system of H, then twistT (H) ∈ GD,

even if u′
1, . . . , u′

8 are not distinct. We now use the twist switching operation to

argue that almost all H ∈ Q̂D have many distinguishable (y, z,P)-bridges, for fixed

y, z,P , and appropriately sized D.

Lemma 4.5.9. Suppose D ⊆ [n] has size |D| = n/106. Let y, z ∈ [n] be distinct,
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and let P = (Di)6
i=1 be an equitable partition of D. Let H ∈ GD be chosen uniformly

at random. Then

P
[
r(H) ≤ n2

1050

∣∣∣∣∣ H ∈ Q̂D

]
≤ exp

(
−Ω

(
n2
))

.

Proof. Let k := |D|. Recall that M1, . . . , Mnk is a partition of Q̂D (see

Definition 4.5.7). For each s ∈ [nk− 1]0 we define an auxiliary bipartite digraph Bs

with vertex bipartition (Ms, Ms+1) by putting an arc HH ′ whenever H ∈ Ms

contains a twist system T for which the canonical (y, z,P)-bridge of the twist is

distinguishable in twistT (H) =: H ′ and H ′ ∈Ms+1. Define δ+
s := minH∈Ms d+

Bs
(H)

and ∆−
s+1 := maxH′∈Ms+1 d−

Bs
(H ′), and note that |Ms|/|Ms+1| ≤ ∆−

s+1/δ+
s . We will

show that |Ms|/|Ms+1| ≤ 1/10, if Ms is non-empty. To that end, we first obtain an

upper bound for ∆−
s+1. Fix H ′ ∈Ms+1. There are s + 1 choices of a distinguishable

(y, z,P)-bridge B in H ′ which could have been the canonical (y, z,P)-bridge of a

twist of a graph H ∈Ms producing H ′. There are then at most n8 choices for the

eight additional arcs added by a twist whose canonical bridge is B since the colours

of these arcs are determined by B and there are n arcs of each colour in H ′. For any

such sequence of choices, there is a unique H ∈Ms and twist system T ⊆ H such

that twistT (H) = H ′, so we determine that ∆−
s+1 ≤ (s + 1)n8, for all s ∈ [nk − 1]0.

We now find a lower bound for δ+
s , in the case where s ≤ k4/(1024n2). Fix

H ∈ Ms. We proceed by finding a large collection T of distinct twist systems

in H, such that for each T ∈ T , the canonical (y, z,P)-bridge of the twist is

distinguishable in twistT (H) =: H ′ and H ′ ∈Ms+1. We do this by ensuring that for

any T ∈ T , the arc deletions involved in twisting on T do not decrease r(H), and

that the only (y, z,P)-bridge created by the arc additions involved in twisting on T

is the canonical (y, z,P)-bridge B of the twist (whence B is evidently distinguishable
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in H ′). We first use the assumption on s to argue that H is not far from being upper-

quasirandom (as per Definition 4.5.3). Indeed, since H ∈Ms and s ≤ k4/(1024n2)

we have by Definition 4.5.7 that for any sets W1, W2 ⊆ [n] of sizes |W1| = |W2| = k,

eH(W1, W2) ≤
2k3

n
+ 12s ≤ 3k3

n
. (4.5.2)

We now use (4.5.2) to find a large set Λ of choices for a sequence of colours and

arcs λ = (d1, d2, . . . , d6, e1, . . . , e4) with di ∈ Di, and ei ∈ Edi
(H), such that λ

has a number of desirable properties. We simultaneously use such a sequence λ

to choose vertices u1, . . . , u6, u′
1, . . . , u′

8, u′′
1, . . . , u′′

8 as in Definition 4.5.8 and a

subgraph Tλ ⊆ H[{y, z} ∪ Uint ∪ Umid ∪ U ext], thus constructing a set T of such Tλ

by ranging over all λ ∈ Λ. We will then use the known properties of the sequences

λ ∈ Λ to verify that each Tλ ∈ T is a twist system for which the arc HtwistTλ
(H)

is in Bs.

Claim 1: There is a set Dgood
1,2 of pairs (d1, d2) ∈ D1×D2 such that |Dgood

1,2 | ≥ k2/100

and each (d1, d2) ∈ Dgood
1,2 satisfies the following, where u1 := N+

d1 (y), u′
1 := N−

d2 (u1),

u6 := N−
d2 (z), u′

8 := N+
d1 (u6).

(D11) There are at most 108 loops with colour d1 in H;

(D12) u1 has at most 300k2/n in-neighbours in the set N+
D5 (y);

(D13) there are at most k/100 arcs e coloured d1 in H such that e is contained in a

distinguishable (y, z,P)-bridge in H;

(D21) there are at most 108 loops with colour d2 in H;

(D22) u6 has at most 300k2/n out-neighbours in the set N+
D6 (z);

(D23) there are at most k/100 arcs e coloured d2 in H such that e is contained in a

distinguishable (y, z,P)-bridge in H;
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(V1,2) the vertices y, z, u1, u6 are distinct, and u′
1, u′

8 /∈ {y, z, u1, u6};

(R1,2) there is no distinguishable (y, z,P)-bridge in H containing the arc u′
1u1 or

the arc u6u
′
8.

Proof of claim: For i ∈ [3], let D1,i be the set of colours d1 ∈ D1 that fail to

satisfy (D1i). Since H contains at most n loops, |D1,1| ≤ n/108 = k/100. Since

eH(N+
D5(y), N+

D1(y)) ≤ 3k3/n by (4.5.2), |D1,2| ≤ k/100. Since any d1-arc of H

whose tail is not y is contained in at most one distinguishable (y, z,P)-bridge B and

each B contains two such arcs, r(H) ≥ |D1,3|(k/100− 1)/2. Thus, |D1,3| ≤ k/1000.

Let D′
1 := D1 \ (D1,1 ∪D1,2 ∪D1,3), and notice that |D′

1| ≥ k/6− k/50− k/1000 ≥

7k/50. Similarly there is a set D′
2 ⊆ D2 of size at least 7k/50 such that each d2 ∈ D′

2

satisfies (D21)–(D23). At most two colours d1 ∈ D′
1 yield u1 ∈ {y, z}, and for any

d1 ∈ D′
1 there are at most three choices of d2 ∈ D′

2 such that u′
1 ∈ {y, z, u1}, and at

most three choices of d2 ∈ D′
2 such that u6 ∈ {y, z, u1}. For fixed d1 ∈ D′

1, by (D11)

there are at most 108 choices of d2 ∈ D′
2 such that u′

8 = u6, and at most three choices

of d2 such that u′
8 ∈ {y, z, u1}. Finally, if u1 and z are distinct, then we have u′

1 ̸= u6,

since otherwise u1 = z has two distinct d2-out-neighbours. Since |D′
1|, |D′

2| ≤ k/6,

we deduce that we can remove at most 2|D′
2|+ (108 + 9)|D′

1| ≤ 108k/3 pairs from

D′
1 ×D′

2 to ensure that all remaining pairs satisfy (V1,2). To address (R1,2), notice

that for fixed d1 ∈ D′
1, by (D13) there are at most k/100 choices of d2 ∈ D′

2 such

that u6u
′
8 is contained in a distinguishable (y, z,P)-bridge B in H. Handling u′

1u1

analogously we deduce that we may remove at most 2 · k
100 ·

k
6 pairs from D′

1 ×D′
2

to ensure all remaining pairs satisfy (R1,2). In total the number of pairs in D′
1×D′

2

satisfying (V1,2) and (R1,2) is at least (7k/50)2 − 108k/3 − k2/300 ≥ k2/100 as

claimed. −
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Claim 2: For any (d1, d2) ∈ Dgood
1,2 there is a set Dgood

3,4 = Dgood
3,4 (d1, d2) of pairs

(d3, d4) ∈ D3 × D4 such that |Dgood
3,4 | ≥ k2/100 and each (d3, d4) ∈ Dgood

3,4 satisfies

the following, where u4 := N−
d3 (y), u′

5 := N+
d4 (u4), u3 := N+

d4 (z), u′
4 := N−

d3 (u3),

and u1, u′
1, u6, and u′

8 are defined as in Claim 1.

(D31) There are at most 108 loops with colour d3 in H;

(D32) u4 has at most 300k2/n out-neighbours in the set N+
D6 (z);

(D33) there are at most k/100 arcs e coloured d3 in H such that e is contained in a

distinguishable (y, z,P)-bridge in H;

(D41) there are at most 108 loops with colour d4 in H;

(D42) u3 has at most 300k2/n in-neighbours in the set N+
D5 (y);

(D43) there are at most k/100 arcs e coloured d4 in H such that e is contained in a

distinguishable (y, z,P)-bridge in H;

(V3,4) y, z, u1, u3, u4, u6 are distinct vertices, and u′
1, u′

4, u′
5, u′

8 /∈ {y, z, u1, u3, u4, u6};

(R3,4) there is no distinguishable (y, z,P)-bridge in H containing the arc u′
4u3 or

the arc u4u
′
5.

The proof is similar to that of Claim 1, so we omit it.

Claim 3: For any (d1, d2) ∈ Dgood
1,2 and (d3, d4) ∈ Dgood

3,4 (d1, d2), there is a set Dgood
5,6

(depending on (d1, . . . , d4)) of pairs (d5, d6) ∈ D5 ×D6 such that |Dgood
5,6 | ≥ k2/100

and each (d5, d6) ∈ Dgood
5,6 satisfies the following, where u2 := N+

d5 (y), u′
2 :=

N+
d2 (u2), u′

3 := N+
d3 (u2), u5 := N+

d6 (z), u′
6 := N−

d4 (u5), u′
7 := N−

d1 (u5), and

u1, u3, u4, u6, u′
1, u′

4, u′
5, u′

8 are defined as in Claims 1 and 2.

(D51) u2u1, u2u3 /∈ E(H);

(D61) u4u5, u6u5 /∈ E(H);

(R5) there is no distinguishable (y, z,P)-bridge in H containing the arc u2u
′
2 or

151



the arc u2u
′
3;

(R6) there is no distinguishable (y, z,P)-bridge in H containing the arc u′
6u5 or

the arc u′
7u5;

(V5,6) y, z, u1, u2, . . . , u6 are distinct, and u′
1, u′

2, . . . , u′
8 /∈ {y, z, u1, u2, . . . , u6};

(A5,61) for each (d′
1, d′

2) ∈ F1,2(d5), where F1,2(d5) is the set of pairs (d′
1, d′

2) ∈ D1×D2

such that N+
d′

1
(y) = N+

d′
2
(u2), we have N−

d′
1
(u5) ̸= N−

d′
2
(z);

(A5,62) for each (d′
3, d′

4) ∈ F3,4(d5), where F3,4(d5) is the set of pairs (d′
3, d′

4) ∈ D3×D4

such that N+
d′

4
(z) = N+

d′
3
(u2), we have N−

d′
4
(u5) ̸= N−

d′
3
(y).

Proof of claim: Let D̃5 be the set of colours d5 ∈ D5 which fail to satisfy (D51)

and (R5), let D̃6 be the set of colours d6 ∈ D6 which fail to satisfy (D61) and (R6),

and define D′
5 := D5 \ D̃5 and D′

6 := D6 \ D̃6. By (D12) and (D42), there are at

most 600k2/n colours d5 ∈ D5 which fail to satisfy (D51). By (D23) and (D33), at

most k/50 choices of d5 ∈ D5 give u2 to be the tail of a d2-arc or d3-arc contained in

a distinguishable (y, z,P)-bridge in H, and all other choices of d5 ∈ D5 satisfy (R5).

Using (D22), (D32), (D13), and (D43) similarly, we deduce that |D′
5|, |D′

6| ≥ 7k/50.

By (D21) and (D31), for any d6 ∈ D′
6 there are at most 2 · 108 + 10 choices of

d5 ∈ D′
5 such that u5 ∈ {y, z, u1, u3, u4, u6, u′

1, u′
4, u′

5, u′
8} or u5 is incident to a

loop of colour d2 or d3. Further, for any d6 ∈ D′
6, there are at most 12 choices

of d5 such that u2 ∈ {N−
d (w) : d ∈ {d2, d3}, w ∈ {y, z, u1, u3, u4, u6}}. Thus there

are at most (2 · 108 + 22)|D6| choices of pair (d5, d6) ∈ D′
5 × D′

6 such that the

choice of d5 causes (V5,6) to fail. Using (D11) and (D41) to address the choice

of d6 similarly, we conclude that we can remove a set of at most (5 · 108)k/6 pairs

(d5, d6) ∈ D′
5 × D′

6 such that (V5,6) holds for all remaining pairs. For (A5,61),

notice that (4.5.2) implies eH(N+
D5(y), N+

D1(y)) ≤ 3k3/n, so that there are at
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most k/100 colours d5 ∈ D′
5 for which u2 has at least 300k2/n out-neighbours in the

set N+
D1(y). Deleting all pairs (d5, d6) using such a d5, we have in particular that all

remaining pairs satisfy |F1,2(d5)| ≤ 300k2/n. For a remaining pair (d5, d6) and each

(d′
1, d′

2) ∈ F1,2(d5) we define the vertex vd′
1,d′

2
:= N+

d′
1

(
N−

d′
2
(z)
)
. Now further deleting

all (at most k
6 · 300k2

n
) pairs (d5, d6) such that u5 ∈ {vd′

1,d′
2
: (d′

1, d′
2) ∈ F1,2(d5)},

all remaining pairs satisfy (A5,61). We address (A5,62) similarly. In total, the

number of pairs in D′
5 × D′

6 satisfying (V5,6), (A5,61), and (A5,62) is at least

(7k/50)2 − 5 · 108k/6 − 2(k2/600 + 50k3/n) ≥ k2/100, finishing the proof of the

claim. −

Claim 4: For any (d1, d2) ∈ Dgood
1,2 , (d3, d4) ∈ Dgood

3,4 , (d5, d6) ∈ Dgood
5,6 , there is a

set Egood = Egood(d1, d2, . . . , d6) ⊆
∏

i∈[4] Edi
(H) such that |Egood| ≥ 9n4/10 and

each (e1, . . . , e4) ∈ Egood (with ei ∈ Edi
(H) for each i ∈ [4]) satisfies the following,

where u′′
1 := head (e2), u′′

2 := tail (e2), u′′
3 := tail (e3), u′′

4 := head (e3), u′′
5 := tail (e4),

u′′
6 := head (e4), u′′

7 := head (e1), u′′
8 := tail (e1), and u1, . . . , u6, u′

1, . . . , u′
8 are defined

as in Claims 1–3.

(VE) u′′
1, u′′

2, . . . , u′′
8 are distinct vertices and u′′

1, . . . , u′′
8 /∈ {y, z, u1, . . . , u6, u′

1, . . . , u′
8};

(E1) u′
1u

′′
1, u′′

2u′
2, u′′

3u′
3, u′

4u
′′
4, u′′

5u′
5, u′

6u
′′
6, u′

7u
′′
7, u′′

8u′
8 /∈ E(H);

(E2) {u′′
1, u′′

2, . . . , u′′
8} ∩ (N(y) ∪N(z)) = ∅;

(RE) there is no distinguishable (y, z,P)-bridge in H containing any of the arcs

e1, . . . , e4.

Proof of claim: At most 32 d2-arcs of H have head or tail amongst y, z, u1, . . . , u6,

u′
1,. . . , u′

8, and by (D21), at most 108 arcs in Ed2(H) are loops. Choosing any

other d2-arc to be e2, and proceeding similarly for e3, e4, e1 (also avoiding the

vertices of previously chosen such arcs), we deduce that we can delete at most 4 ·
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109n3 tuples from ∏4
i=1 Edi

(H) so that the remaining tuples satisfy (VE). Notice

that at most 2k choices of e2 ∈ Ed2(H) have head in N+(u′
1) or tail in N−(u′

2),

and any other e2 satisfies u′
1u

′′
1, u′′

2u′
2 /∈ E(H). Dealing with e3, e4, e1 similarly

addresses (E1). Similarly, for (E2) it suffices to notice that at most 8k choices

of e2 (for example) have either head or tail in N(y) ∪N(z). Finally, by (Di3) for

each i ∈ [4], at most k/100 choices of each ei fail to satisfy (RE). In total, at least

n4− 4n3(109− 2k− 8k−k/100) ≥ 9n4/10 tuples in ∏4
i=1 Edi

(H) satisfy (VE), (E1),

(E2), and (RE), as desired. −

Let Λ be the set of tuples λ = (d1, . . . , d6, e1, . . . , e4) satisfying all properties

in Claims 1–4. For each λ ∈ Λ we define a subgraph Tλ ⊆ H with the vertices

V (Tλ) = {y, z, u1, . . . , u6}∪{u′
1, . . . , u′

8, u′′
1, . . . , u′′

8} as defined in Claims 1–4 by the

choice of λ, and whose arcs are as in Definition 4.5.8(i). (These arcs each exist

in H by the way the vertices of Tλ were defined.) Then since di ∈ Di for each

i ∈ [6] and since (D51), (D61), and (E1) hold for each λ ∈ Λ, we have that each

condition of Definition 4.5.8 is satisfied, so that Tλ is a twist system of H for each

λ ∈ Λ. Further, clearly the Tλ are distinct. Define T := {Tλ : λ ∈ Λ}, and notice

that |T | ≥ (k2/100)3 · 9n4/10 = 9k6n4/107.

Claim 5: For any Tλ ∈ T , the only (y, z,P)-bridge in twistTλ
(H) that is not in H

is the canonical (y, z,P)-bridge of the twist.

Proof of claim: Fix Tλ ∈ T (fixing the notation of all the vertices and arcs

as above), and let B be the canonical (y, z,P)-bridge of the twist (which has

vertices V (B) = {y, z, u1, . . . , u6} and colours d1, . . . , d6). Suppose that B′ is a

(y, z,P)-bridge in twistTλ
(H) that is not in H, and label the vertices of B′ as

V (B′) = {y, z, v1, . . . , v6} (where the role of vi in B′ corresponds to that of ui in B),
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and label the colours of B′ as d′
i ∈ Di, for i ∈ [6]. By (V1,2), (V3,4), and (V5,6), all

arcs we add when producing twistTλ
(H) from H do not have y or z as an endpoint,

and thus one (or more) of the arcs v2v1, v2v3, v4v5, v6v5 is added by the twist

operation. Further, due to the colour partition P, v2v1 must either be in H, or

be one of the added arcs u2u1, u′
1u

′′
1, u′′

2u′
2 with colour d′

2 ∈ D2. But since we do

not add any arcs incident to y, by (E2), u′′
1 and u′′

2 are not in the neighbourhood

of y in twistTλ
(H), whence u′′

1 cannot be v1, and u′′
2 cannot be v2. Thus v2v1 must

either be in H, or be u2u1. Similarly v2v3, v4v5, v6v5 must be u2u3, u4u5, u6u5

respectively, or be in H, in some combination. We now split the analysis into cases,

depending on how many arcs in F := {v2v1, v2v3, v4v5, v6v5} are in H. In each case

we show either that that case does not occur or that B′ = B, which will complete

the proof of the claim. Since B′ ⊈ H, at most three arcs in F are in H.

Case 1: Precisely three arcs in F are in H.

Let e be the arc in F that is not in H. Suppose e = v2v1, which implies that

e = u2u1, and d′
2 = d2. Since N+

d′
1
(y) = v1 = u1 = N+

d1 (y), we have d′
1 = d1. Then

v6 = N−
d′

2
(z) = N−

d2 (z) = u6, and v5 is the d′
1-out-neighbour of v6 in twistTλ

(H),

which is the d1-out-neighbour of u6 in twistTλ
(H), namely u5. This is a contradiction,

since v6v5 is in H, but u6u5 is not. One similarly obtains a contradiction if e is

v2v3, v4v5, or v6v5, so we deduce that this case does not occur.

Case 2: Precisely two arcs in F are in H.

Suppose that v2v1 = u2u1 and v6v5 = u6u5. Then d′
1 = d1, d′

2 = d2, and v2v3,

v4v5 are in H. Hence v3 ̸= u3, and the arc u2v3 is in H with colour d′
3. Moreover

the arc zv3 is in H with colour d′
4. In particular, (d′

3, d′
4) ∈ F3,4(d5). Similarly

v4 ̸= u4, we have v4y ∈ E(H) has colour d′
3, and v4u5 ∈ E(H) has colour d′

4.

That is, N−
d′

4
(u5) = v4 = N−

d′
3
(y), which contradicts (A5,62) of Claim 3. Similarly
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one can use (A5,61) to show that assuming v2v3 = u2u3 and v4v5 = u4u5 yields a

contradiction. Suppose instead that v2v1 = u2u1 and v2v3 = u2u3. Then d′
2 = d2,

and v1 = u1 so that d′
1 = d1. Further, d′

3 = d3, and v3 = u3 so that d′
4 = d4.

But this now also determines that v4v5 = u4u5 and v6v5 = u6u5, a contradiction

since then no arcs in F are in H. All remaining possibilities yield a contradiction

similarly, whence this case does not occur.

Case 3: Precisely one arc in F is in H.

In particular either we have v2v1 = u2u1 and v2v3 = u2u3 or we have v4v5 = u4u5

and v6v5 = u6u5. But as in Case 2, either way yields that no arcs in F are in H.

We deduce that this case does not occur.

Case 4: No arcs in F are in H.

It is easy to see in this case that vi = ui for all i ∈ [6] whence B′ = B. −

For any Tλ ∈ T , we have by Claim 5 that the canonical (y, z,P)-bridge of

the twist is distinguishable in twistTλ
(H), since the four arcs u2u1, u2u3, u4u5,

u6u5 are each added by the twist, and do not create any other (y, z,P)-bridge.

Further, since the twist operation only adds 12 arcs, we obtain from (4.5.2) that

etwistTλ
(H)(W1, W2) ≤ 2k3/n+12(s+1) for all W1, W2 ⊆ [n] of sizes |W1| = |W2| = k.

Thus by (R1,2), (R3,4), (R5), (R6), (RE), and Claim 5, we have that twistTλ
(H) ∈

Ms+1. We now give a final claim which ensures that |{twistTλ
(H) : Tλ ∈ T }| = |T |.

Claim 6: Fix H ′ ∈Ms+1, let λ, λ′ ∈ Λ, and suppose that twistTλ
(H) = twistTλ′ (H) =

H ′. Then λ = λ′.

Proof of claim: Let λ = (d1, . . . , d6, e1, . . . , e4), λ′ = (d′
1, . . . , d′

6, e′
1, . . . , e′

4),

with corresponding vertices V (Tλ) = {y, z, u1, . . . , u6} ∪ {u′
1, . . . , u′

8, u′′
1, . . . , u′′

8},

V (Tλ′) = {y, z, v1, . . . , v6}∪ {v′
1, . . . , v′

8, v′′
1 , . . . , v′′

8}. Let B and B′ be the canonical
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(y, z,P)-bridges of the twists corresponding to λ and λ′, respectively. By Claim 5, B

and B′ are each the unique (y, z,P)-bridge that is in H ′ but not in H, and thus

B = B′. In particular, di = d′
i and ui = vi for all i ∈ [6]. By considering the

partition P of D, the four arcs in E(H) \E(H ′) with no endvertex in {u1, . . . , u6}

must be e1 = e′
1, e2 = e′

2, e3 = e′
3, and e4 = e′

4. We conclude that λ = λ′, as

required. −

We determine that if s ≤ k4/(1024n2) and Ms is non-empty, then Ms+1 is

non-empty, and δ+
s ≥ |T | ≥ 9k6n4/107, whence |Ms|/|Ms+1| ≤ ∆−

s+1/δ+
s ≤ 1/10.

Recalling that H ∈ GD is uniformly random, it follows that if s ≤ k4/(1025n2) then

P
[
r(H) = s

∣∣∣H ∈ Q̂D

]
≤ |Ms|
|Mk4/(1024n2)|

=
k4/(1024n2)−1∏

t=s

|Mt|
|Mt+1|

≤
( 1

10

)k4/(1024n2)−s

≤ exp
(
−9k4 log 10

1025n2

)
.

Moreover, we note that if Ms is empty, then clearly P
[
r(H) = s | H ∈ Q̂D

]
= 0.

Since k = n/106, we obtain that P
[
r(H) ≤ k4/(1025n2) | H ∈ Q̂D

]
≤ (k4/(1025n2)+

1) exp(−Ω(n2)) = exp(−Ω(n2)). Since n2/1050 ≤ k4/(1025n2), the result follows.

□

We are now ready to argue that almost all G ∈ Φ(←→Kn) contain large well-spread

collections of bridging gadgets, which will complete our study of the properties we

need to be satisfied by uniformly random G ∈ Φ(←→Kn).

Lemma 4.5.10. Let G ∈ Φ(←→Kn) be chosen uniformly at random, and let E be

the event that for all distinct y, z ∈ [n], G contains a well-spread collection of at

least n2/1050 distinct (y, z)-bridging gadgets. Then P [E ] ≥ 1− exp(−Ω(n2)).

Proof. For D ⊆ [n], let E|D denote the event (in Φ(←→Kn)) that G|D contains a
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well-spread collection of n2/1050 distinct (y, z)-bridging gadgets, for each distinct

y, z,∈ [n]. Let H ∈ GD be chosen uniformly at random, let PD denote the measure

for this probability space, and let E (y,z)
D denote the event (in GD) that H contains

a well-spread collection of n2/1050 distinct (y, z)-bridging gadgets, and define

ED := ⋂
y,z∈[n] distinct E

(y,z)
D .

Claim 1: Suppose D ⊆ [n] has size |D| ≤ 3n/4, let P = (Di)i∈[6] be an equitable

partition of D into six parts, and fix y, z,∈ [n] distinct. Then we have that

PD

[
r(y,z,P)(H) ≥ n2/1050

]
≤ PD

[
E (y,z)

D

]
.

Proof of claim: Suppose that H ∈ GD and that r(H) ≥ n2/1050. By definition

of r(H) (see Definition 4.5.7), there is a collection B of n2/1050 distinct (y, z,P)-

bridges such that for each i ∈ [4], any di ∈ Di, and any arc e ∈ Edi
(H) for which e

does not have y nor z as an endvertex, we have that e is contained in at most one

B ∈ B. Note that for each u ∈ [n]\{y, z}, we have for any B ∈ B which contains u,

that B must contain an arc e incident to u with colour in Di for some i ∈ [4] such

that e is not incident to y nor z. Therefore u is contained in at most 4 ·2 · |D|/6 ≤ n

distinct B ∈ B. For any colour d ∈ D1, any B ∈ B which uses the colour d must

be such that N+
d (y) /∈ {y, z} and must contain the vertex N+

d (y), and thus the

colour d is used by at most n distinct B ∈ B (and similarly for d ∈ Di for all

i ∈ [6]). Now, forming a collection B′ of (y, z)-bridging gadgets in H by deleting

the arcs with colours in D5 ∪D6 for each B ∈ B, it is clear that B′ witnesses that

H ∈ E (y,z)
D . The claim follows. −

Arbitrarily fix c ∈ [n] and D ⊆ [n] of size |D| = n/106, and let F be the set of

all possible colour classes for a proper n-arc colouring of ←→Kn (more precisely, F is

the collection of all sets F of n arcs of ←→Kn such that every vertex of ←→Kn is the head
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of precisely one arc in F and the tail of precisely one arc in F ). Observe that for

a fixed equitable partition P = (Di)6
i=1 of D into six parts, and for fixed distinct

y, z ∈ [n], by (4.5.1), the law of total probability, and Lemma 4.5.4,

PD

[
Q̂D

]
≤ PD

[
Q1

D

]
=
∑

F ∈F
PD [Fc = F ]PD

[
Q1

D | Fc = F
]
≤ exp(−Ω(n2)).

(4.5.3)

Then the law of total probability, (4.5.3), and Lemma 4.5.9 give

PD

[
r(y,z,P)(H) ≤ n2

1050

]
≤ PD

[
r(y,z,P)(H) ≤ n2

1050

∣∣∣∣∣ Q̂D

]
+PD

[
Q̂D

]
≤ exp(−Ω(n2)).

(4.5.4)

By (4.5.4) and Claim 1, PD

[
E (y,z)

D

]
≤ exp(−Ω(n2)), so by a union bound we have

PD

[
ED

]
≤ exp(−Ω(n2)). Then by Proposition 4.4.4, we have

P
[
E
]
≤ P

[
E|D

]
=
∑

H∈ED
comp(H)∑

H∈GD
comp(H) ≤ PD

[
ED

]
· exp(O(n log2 n)) ≤ exp(−Ω(n2)),

which completes the proof of the lemma. □

4.6 Absorption

The aim of this section is to show that if G ∈ Φ(←→Kn) satisfies the conclusions of

Lemmas 4.5.6 and 3.4.8, then G admits a small robustly rainbow-Hamiltonian

subdigraph H (recall Definition 4.3.1), with arbitrarily chosen flexible sets of

appropriate size. In Section 4.7, H will form the key ‘absorbing structure’.

Definition 4.6.1. Let A be a (v, c)-absorbing gadget with abutment vertices

(x4, x5), and let B be a (y, z)-bridging gadget (with all vertices retaining their
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notation as defined in Definitions 4.5.1 and 4.5.2). If (y, z) = (x4, x5), V (A) ∩

V (B) = {y, z}, and ϕA(A) ∩ ϕB(B) = ∅, then we say B bridges A. In this case,

we also say a collection (P1, P2, P3, P4) of properly arc-coloured directed paths

completes the pair (A, B) if:

• P1 has tail x2 and head x3;

• P2 has tail w1 and head w4;

• P3 has tail w5 and head w2;

• P4 has tail w3 and head w6;

• P1, . . . , P4 are mutually vertex-disjoint and the internal vertices of P1, . . . , P4

are disjoint from V (A) ∪ V (B);

• ⋃4
i=1 Pi is rainbow and shares no colour with A ∪B.

In this case, we say that A∗ := A ∪B ∪⋃4
i=1 Pi is a (v, c)-absorber (see Figure 4.1),

and we also define the following.

• The initial vertex of A∗ is x1, and the terminal vertex of A∗ is x6.

• The (v, c)-absorbing path in A∗ is the directed path with arc set {x1v, vx2, x3x4,

x4w1, w4w5, w2w3, w6x5, x5x6} ∪
⋃4

i=1 E(Pi).

• The (v, c)-avoiding path in A∗ is the directed path with arc set {x1x2, x3x5,

x5w3, w6w5, w2w1, w4x4, x4x6} ∪
⋃4

i=1 E(Pi).

Observe that the (v, c)-absorbing path and (v, c)-avoiding path of a (v, c)-

absorber satisfy the following key properties.

(4.6.1) The initial (resp. terminal) vertex of a (v, c)-absorber is the tail (resp. head)

of both the (v, c)-absorbing path and the (v, c)-avoiding path.

(4.6.2) The (v, c)-absorbing path in a (v, c)-absorber contains all of the vertices.

(4.6.3) The (v, c)-absorbing path in a (v, c)-absorber is rainbow and contains all of
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the colours.

(4.6.4) The (v, c)-avoiding path in a (v, c)-absorber contains all of the vertices except

v.

(4.6.5) The (v, c)-avoiding path in a (v, c)-absorber is rainbow and contains all of

the colours except c.

We now use (v, c)-absorbers to define a ‘T -absorber’ for a bipartite graph T , which

will essentially form our absorbing structure in almost all G ∈ Φ(←→Kn), for suitably

chosen T . The role of T is to provide the ‘template’ for which pairs (v, c) must

provide a (v, c)-absorbing path to the rainbow directed Hamilton cycle we are

building, and which pairs must provide a (v, c)-avoiding path.

Definition 4.6.2. Let T be a bipartite graph with bipartition (A, B). A digraph

H equipped with a proper arc-colouring ϕ is a T -absorber if the following holds.

(i) There exist injections fV : A → V (H) and fC : B → ϕ(H) such that for

every ab ∈ E(T ), there is a unique (v, c)-absorber Aab ⊆ H, where v = fV (a)

and c = fC(b), satisfying the following.

(a) For every ab ∈ E(T ), if V (Aab) ∩ V (Aa′b′) ̸= ∅ for some a′b′ ∈ E(T )

where a′b′ ̸= ab, then a = a′ and V (Aa,b) ∩ V (Aa′b′) = {fV (a)}.

(b) For every ab ∈ E(T ), if ϕ(Aab)∩ϕ(Aa′b′) ̸= ∅ for some a′b′ ∈ E(T ) where

a′b′ ̸= ab, then b = b′ and ϕ(Aab) ∩ ϕ(Aa′b′) = {fC(b)}.

(ii) There exist pairwise vertex-disjoint length-three paths P1, . . . , P|E(T )|−1, each

contained in H, satisfying the following.

(a) ⋃|E(T )|−1
i=1 Pi is rainbow and ϕ

(⋃|E(T )|−1
i=1 Pi

)
∩ ϕ

(⋃
e∈E(T ) Ae

)
= ∅.

(b) For some enumeration (e1, . . . , e|E(T )|) of E(T ), for each i ∈ [|E(T )| − 1],

the tail of Pi is the terminal vertex of Aei
and the head of Pi is the
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initial vertex of Aei+1 .

(c) For each i ∈ [|E(T )|−1], Pi is internally vertex-disjoint from ⋃
e∈E(T ) Ae.

(iii) Subject to (i) and (ii), H is minimal.

In this case, we say a vertex fV (a) for some a ∈ A is a root vertex of H and a

colour fC(b) for some b ∈ B is a root colour of H. Moreover, we say the initial

vertex of H is the initial vertex of Ae1 and the terminal vertex of H is the terminal

vertex of Ae|E(T )| .

Suppose that a bipartite graph T is robustly matchable (recall Definition 4.4.2)

with respect to flexible sets A′ and B′. The following lemma shows that a T -

absorber is robustly rainbow-Hamiltonian (recall Definition 4.3.1) with respect to

the root vertices and colours corresponding to A′ and B′. This (together with

Lemmas 4.5.6 and 3.4.8) reduces the task of finding such a subdigraph in almost

all G ∈ Φ(←→Kn) to the task of using large well-spread collections of (v, c)-absorbing

gadgets and (y, z)-bridging gadgets to embed a T -absorber, for an appropriate

robustly matchable T .

Lemma 4.6.3. Let G ∈ Φ(←→Kn) with proper n-arc-colouring ϕ. Let T be a bipartite

graph with bipartition (A, B), let H ⊆ G be a T -absorber, and let u and v be the

initial and terminal vertices of H, respectively. Let A′ ⊆ A and B′ ⊆ B, and let

V ′ and C ′ be the set of root vertices and colours of H corresponding to A′ and

B′, respectively. If T is robustly matchable with respect to flexible sets A′ and B′,

then H is robustly rainbow-Hamiltonian with respect to flexible sets V ′ and C ′ and

initial and terminal vertices u and v.

Proof. Let X ⊆ V ′ and Y ⊆ C ′ such that |X| = |Y | ≤ min{|V ′|/2, |C ′|/2}. It

suffices to show that H − X contains a rainbow directed Hamilton path which
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starts at u and ends at v, not containing a colour in Y . Since H is a T -absorber,

by Definition 4.6.2(i), there exist injections fV : A → V (H) and fC : B → ϕ(H)

such that for every ab ∈ E(T ), there is a unique (v, c)-absorber Aab ⊆ H, where

v := fV (a) and c := fC(b), satisfying (i)(a) and (i)(b). By Definition 4.6.2(ii),

there also exist pairwise vertex-disjoint length-three paths P1, . . . , P|E(T )|−1, each

contained in H, satisfying (ii)(a), (ii)(b), and (ii)(c). Let (e1, . . . , e|E(T )|) be the

enumeration of E(T ) guaranteed by (ii)(b).

Since V ′ and C ′ are the sets of root vertices and colours of H corresponding

to A′ and B′, respectively, f−1
V (X) ⊆ A′ and f−1

C (Y ) ⊆ B′. Thus, since T is

robustly matchable with respect to A′ and B′, there exists a perfect matching M in

T − (f−1
V (X) ∪ f−1

C (Y )). For each ab ∈ E(T ), define a directed path Pab as follows.

If ab ∈M , then let Pab be the (fV (a), fC(b))-absorbing path in Aab, and otherwise

let Pab be the (fV (a), fC(b))-avoiding path in Aab.

Now let P := ⋃
e∈E(T ) Pe ∪

⋃|E(T )|−1
i=1 Pi. We claim that P is a rainbow directed

Hamilton path in H−X which starts at u, ends at v, and does not contain a colour

in Y . To that end, we first show the following:

(a) u has out-degree one and in-degree zero in P ;

(b) v has in-degree one and out-degree zero in P ;

(c) every w ∈ V (P ) \ {u, v} has in-degree and out-degree one in P ;

(d) V (P ) ∩X = ∅;

(e) ϕ(P ) ∩ Y = ∅;

(f) V (H) \X ⊆ V (P ).

Indeed, (a) and (b) follow from (4.6.1), 4.6.2(i)(a), 4.6.2(ii)(b), and 4.6.2(ii)(c),

and (c) follows from (4.6.1), (4.6.4), 4.6.2(i)(a), 4.6.2(ii)(b), and 4.6.2(ii)(c).

To prove (d), note that if w ∈ X, then a := f−1
V (w) /∈ V (M). Thus w is
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not in the paths Pab for b ∈ NT (a) by (4.6.4) as they are all (w, fC(b))-avoiding.

Therefore (d) follows again by 4.6.2(i)(a), 4.6.2(ii)(b), and 4.6.2(ii)(c). The proof

of (e) is the same, with (4.6.5) instead of (4.6.4), 4.6.2(i)(b) instead of 4.6.2(i)(a),

and 4.6.2(ii)(a) instead of 4.6.2(ii)(b) and 4.6.2(ii)(c). To prove (f), first note that

if w ∈ V ′ \ X, then there exists ab ∈ M , where a := f−1
V (w). Thus, w ∈ V (Pab)

by (4.6.2) since Pab is (w, fC(b))-absorbing. In particular, V ′\X ⊆ V (P ). By (4.6.2)

and (4.6.4), 4.6.2(iii) implies that V (H) \ V ′ ⊆ V (P ). Thus, V (H) \X ⊆ V (P ),

as desired.

By (4.6.1), 4.6.2(ii)(b), 4.6.2(ii)(c), and (a)-(c), P contains no cycle, so (a)-(e)

imply that P is indeed a directed path in H −X, not containing a colour in Y ,

which starts at u and ends at v, and (f) implies that P is Hamilton in H −X, as

required. It remains to show that P is rainbow. By (4.6.3), (4.6.5), and 4.6.2(i)(b),⋃
e∈E(T ) Pe is rainbow, so 4.6.2(ii)(a) implies that P is rainbow, as required. □

The following proposition implies that there are many short rainbow paths that

are ‘well-spread’ in all G ∈ Φ(←→Kn). This enables us to embed these paths in any

such G in a vertex- and colour-disjoint way whilst constructing a T -absorber for

suitably chosen T , and whilst absorbing the colours unused by the large rainbow

directed path forests we find in Section 4.7.

Proposition 4.6.4. Let G ∈ Φ(←→Kn) with proper n-arc-colouring ϕ, let V := V (G),

and let C := ϕ(G). Let u, v ∈ V such that u ̸= v, and let c ∈ C. The following

holds for n sufficiently large.

(i) There are at least n2/3 length-three directed rainbow paths in G with head v

and tail u.

(ii) If at most n/2 loops in G are coloured c, then there are at least n2/5 length-
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four directed rainbow paths in G with head v and tail u such that the second

arc is coloured c.

(iii) For every w ∈ V , there are at most 2n length-three directed rainbow paths in

G with head v and tail u that contain w as an internal vertex.

(iv) For every w ∈ V , there are at most 3n length-four directed rainbow paths in

G with head v and tail u that contain w as an internal vertex such that the

second arc is coloured c.

(v) For every d ∈ C, there are at most 3n length-three directed rainbow paths in

G with head v and tail u that contain an arc coloured d.

(vi) For every d ∈ C \ {c}, there are at most 3n length-four directed rainbow

paths in G with head v and tail u that contain an arc coloured d such that

the second arc is coloured c.

Proof. First, for each vertex w ∈ V , we let Bw := {x ∈ V \ {w, v} : ϕ(wx) =

ϕ(xv)}, we say w is bad if |Bw| > n/2, and we let B ⊆ V be the set of bad

vertices. We claim that there is at most one bad vertex; that is, |B| ≤ 1. To that

end, suppose for a contradiction that distinct vertices w and w′ are bad. Since

|Bw|+ |Bw′ | > n, we have Bw ∩Bw′ ̸= ∅. Thus, there exists some x ∈ Bw ∩Bw′ , so

ϕ(wx) = ϕ(xv) = ϕ(w′x), contradicting that ϕ is a proper arc-colouring.

Now we prove (i). Since |B| ≤ 1, there are at least (n−3)(n/2−5) choices of an

ordered pair (w1, w2) where w1 ∈ V \ (B ∪ {u, v}) and w2 ∈ V \ (Bw1 ∪ {u, v, w1})

such that ϕ(uw1) /∈ {ϕ(w1w2), ϕ(w2v)}. For each such pair, there is a distinct

directed path Pw1,w2 := uw1w2v in G. Since ϕ(uw1) /∈ {ϕ(w1w2), ϕ(w2v)} and

w2 /∈ Bw1 , Pw1,w2 is rainbow. Therefore there are at least n2/3 directed length-three

rainbow paths in G with head v and tail u, as desired.
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Now we prove (ii). Let X := {w ∈ V : ϕ(ww) = c}; by assumption, |X| ≤

n/2. Thus, since |B| ≤ 1, there are at least n/2 − 6 choices of an ordered pair

(w1, w2) where w2 ∈ V \ (X ∪ B ∪ {u, v}), w1 ∈ V \ {u, v, w2}, ϕ(w1w2) = c, and

ϕ(uw1) ̸= c. For each such pair, there are at least n/2 − 8 choices of a vertex

w3 ∈ V \ (Bw2 ∪{u, v, w1, w2}) such that {ϕ(w2w3), ϕ(w3v)}∩{ϕ(uw1), c} = ∅. For

each such choice of (w1, w2, w3), there is a distinct directed length-four rainbow

path Pw1,w2,w3 := uw1w2w3v with head v and tail u such that the second arc is

coloured c. Therefore there are at least (n/2− 7)(n/2− 8) ≥ n2/5 such paths, as

desired.

The proofs of (iii)-(vi) are similar, so we only provide a complete proof of (vi).

Fix d ∈ C \ {c}, and let P(vi) be the set of length-four rainbow directed paths

in G with head v and tail u that contain an arc coloured d such that the second

arc is coloured c. Partition P(vi) into sets P(vi),1, . . . ,P(vi),4 such that for i ∈ [4], a

path P ∈ P(vi),i if the arc coloured d is the ith arc of P . Since d ̸= c, P(vi),2 = ∅.

Every path in P(vi),1 is uniquely determined by the vertex in the path adjacent to

v, every path in P(vi),3 is uniquely determined by an ordered pair (w2, w3) such

that ϕ(w2w3) = d, and every path in P(vi),4 is uniquely determined by an ordered

pair (w1, w2) such that ϕ(w1w2) = c. Therefore |P(vi)| ≤ 3n, as desired.

We conclude by outlining the necessary changes to the proof of (vi) to obtain

proofs of (iii)-(v). Define P(iii), P(iv), and P(v) in an analogous way. Partition P(iii)

and P(iv) based on the position of w in each path, and partition P(v) based on the

position of the arc coloured d. Finally, show that each part contains at most n

paths. □

For any m = ω(1) (in Section 4.7 we will set m := ⌊n/ log3 n⌋, and we assume n
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to be sufficiently large) we have by Lemma 4.4.3 that there exists a 256-regular

2RMBG(7m, 2m), say T (recall Definition 4.4.2). In the following lemma, we show

that if m < n/ log n, then we may greedily embed a T -absorber in any G ∈ Φ(←→Kn)

that satisfies the conclusions of Lemma 4.5.6 and 3.4.8, by choosing each absorber

successively in three steps: for each edge vc of T , we first embed a (v, c)-absorbing

gadget A, then choose a bridging gadget B that bridges A (recall Definition 4.6.1),

and finally use Proposition 4.6.4 to embed the extra short rainbow paths required

to complete the (v, c)-absorber and connect it to the previously embedded absorber.

Lemma 4.6.5. Let G ∈ Φ(←→Kn) with proper n-arc-colouring ϕ, let V := V (G), and

let C := ϕ(G). Let m < n/ log n, let T be a 256-regular 2RMBG(7m, 2m), let

U ⊆ V and D ⊆ C such that |U | = |D| = 7m, and let V ′ ⊆ U and C ′ ⊆ D such

that |V ′| = |C ′| = 2m. For n sufficiently large, if

• for all v ∈ V and c ∈ C, G contains a well-spread collection Av,c of at

least n2/2100 (v, c)-absorbing gadgets and

• for all distinct y, z ∈ V , G contains a well-spread collection By,z of at

least n2/1050 (y, z)-bridging gadgets,

then G contains a T -absorber H rooted on vertices U and colours D such that V ′

and C ′ are the sets of root vertices and colours of H corresponding to the flexible

sets of T .

Proof. Denote the bipartition of T by (A, B), let A′ ⊆ A and B′ ⊆ B be the

flexible sets of T , and enumerate the edges of T as e1, . . . , e|E(T )|. Let fV : A→ U

and fC : B → D be bijections, chosen such that fV (A′) = V ′ and fC(B′) = C ′. For

each j ∈ [|E(T )|], we inductively choose

(i) a (v, c)-absorbing gadget Aj in G, where ab := ej , v := fV (a), and c := fV (b),
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(ii) a (yj, zj)-bridging gadget Bj in G, where (yj, zj) is the pair of abutment

vertices of Aj, which bridges Aj, and

(iii) length-three rainbow directed paths Pj,1, . . . , Pj,5 in G, such that Pj,1, . . . , Pj,4

complete the pair (Aj, Bj) to a (v, c)-absorber A∗
j ,

such that the following holds:

(a)j V (Aj) ∩ U = {fV (a)}, V (Aj) ∩ V (Pℓ,5) = ∅ for all ℓ < j, and if V (Aj) ∩

V (A∗
ℓ) ̸= ∅ for some ℓ < j, then V (Aj) ∩ V (A∗

ℓ) = {fV (a)}, where a ∈

ej ∩ eℓ ⊆ A;

(b)j ϕ(Aj)∩D = {fC(b)}, ϕ(Aj)∩ϕ(Pℓ,5) = ∅ for all ℓ < j, and if ϕ(Aj)∩ϕ(A∗
ℓ) ̸= ∅

for some ℓ < j, then ϕ(Aj) ∩ ϕ(A∗
ℓ) = {fC(b)}, where b ∈ ej ∩ eℓ ⊆ B;

(c)j V (Bj) ∩ V (A∗
ℓ ∪ Pℓ,5) = ∅ for all ℓ < j, and V (Bj) ∩ U = ∅;

(d)j ϕ(Bj) ∩ ϕ(A∗
ℓ ∪ Pℓ,5) = ∅ for all ℓ < j, and ϕ(Bj) ∩D = ∅;

(e)j V (Pj,k) ∩ V (A∗
ℓ ∪ Pℓ,5) = ∅ for all k ∈ [4] and ℓ < j, and V (Pj,k) ∩ U = ∅ for

all k ∈ [5];

(f)j ϕ(Pj,k) ∩ ϕ(A∗
ℓ ∪ Pℓ,5) = ∅ for all k ∈ [4] and ℓ < j, and ϕ(Pj,k) ∩D = ∅ for

all k ∈ [5];

(g)j ϕ(Pj,5) ∩ ϕ(A∗
ℓ) = ∅ for all ℓ ≤ j, and ϕ(Pj,5) ∩ ϕ(Pℓ,5) = ∅ for all ℓ < j;

(h)j if j > 1, then the tail of Pj,5 is the terminal vertex of A∗
j−1, the head of Pj,5 is

the initial vertex of A∗
j , Pj,5 is internally vertex-disjoint from A∗

ℓ for all ℓ ≤ j,

V (Pj,5) ∩ V (Pℓ,5) = ∅ for all ℓ < j, and if j = 1, then Pj,5 = ∅.

To that end, we let i ∈ [|E(T )|] and assume Aj , Bj , and Pj,1, . . . , Pj,5 satisfying (a)j-

(h)j have been chosen for j < i, and we show that we can indeed choose Aj,

Bj, and Pj,1, . . . , Pj,5 according to (i)-(iii) satisfying (a)j-(h)j for j = i. Let

U ′ := U ∪ ⋃ℓ<j V (A∗
ℓ ∪ Pℓ,5), and let D′ := D ∪ ⋃ℓ<j ϕ(A∗

ℓ ∪ Pℓ,5). For every ℓ < j,

we have by (i)–(iii) that |V (A∗
ℓ ∪ Pℓ,5)|, |ϕ(A∗

ℓ ∪ Pℓ,5)| ≤ 24. Thus, since T is
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256-regular and m < n/ log n,

|U ′|, |D′| ≤ 7m + 24j ≤ 43008m < 43008n/ log n. (4.6.6)

First we show that we can choose a (v, c)-absorbing gadget Aj according to (i)

satisfying (a)j and (b)j. By assumption, G contains a well-spread collection Av,c

of n2/2100 (v, c)-absorbing gadgets. For each u ∈ U ′, let Au := {Agdgt ∈ Av,c : u ∈

V (Agdgt)}, and for each d ∈ D′, let Ad := {Agdgt ∈ Av,c : d ∈ ϕ(Agdgt)}. Let A′
v,c :=

Av,c\(
⋃

u∈U ′\{v}Au∪
⋃

d∈D′\{c}Ad). SinceAv,c is well-spread, |Au|, |Ad| ≤ n for every

u ∈ U ′ \ {v} and d ∈ D′ \ {d}, so by (4.6.6), |A′
v,c| ≥ |Av,c| − 86016n2/ log n > 0.

In particular, there exists Aj ∈ A′
v,c. By construction of A′

v,c, Aj satisfies (a)j

and (b)j, as desired.

Now let (yj, zj) be the abutment vertices of Aj . By a similar argument, we can

choose a (yj, zj)-bridging gadget Bj according to (ii) satisfying (c)j and (d)j.

Finally, we show that we can choose Pj,1, . . . , Pj,5 according to (iii) satisfying (e)j-

(h)j. The argument is again similar, using (i), (iii), and (v) of Proposition 4.6.4

instead of the existence of a well-spread collection of gadgets, so we omit the proof.

To complete the proof, we show that H := ⋃|E(T )|
i=1 A∗

i ∪
⋃|E(T )|−1

i=1 Pi+1,5 is a

T -absorber rooted on vertices U and colours D. Since (a)j-(f)j hold for every

j ∈ [|E(T )|], H satisfies 4.6.2(i), and since (g)j and (h)j hold for every j ∈ [|E(T )|],

H satisfies 4.6.2(ii). Clearly H is minimal with respect to these properties, so H

also satisfies 4.6.2(iii). Thus, H is a T -absorber rooted on U and D, as desired.

Moreover, by the choice of fV and fC , V ′ and C ′ are the sets of root vertices and

colours of H corresponding to the flexible sets of T , as desired. □
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4.7 Proof of Theorem 4.1.6

In this section we use the results we have obtained thus far to prove Theorem 4.1.6.

We begin by arguing that a ‘lower-quasirandomness’ condition in G ∈ Φ(←→Kn)

(which holds in almost all G ∈ Φ(←→Kn) by Theorem 4.4.7) is enough to ensure the

existence of many rainbow directed path forests spanning all but a small arbitrary

set of vertices, avoiding a small arbitrary forbidden set of colours, and having few

components. We remark that the method we use to count the rainbow directed

path forests is inspired by the method used by Kwan (see the proof of [90, Lemma

5.5]) to count large matchings in random Steiner triple systems.

Definition 4.7.1. Let G ∈ Φ(←→Kn) with proper n-arc-colouring ϕ, let V := V (G),

and let C := ϕ(G). We say that G is lower-quasirandom if for all (not necessarily

distinct) sets U1, U2 ⊆ V and D ⊆ C, we have that eG,D(U1, U2) ≥ |U1||U2||D|/n−

n5/3.

Lemma 4.7.2. Let G ∈ Φ(←→Kn) with proper n-arc-colouring ϕ, let V := V (G),

and let C := ϕ(G). Let U ⊆ V and let D ⊆ C be equal-sized sets of size at most

n/ log2 n. If G is lower-quasirandom, then there are at least ((1− o(1))n/e2)n

spanning rainbow directed path forests Q of G− U such that ϕ(Q) ∩D = ∅ and Q

has at most n9/10 components.

Proof. Throughout the proof we implicitly assume n is sufficiently large for

certain inequaities to hold. We say a rainbow directed path forest in G is valid if

it has no vertices in U and no colours in D. Let n′ := n − |U | − ⌊n9/10⌋, and let

n′′ := n− |U |. If Q is a spanning directed path forest of G−U , then the number of

components of Q is equal to |V \ U | − |E(Q)|, so Q has at most n9/10 components

if and only if it has at least n′ arcs. Thus, it suffices to count the number of valid
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rainbow directed path forests in G that have n′ arcs. To that end, we first count the

number of ordered sequences of arcs (e1, . . . , en′) such that ⋃n′

i=1 ei is a valid rainbow

directed path forest in G. We claim that for every j ∈ [n′], if e1, . . . , ej−1 are arcs

in G such that ⋃j−1
i=1 ei is a valid rainbow directed path forest, then there are at

least (1− o(1)) (n′′ − (j − 1))3 /n choices of an arc ej ∈ E(G) such that ⋃j
i=1 ej is

also a valid rainbow directed path forest. Let VH be the set of vertices u ∈ V \ U

such that u has no out-neighbor in ⋃j−1
i=1 ei, let VT be the set of vertices u ∈ V \ U

such that u has no in-neighbor in ⋃j−1
i=1 ei, and let D′ := (C \D) \⋃j−1

i=1 ϕ(ei). Since

G is lower-quasirandom, since |VH | = |VT | = |D′| = n − |U | − (j − 1), and since

j ≤ n′ = n′′ − ⌊n9/10⌋, we have that

eG,D′(VH , VT ) ≥ (n− |U | − (j − 1))3

n
− n5/3 ≥ (1− o(1)) (n′′ − (j − 1))3

n
. (4.7.1)

The spanning path forest in G−U with edge set {e1, . . . , ej−1} has k := n′′− (j−1)

components, which we denote P1, . . . , Pk. For every i ∈ [k], there is a unique arc fi ∈

E(G) (whose head is the tail of Pi and whose tail is the head of Pi) such that Pi∪fi

is a directed cycle. Let F := {f1, . . . , fk}, and let ej ∈ EG,D′(VH , VT ) \ F . By the

choice of VH , VT , D′, and F , we have that ⋃j
i=1 ei is rainbow, has maximum in-degree

and out-degree one, and contains no cycle. Hence, it is a valid rainbow directed path

forest, as required. By (4.7.1), |EG,D′(VH , VT ) \ F | ≥ (1− o(1)) (n′′ − (j − 1))3 /n,

so the claim follows.

Therefore, the number of ordered sequences of arcs e1, . . . , en′ ∈ E(G) such that
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⋃n′

i=1 ei is a valid rainbow directed path forest is at least

n′∏
j=1

(1− o(1)) (n′′ − (j − 1))3

n
=
(

(1− o(1)) (n′′)3

n

)n′

exp
3

n′∑
j=1

log
(

1− j − 1
n′′

) .

(4.7.2)

Since |U | ≤ n/ log2 n, we have n′ ≥ n− 2n/ log2 n and (n′′)3/n ≥ (1− 3/ log2 n)n2.

Hence,

(
(n′′)3

n

)n′

≥
((

1− 3
log2 n

)
n2
)n

n−4n/ log2 n ≥
(
(1− o(1)) n2

)n
. (4.7.3)

Since the function x 7→ log(1 − x) is negative and monotonically decreasing for

x ∈ [0, 1),

n′∑
j=1

1
n′′ log

(
1− j − 1

n′′

)
≥
∫ n′/n′′

0
log(1− x) dx ≥

∫ 1

0
log x dx = −1. (4.7.4)

By substituting (4.7.3) and (4.7.4) into the right side of (4.7.2), the expression

in (4.7.2) is at least

(
(1− o(1)) n2

)n
e−3n′′ ≥

(
(1− o(1)) n2

e3

)n

. (4.7.5)

By Stirling’s approximation, n! = (1 + O(1/n))
√

2πn(n/e)n ≤ ((1 + o(1))n/e)n.

Hence, since (4.7.5) provides a lower bound on the number of ordered sequences of

edges e1, . . . , en′ ∈ E(G) such that ⋃n′

i=1 ei is a valid rainbow directed path forest,

the total number of valid rainbow directed path forests in G with at most n9/10

components is at least

(
(1− o(1)) n2

e3

)n/
n! ≥

(
(1− o(1)) n

e2

)n

,
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as desired. □

We now have all the tools we need to prove Theorem 4.1.6.

Proof of Theorem 4.1.6. Let G ∈ Φ(←→Kn) with proper n-arc-colouring ϕ, let

V := V (G), and let C := ϕ(G). By Lemma 4.4.6, Theorem 4.4.7, and Lemmas 4.5.6

and 3.4.8, it suffices to show that if

(4.7.6) for every c ∈ C, at most n/2 loops in G are coloured c,

(4.7.7) G is lower-quasirandom,

(4.7.8) G contains a well-spread collection of at least n2/2100 (v, c)-absorbing gadgets

for every v ∈ V and c ∈ C, and

(4.7.9) G contains a well-spread collection of at least n2/1050 (y, z)-bridging gadgets

for every y, z ∈ V ,

then G contains at least ((1− o(1)) n/e2)n rainbow directed Hamilton cycles.

Let m = ⌊n/ log3 n⌋, and let T be a 256-regular 2RMBG(7m, 2m) (which exists

by Lemma 4.4.3). We build a T -absorber H in G using Lemma 4.6.5, but first

we need the following claim to choose the roots of H that will correspond to the

flexible sets of T .

Claim 1: There exist V ′ ⊆ V and C ′ ⊆ C such that |V ′| = |C ′| = 2m and for

every u, v ∈ V such that u ≠ v and for every c ∈ C, there are at least n99/50 directed

paths P in G such that

(i) P is rainbow and has length four,

(ii) P has head v and tail u,

(iii) the second arc of P is coloured c,

(iv) V (P ) \ {u, v} ⊆ V ′, and

(v) ϕ(P ) \ {c} ⊆ C ′.
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Proof of claim: Let p := (2m + n9/10)/n, and let U ′ ⊆ V and D′ ⊆ C be chosen

randomly by including every v ∈ V in U ′ and every c ∈ C in D′ independently

with probability p. We claim that the following holds with high probability:

(a) |U ′|, |D′| = pn± n4/5, and

(b) for every u, v ∈ V such that u ̸= v and for every c ∈ C, there are at least

p6n2/10 directed paths P in G satisfying (i)-(iii), such that V (P )\{u, v} ⊆ U ′

and ϕ(P ) \ {c} ⊆ D′.

Indeed, (a) follows from a standard application of the Chernoff Bound. To prove (b),

we use McDiarmid’s Inequality. To that end, fix u, v ∈ V distinct and c ∈ C. We

let f denote the random variable counting the number of paths satisfying (b). Note

that f is determined by the independent binomial random variables {Xw : w ∈

V } ∪ {Xd : d ∈ C}, where Xw indicates if w ∈ U ′ and Xd indicates if d ∈ D′.

By (4.7.6) and Proposition 4.6.4(ii), there are at least n2/5 paths satisfying (i),

(ii), and (iii), and each such path satisfies V (P ) \ {u, v} ⊆ U ′ with probability p3

and ϕ(P ) \ {c} ⊆ D′ with probability p3, independently. Hence, E [f ] ≥ p6n2/5.

For each w ∈ V , by Proposition 4.6.4(iv), Xw affects f by at most 3n, and for

each d ∈ C, by Proposition 4.6.4(vi), Xd affects f by at most 3n. Therefore by

McDiarmid’s Inequality (Theorem 4.4.1) applied with t := E [f ] /2, there are at

least p6n2/10 paths satisfying (b) with probability at least 1 − exp(−Ω(p12n)).

Hence, by a union bound, (b) holds for every u, v ∈ V with u ≠ v and every c ∈ C

with high probability, as claimed.

Now we fix a choice of U ′ and D′ satisfying both (a) and (b) simultaneously.

By (a), |U ′|, |D′| ≥ 2m, so there exists V ′ ⊆ U ′ and C ′ ⊆ D′ such that |V ′| =

|C ′| = 2m, as required. Moreover, by (a), |U ′ \ V ′|, |D′ \ C ′| ≤ 2n9/10. Thus, by

Proposition 4.6.4(iv) and 4.6.4(vi), (b) implies that for every u, v ∈ V distinct
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and c ∈ C, there are at least p6n2/10 − 2(2n9/10)(3n) ≥ n99/50 directed paths

satisfying (i)-(v), as desired. −

Now let U ⊆ V and D ⊆ C such that |U | = |D| = 7m, V ′ ⊆ U , and C ′ ⊆ D. By

Lemma 4.6.5, (4.7.8), and (4.7.9), there is a T -absorber H in G rooted on U and D

such that V ′ and C ′ are the sets of root vertices and colours of H corresponding to

the flexible sets of T . By Lemma 4.6.3, H is robustly rainbow-Hamiltonian with

respect to flexible sets V ′ and C ′ and initial and terminal vertices t and h, where t

is the initial vertex of H and h is the terminal vertex of H. Note that

|V (H)| = 22|E(T )| − 2 + |U | and |ϕ(H)| = 22|E(T )| − 3 + |D|. (4.7.10)

Claim 2: If Q is a spanning rainbow path forest in G− V (H), sharing no colour

with H, with at most n9/10 components, then G has a rainbow directed Hamilton

cycle F such that F − V (H) = Q.

Proof of claim: Let P1, . . . , Pk be the components of Q, and for each i ∈ [k], let

hi be the head of Pi, and let ti be the tail of Pi. Let tk+1 denote the initial vertex

of H, and let h0 denote the terminal vertex of H. That is, tk+1 := t and h0 := h.

Let c1, . . . , ck′ be an enumeration of the colours in C \ (ϕ(H) ∪ ϕ(Q)). Since Q is

rainbow, |ϕ(Q)| = |E(Q)| = |V \ V (H)| − k, so by (4.7.10), k′ = k + 1.

By Claim 1, for each j ∈ [k + 1], there is a collection Pj of at least n99/50

directed paths satisfying (i)-(v) where u = hj−1, v = tj, and c = cj. For each

j ∈ [k + 1], we inductively choose a path P ′
j ∈ Pj such that

(a)j ϕ(P ′
j) ∩ ϕ(P ′

ℓ) = ∅ for every ℓ < j and

(b)j V (P ′
j) ∩ V (P ′

ℓ) ∩ V ′ = ∅ for every ℓ < j.

To that end, we let i ∈ [k + 1] and assume P ′
j ∈ Pj has been chosen to satisfy (a)j
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and (b)j for each j < i, and we show that we can indeed choose such a P ′
j for j = i.

Let Uj := V ′ ∩ ⋃j−1
ℓ=1 V (P ′

ℓ), and let Dj := D′ ∩ ⋃j−1
ℓ=1 ϕ(P ′

ℓ). For each u ∈ Uj, let

Pu := {P ∈ Pj : u ∈ V (P )}, and for each d ∈ Dj, let Pd := {P ∈ Pj : d ∈ ϕ(P )}.

Let P ′
j := Pj \

(⋃
u∈Uj
Pu ∪

⋃
d∈Dj
Pd

)
. By Proposition 4.6.4(iv), |Pu| ≤ 3n for each

u ∈ Uj , and by Proposition 4.6.4(vi), |Pd| ≤ 3n for each d ∈ Dj . Since P ′
ℓ has length

four for each ℓ < j, we have |Uj|, |Dj| ≤ 3k. Hence, |P ′
j| ≥ n99/50 − (6k)(3n) > 0.

In particular, there exists P ′
j ∈ P ′

j . By construction of P ′
j , P ′

j satisfies (a)j and (b)j ,

as desired.

Since Q shares no vertices or colours with H, for each j ∈ [k + 1], since the

internal vertices of P ′
j are in V ′ ⊆ V (H) and since ϕ(P ′

j) \ D′ = {cj}, it follows

that P ′
j ∪ Pj is a rainbow directed path with tail hj−1 and head hj. Moreover, by

induction, using (a)j and (b)j, if j ≤ k, then ⋃j
ℓ=1(P ′

ℓ ∪ Pℓ) is a rainbow directed

path with tail h0 and head hj, and in particular, P ∗
1 := P ′

k+1 ∪
⋃k

ℓ=1(P ′
ℓ ∪ Pℓ) is a

rainbow directed path with tail h0 and head tk+1.

Let X := V ′ ∩ ⋃k+1
j=1 V (P ′

j), and let Y := D′ ∩ ⋃k+1
j=1 ϕ(P ′

j). Note that |X|, |Y | ≤

3(k + 1) ≤ m. Therefore, since H is robustly rainbow-Hamiltonian, there exists

a rainbow directed Hamilton path P ∗
2 in H −X with tail tk+1 and head h0, not

containing a colour in Y . Now F := P ∗
1 ∪ P ∗

2 is a rainbow directed Hamilton cycle

in G, and F − V (H) = Q, as desired. −

By Lemma 4.7.2 and (4.7.10), there is a collectionQ of at least ((1− o(1))n/e2)n

spanning rainbow directed path forests in G− V (H) that share no colours with

ϕ(H) and have at most n9/10 components. By Claim 2, for every Q ∈ Q, there

is a rainbow directed Hamilton cycle FQ such that F − V (H) = Q. Therefore

{FQ : Q ∈ Q} is a collection of at least ((1− o(1))n/e2)n distinct rainbow directed
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Hamilton cycles in G, as desired. □
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4.8 Appendix: Proofs of Lemmas 4.5.4 and 4.5.6

In this section we make clear the changes one needs to make to the arguments

of [56] to obtain Lemmas 4.5.4 and 4.5.6. Lemma 4.5.6 is analogous to [56, Lemma

3.8] (minus the notion of ‘edge-resilience’), and Lemma 4.5.4 is a direct analogue

of [56, Lemma 6.3]. The proof of Lemma 4.5.4 can be obtained via a straightforward

modification of the proof of [56, Lemma 6.3], and we describe this first. Then, we

show how to adapt the proof of Lemma 4.5.6 from the proof of [56, Lemma 3.8],

which can be be summarized as follows:

• the main ingredients in the proof of [56, Lemma 3.8] are [56, Lemmas 6.3,

6.8, and 6.9], and we will need an analogue of each of these;

• as mentioned, Lemma 4.5.4 is the analogue of [56, Lemma 6.3], and the proof

adapts easily to this setting;

• we will need the obvious directed analogues of [56, Definitions 6.4–6.7] used

in [56, Lemmas 6.8 and 6.9];

• we will need an analogue of [56, Lemma 6.8] (namely Lemma 4.8.1), which
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we break down into three claims, of which only the second does not quickly

follow as an analogue of claims in the proof of [56, Lemma 6.8];

• the proof of [56, Lemma 6.9] adapts easily to this setting;

• the proof of [56, Lemma 3.8] from [56, Lemmas 6.3, 6.8, and 6.9] is essentially

the same (see Lemma 4.8.2), with an extra step to deal with the conditioning

on the number of loops in each colour class.

To prove Lemma 4.5.4, the main idea is that we can perform a switching operation

very similar to that in the proof of [56, Lemma 6.3], whilst avoiding any arcs

coloured c, thus leaving the colour class of c unchanged.

Proof of Lemma 4.5.4. Modify the proof of [56, Lemma 6.3] by fixing an

outcome F of Fc and analyzing the following ‘rotate’ switching operation on

the set of H ∈ GD whose c-colour class is F . For fixed A, B ⊆ [n] satisfying

|A| = |B| = |D| = n/106, we instead say that a ‘rotation system’ of H is a

subdigraph R ⊆ G together with a labelling of its vertices V (R) = {a, b, v, w} such

that E(R) = {ab, vw} where a ∈ A, b ∈ B, v /∈ A, w /∈ B, aw, vb /∈ E(H), and

ϕH(ab) = ϕH(vw) ̸= c. Then the ‘rotate’ switching operation replaces the arcs ab

and vw with the arcs aw and vb, each in colour ϕH(ab) ̸= c, thus leaving the c-colour

class, F , unchanged. Analyzing auxiliary bipartite graphs Bs as in the proof of [56,

Lemma 6.1] and defining δs and ∆s−1 to be the analogous quantities, where an

edge captures a rotation operation destroying an arc from A to B in some H ∈Ms,

it is simple to see that ∆s−1 ≤ |D|3, and δs ≥ (n − |A| − |B| − 2|D|)(s − |A|) =
999996

106 n(s− |D|) (here the ‘−|D|’ term occurs due to avoiding any arc of colour c

to be the one that the rotation switching operation destroys between A and B).

Then for s ≥ 3|D|3
2n

and n sufficiently large we obtain that |Ms|/|Ms−1| ≤ 9/10.
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Proceeding as in the end of the proof of [56, Lemma 6.1], the result follows. □

The rest of the appendix is dedicated to the proof of Lemma 4.5.6, which we

split into two lemmas (Lemmas 4.8.1 and 4.8.2), which roughly speaking correspond

to [56, Lemmas 6.8 and 6.9] and the proof of [56, Lemma 3.8], respectively. We

begin by defining six events (in addition to E and C defined in the lemma statement

and Q1
D defined in Definition 4.5.3) that we will use, as well as giving some extra

notation. For fixed c ∈ [n], we define Ec to be the event in the probability space S

corresponding to uniformly random choice of G ∈ Φ(←→Kn), that G contains a well-

spread collection of n2/2100 (v, c)-absorbing gadgets, for all v ∈ [n]. We define Cc to

be the event in S that there are at most n/109 c-loops in G, and for fixed D ⊆ [n]

we define (Ec|D) to be the event in S that G|D contains a well-spread collection

of n2/2100 (v, c)-absorbing gadgets, for all v ∈ [n].

For fixed D ⊆ [n] and c ∈ D we define Ec
D to be the event in the probability

space SD corresponding to uniformly random choice of H ∈ GD, that H contains

a well-spread collection of n2/2100 (v, c)-absorbing gadgets, for all v ∈ [n], and

we define Cc
D to be the event in SD that there are at most n/109 c-loops in H.

Finally, we define the event Q̃D in SD in an analogous way to the definition of Q̃col
D∗

in [56] (see the text preceding Definition 6.7 in the cited paper). Indeed, for an

equitable partition (Di)4
i=1 of D we define ‘(v, c,P)-gadgets’, ‘distinguishability’

of (v, c,P)-gadgets, ‘saturation’ of c-arcs, and the function r(v,c,P) : GD → [n|D|]0

in ways corresponding to [56, Definitions 6.4–6.6]. (Just add the necessary dir-

ections as per Definition 4.5.1 of the current paper, orienting the d4-arc (with

d4 ∈ D4) of a (v, c,P)-gadget away from v (say).) Then Q̃D is the set of

H ∈ GD such that if r(v,c,P)(H) = s, then eH(A, B) ≤ 2|D|3/n + 6s for all
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A, B ⊆ [n] such that |A| = |B| = |D|. Q̃D is just a reformulation of upper-

quasirandomness which is closed under the switching operation we use to find

(v, c,P)-gadgets. The following lemma plays a role analogous to [56, Lemmas 6.8

and 6.9]. First, we discuss the switching operation that we will use in the proof.

Suppose D ⊆ [n], v, c ∈ [n], let H ∈ GD, and fix a partition P = (Di)4
i=1 of D.

Let u1, u2, . . . , u14 ∈ [n]\{v}, where u1, u2, u5, u6, u7, u8, u9, u10, u13, u14 are distinct

and {u1, u2, u5, u6, u7, u8, u9, u10, u13, u14}∩{u3, u4, u11, u12} = ∅. Then we say that

a subgraph T ⊆ H[{v, u1, u2, . . . , u14}] is a twist system of H if T satisfies [56,

Definition 6.7(i)–(vii)] (with directions added as discussed above), and we define

the switching operation ‘twistT ’ and the ‘canonical (v, c,P)-gadget of the twist’

analogously to [56, Definition 6.7]. We use the notation PD for the measure of the

probability space SD.

Lemma 4.8.1. Suppose D ⊆ [n] has size |D| = n/106, and fix c ∈ D. Then

PD

[
Ec

D

∣∣∣ Q̃D ∩ Cc
D

]
≥ 1− exp

(
−Ω(n2)

)
.

Proof. It is simple to repurpose the arguments of [56, Lemma 6.9] to show that

if r(v,c,P)(H) ≥ n2/2100 for all v then Ec
D occurs, whence it suffices to show that

PD

[(
∃v ∈ [n] : r(v,c,P)(H) ≤ n2

2100

) ∣∣∣∣∣ Q̃D ∩ Cc
D

]
≤ exp

(
−Ω

(
n2
))

, (4.8.1)

for an arbitrary fixed equitable partition P = (Di)4
i=1. Fix such a P. We show

that (4.8.1) holds by analysing the twist switching operation. We will ensure that

we only perform twists which increase r(H) (by precisely one). Note that the

set Q̃D ∩ Cc
D is closed under such twists, since we only add six arcs, and we do not

add nor delete any arc coloured c. Let k := |D| = n/106, and fix v ∈ [n]. Analyzing
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auxiliary bipartite graphs Bs analogous to those in the proof of [56, Lemma 6.8], it

is simple to see that ∆s+1 ≤ (s + 1)n4 for all s ∈ [nk − 1]0. We now seek a lower

bound for δs in the case that s ≤ k4/216n2. To that end, we fix such an s, fix H in

(the analogue of) T D
s , and bound from below the degree of H in Bs by finding many

twist systems in H with desirable properties. Note that [56, Lemma 6.8, Equation

(6.2)] holds as stated, with eG(A, B) replaced by eH(A, B). The remainder of the

proof now largely splits into three claims.

Claim 1: There is a set Dgood
3 ⊆ D3 of size |Dgood

3 | ≥ k/10 such that for all

d ∈ Dgood
3 we have

(i) |Ed(N−
D1(x), N+

D2(x))| ≤ 200k2/n (in H);

(ii) there are at most 64k3/n2 d-arcs e in H with the property that e lies in some

distinguishable (v, c,P)-gadget in H whose c-arc is not supersaturated;

(iii) there are at most n/100 d-loops in H.

Proof of claim: We have that (i) and (ii) hold for at least k/8 colours d ∈ D3

analogously to [56, Lemma 6.8, Claim 1], so it suffices to note that at most 100

colours fail condition (iii). −

Claim 2: There is a set Λ ⊆ {(d1, d2, d3, d4, f1, f2) : d1 ∈ D1, d2 ∈ D2, d3 ∈

Dgood
3 , d4 ∈ D4, f1, f2 ∈ Ed3(H)} of size |Λ| ≥ k4n2/10000 such that for each

(d1, d2, d3, d4, f1, f2) ∈ Λ the following holds:

(i) v /∈ {u1, u2, . . . , u14};

(ii) u1, u2, u5, u6, u7, u8, u9, u10, u13, u14 are distinct;

(iii) {u1, u2, u5, u6, u7, u8, u9, u10, u13, u14} ∩ {u3, u4, u11, u12} = ∅,

where for each (d1, d2, d3, d4, f1, f2) ∈ Λ, we set u7 := N+
d4 (v) , u5 := N−

d1 (u7) , u3 :=

N−
d3 (u5) , u8 := N−

c (u7) , u6 := N−
d2 (u8) , u4 := N+

d3 (u4) , u2 := tail (f1) , u1 :=
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head (f1) , u9 := N−
d1 (v) , u11 := N+

d3 (u9) , u10 := N+
d2 (v) , u12 := N−

d3 (u10) , u13 :=

tail (f2) , u14 := head (f2).

Proof of claim: We define R :=
{
N−

c

(
N+

d4 (v)
)

: d4 ∈ D4
}

. Since |R| ≤ k we have

that eH(N+
D2(v), R) ≤ 10k3/n, whence for all d4 ∈ D4 but a set Dbad

4 of size at

most k/10, there are at most 100k2/n colours d2 ∈ D2 for which there is an arc

from N+
d2 (v) to N−

c

(
N+

d4 (v)
)
. We now begin construction of the tuples λ ∈ Λ

by selecting d4 ∈ D4 avoiding any colours for which we have a d4-loop at v, or

d4 ∈ Dbad
4 , or the c-arc with head N+

d4(v) is saturated or a loop. Due to our

conditioning on Cc
D, we have at least k/4 − 1 − k/1000 − k/16 − k/10 ≥ k/20

acceptable choices for d4. Next we choose d1 ∈ D1 avoiding the colours of the

arcs vv, u7u7, vu8 (if they are present in H) so that we have at least k/5 acceptable

choices. Now we choose d2 ∈ D2 avoiding the colours of 8 arcs which if chosen would

cause us to give the label u6 or u10 to a vertex already labelled, and also avoiding

any of the at most 100k2/n = n/1010 choices of d2 for which there is an arc from u10

to u8. (This ensures that u6 and u10 are distinct vertices.) There are at least k/5

acceptable choices for d2. There are at most 21 colours d3 ∈ Dgood
3 we must avoid

for relabelling reasons. Our choice of d3 may cause u3 = u4 and/or u11 = u12, or

instead may cause u3 = u11 and/or u4 = u12, but this seems difficult to avoid,

and does not cause any problems. Thus there are at least k/12 acceptable choices

of d3 ∈ Dgood
3 . We now choose f1 to be a non-loop d3-arc (recall condition (iii) of

Claim 1) with neither endvertex labelled so far. Choosing f2 similarly, we conclude

that |Λ| ≥ k
20 ·

k
5 ·

k
5 ·

k
12 ·

19n
20 ·

19n
20 ≥

k4n2

10000 . −

For each tuple λ = (d1, d2, d3, d4, f1, f2) ∈ Λ, define Tλ to be the subgraph

of H with vertex set V (Tλ) = {v, u1, u2, . . . , u14} and arcs u2u1, u3u5, u6u4, u5u7,
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u6u8, u8u7, vu7, u9v, vu10, u9u11, u12u10, u13u14 (with the vertices ui defined as in

Claim 2).

Claim 3: There is a set Λ∗ ⊆ Λ of size at least |Λ|/2 such that each λ ∈ Λ∗

satisfies the following properties:

(Q1) Tλ is a twist system of H;

(Q2) deleting the six d3-arcs in Tλ does not decrease r(H);

(Q3) the canonical (v, c,P)-gadget of the twist twistTλ
(H) is distinguishable, and it

is the only (v, c,P)-gadget that is in twistTλ
(H) but not in H.

Proof of claim: For all λ ∈ Λ, by the definition of u1, u2, . . . , u14 and the result

of Claim 2, we have that Tλ satisfies the analogues of [56, Definition 6.7(i)–(vi)].

Thus, to check that there is a set Λ1 ⊆ Λ of size |Λ1| ≥ 9|Λ|/10 such that each

λ ∈ Λ1 satisfies (Q1), it suffices to check that at most |Λ|/10 tuples λ ∈ Λ fail to

satisfy the analogue of [56, Definition 6.7(vii)]. To do this, we use the analogue

of [56, Lemma 6.8, Equation (6.2)] in the same way as in the proof of [56, Lemma

6.8, Claim 2], so we omit the details here.

An analogue of [56, Lemma 6.8, Claim 3] (with the same proof) now proves

that at most |Λ|/10 tuples λ ∈ Λ1 fail to satisfy (Q2), and analogues of [56, Lemma

6.8, Claims 4 and 5] (with the same proof) address (Q3). We remark that we do

not require an analogue of [56, Lemma 6.8, Claim 6] in this setting. −

Observe that each twist adds only six arcs, and that each λ ∈ Λ∗ produces

a unique twist system Tλ ⊆ H. Thus, from Claims 2 and 3 we deduce that if

s ≤ k4/216n2 then δs ≥ |Λ∗| ≥ k4n2/20000, whence either Ts = ∅ or |Ts|/|Ts+1| ≤

∆s+1/δs ≤ 2/3, where Ts is the set of H ∈ Q̃D ∩ Cc
D for which r(H) = s. We

now obtain PD

[
r(v,c,P)(H) ≤ n2/2100

∣∣∣ Q̃D ∩ Cc
D

]
≤ exp(−Ω(n2)) by repurposing
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the calculations at the end of the proof of [56, Lemma 6.8]. By a union bound over

v ∈ [n], (4.8.1) holds, which completes the proof of the lemma. □

The following lemma does most of the analogous work to the proof of [56,

Lemma 3.8].

Lemma 4.8.2. Fix c ∈ [n]. Then we have P [Ec | Cc] ≥ 1− exp(−Ω(n2)).

Proof. Arbitrarily select D ⊆ [n] such that c ∈ D and |D| = n/106. Define F

to be the collection of all sets F of n arcs of ←→Kn such that every vertex of ←→Kn

is the head of precisely one arc in F and the tail of precisely one arc in F , and

define Fgood ⊆ F to be the set of F ∈ F such that F contains at most n/109 loops.

Note that

PD

[
Q̃D | Cc

D

]
≤ PD

[
Q1

D | Cc
D

]
=

∑
F ∈Fgood

PD [Fc = F | Cc
D]PD

[
Q1

D | Fc = F
]

≤ exp(−Ω(n2)), (4.8.2)

where we have used Lemma 4.5.4 and the fact that Q1
D ⊆ Q̃D. Now using

Lemma 4.8.1, (4.8.2), and the law of total probability, we obtain that

PD

[
Ec

D | Cc
D

]
≤ PD

[
Ec

D | Q̃D ∩ Cc
D

]
+ PD

[
Q̃D | Cc

D

]
≤ exp(−Ω(n2)). (4.8.3)

By Proposition 4.4.4 and (4.8.3), we obtain

P
[
Ec | Cc

]
≤ P

[
(Ec|D) | Cc

]
=
∑

H∈Ec
D∩Cc

D
comp(H)∑

H′∈Cc
D

comp(H ′)

≤ PD

[
Ec

D | Cc
D

]
· exp

(
O
(
n log2 n

))
≤ exp

(
−Ω

(
n2
))

,

completing the proof of the lemma. □
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Lemma 4.5.6 now follows very quickly from Lemmas 4.8.1 and 4.8.2.

Proof of Lemma 4.5.6. For fixed c ∈ [n], we can use Lemma 4.8.2 to see that

P
[
Ec | C

]
= |E

c ∩ C|
|C|

≤ |E
c ∩ Cc|
|Cc|

· |C
c|
|C|
≤ 2P

[
Ec | Cc

]
≤ exp

(
−Ω

(
n2
))

,

where we have used |Cc| ≤ |Φ(←→Kn)| and |C| ≥ |Φ(←→Kn)|/2, the latter following from

Lemma 4.4.6. A union bound over c ∈ [n] now gives that P
[
E | C

]
≤ exp (−Ω (n2)),

as desired. The final claim in the statement now follows by applying Lemma 4.4.6

with t = n/109, and using the law of total probability. □

185



186



CHAPTER 5

ADVANCING THE SEMI-RANDOM METHOD:
AN UPCOMING APPROXIMATELY OPTIMAL

NIBBLE-TYPE RESULT
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In this chapter we describe an upcoming result based on joint work with Tom

Kelly, which represents a substantial strengthening and generalisation of many

known results in the field of matchings in approximately regular hypergraphs. The

paper itself is not quite ready to be included in the present thesis, as we are still in

the process of investigating how much further we can optimise the main result by

making small tweaks to the proof, and we are still exploring applications of our

result. Further, the word limit of this thesis prevents the inclusion of the proof of

our main result (Theorem 5.2.1). We anticipate that the paper will be submitted

for publication within the first half of 2023.

In Section 5.1, we give a short introduction to the general ideas and applicability

of the ‘semi-random method’ (used essentially interchangeably with the ‘Rödl

Nibble’), and cover the progression of the key results involving using the semi-

random method to find large matchings in approximately regular hypergraphs, with

emphasis towards more efficiently using the known information on the codegrees

to produce matchings with smaller leftover. In Section 5.2, we state our result

(Theorem 5.2.1), and discuss the extent to which it strengthens and generalises the

results presented in Section 5.1. We discuss the ways in which our result could yet

be strengthened even further in Section 5.3. In Section 5.4, we discuss an application

of Theorem 5.2.1 to the study of ‘almost-Hamilton cyclical partial transversals’ in

general Latin squares, which ties in naturally with [55] (Chapter 4 in the present

thesis), and indeed was the original motivation behind Theorem 5.2.1. Finally, in

Section 5.5, we sketch briefly the key elements of the proof of Theorem 5.2.1.
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5.1 Introduction

5.1.1 Ideas and applicability

The ‘Rödl Nibble’ (usage of which is generally referred to as the ‘semi-random

method’) is a method introduced by Rödl [108] in 1985, motivated by the study

of the existence of designs (see [41, 76] for more details). Roughly speaking, the

semi-random method is useful for finding very large, typically almost-spanning

substructures within combinatorial host structures. If one seeks, for instance,

an almost-perfect matching in a dense k-uniform hypergraph, and one simply

chooses n/k edges randomly at once (independently with equal probability, say)

then one likely will need to delete many of the obtained edges to obtain a subset

which is a matching, whence the obtained matching is not close to spanning. Rödl’s

key observation in [108] (building on some ideas of Ajtai, Komlós, and Szemerédi [3])

is that if instead one only chooses a small set of edges at random (‘takes a nibble’),

then not only does one only have to ‘clean up’ a much smaller proportion of the

resulting set of edges to obtain a matching, but the remaining hypergraph still

looks very close to the original hypergraph. One may therefore iterate this process,

piecing together all the obtained small matchings to yield the desired almost-perfect

matching, with the process only needing to stop once the accumulated errors are

too large to continue iterating within the ever-smaller leftover hypergraph. This

methodology applies equally to, for example, edge-colourings [104, 70, 73], list-

edge-colourings [69, 100], independent sets [3, 2], and thus vertex colourings [82,

68, 99]. For a more thorough exposition of these topics, see for example the survey

of Kang, Kelly, Kühn, Methuku, and Osthus [72].
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Throughout this chapter, we focus only on use of the semi-random method to

obtain large matchings in hypergraphs, though we suspect the methodology we use

in the proof of Theorem 5.2.1 transfers naturally to the use of the semi-random

method for the study of other structures. Perhaps the true beauty of hypergraph

matching results is their applicability. Indeed, the proof of the main result of

Chapter 3 (namely Theorem 3.1.3) uses a hypergraph matching result (namely

Theorem 3.5.3) in two places: in the construction of an appropriate ‘absorber’, and

also as an important part of the proof of Lemma 3.4.10 (see [54]), which provides

the bulk of the rainbow Hamilton path (or cycle) given by Theorem 3.1.3. In each

of these applications, the key is that if one seeks an almost-spanning structure in a

‘smooth’ graph or hypergraph G, one can often construct an almost-regular auxiliary

hypergraph H, where an almost-perfect matching of H corresponds to the desired

almost-spanning structure in G (recall for instance the proof of Lemma 3.6.5).

This is a general phenomenon, indeed prompting Füredi to remark that “almost

all combinatorial questions can be reformulated as either a matching or covering

problem of a hypergraph” in his survey [47] into results on such problems.

5.1.2 Improving the asymptotics of the leftover

For the remainder of Section 5.1, we give a brief history of the results which use the

semi-random method to produce large matchings (thus having small ‘leftover’) in

regular or almost-regular hypergraphs. We focus primarily on the quest to increase

the size of obtained matching.

In 1985, Frankl and Rödl [46] proved (under more general conditions than

in [108]) that a D-regular, n-vertex hypergraph whose codegrees are much smaller
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than D (say at most D/ log4 n), admits a matching covering all but at most o(n)

vertices. Here, we say the codegree of a distinct pair of vertices is the number of

edges containing that pair. We often denote by C the maximum codegree among all

pairs of vertices, so that Frankl and Rödl’s [46] hypothesis is C ≤ D/ log4 n. This

is the first result which clearly exhibits the following phenomenon: One can use

‘space’ between the degree D and the maximum codegree C (in the sense that D/C

is large) to find a matching with small leftover. This is not a surprise, since larger

values of D/C mean that the vertex degrees are more independent of one another

during the analysis of a random nibble, and this usually means that we obtain

smaller error and tighter concentration in a single nibble. In turn, this allows one

to iterate the process for longer, providing a larger matching, and smaller final

leftover. Pippenger (unpublished, see [47] for a proof) weakened the hypothesis

of Frankl and Rödl [46] on the space between the codegrees whilst providing the

same leftover.

Theorem 5.1.1 (Pippenger, unpublished). Suppose that 1/D ≪ δ ≪ ε, 1/k ≤ 1.

Let H be a (k + 1)-uniform, D-regular hypergraph with n vertices. If C ≤ δD, then

there is a matching M of H covering all but at most εn vertices.

In many applications it is useful to obtain a stronger bound on the number of

uncovered vertices; that is, to improve the asymptotics o(n) given by Theorem 5.1.1

for the size of the leftover hypergraph. Grable [57] achieved this, as follows.

Theorem 5.1.2 (Grable [57], 1999). Let H be a (k + 1)-uniform, D-regular

hypergraph with n vertices, and suppose that C = o(D/ log n) (as n→∞). Then

there is a matching M of H covering all but at most O(n(C log n/D)1/(2k+1+o(1)))

vertices.
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In 1997 (appearing before [57] reached publication), Kostochka and Rödl greatly

improved upon Theorem 5.1.2 (relying on and generalising work of Alon, Kim, and

Spencer [6] on hypergraphs with maximum codegree 1) by obtaining the following

result.

Theorem 5.1.3 (Kostochka and Rödl [85], 1997). Suppose that 1/D ≪ 1/k ≤ 1,

and let 0 < δ, γ < 1 be fixed real numbers. There is c = c(k, δ, γ) such that the

following holds. Let k ≥ 2 and let H be a (k + 1)-uniform, D-regular hypergraph

on n vertices with maximum codegree C ≤ D1−γ. Then there is a matching M of H

which covers all but at most cn(C/D)1/k−δ vertices.

Note that the hypothesis on the size of D/C is a little stronger in Theorem 5.1.3

than in 5.1.2, assuming D is at least polynomial in n. Ignoring for now the c(D/C)δ

error, we remark that producing leftover n(C/D)1/k in some sense constitutes the

‘best usage that one can expect’ of the space between D and C to produce matchings

with small leftover, without any extra assumptions on H. Indeed, the ‘leftover set’

of vertices uncovered by the matching produced by the semi-random method, if

it has size approximately pn, say, can heuristically be thought of as being similar

to a set chosen ‘binomially’, each vertex independently being uncovered with

probability p. But in such a scheme, the expected degree of a leftover vertex

is roughly Dpk, whence p = (C/D)1/k corresponds to leftover vertices having

degree roughly C. Once the leftover vertices have degree as low as this, then it

is impossible to successfully apply concentration arguments during any further

iterations of the Nibble, since as discussed above, the space between D and C

in some sense measures the independence between each vertex’s degree. Thus,

classical Rödl Nibble arguments cannot push past this point.
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The next key result in this direction, and still the state-of-the-art, was provided

by Vu [122] in 2000. We describe this result now. For a set W ⊆ V (H) of at

least two vertices in a (k + 1)-uniform hypergraph H, we say that the codegree

of W (in H) is the number of edges of H containing W . For 2 ≤ j ≤ k + 1, the

maximum j-codegree of H, denoted Cj(H), is defined to be the maximum codegree

amongst all vertex subsets of size j. Vu [122] used the ‘Polynomial Method’ (which

we cover briefly in Section 5.5.1) during the concentration arguments within a

random nibble to make the following key observation: If one knows useful values

of Cj(H) for values j > 2, so for instance one has information on the ‘codegree

sequence’ D, C2(H), C3(H), . . . , Cs(H) for some s ≤ k + 1, then actually the space

between Cs−1(H) and Cs(H) can be used more efficiently to create matchings with

smaller leftover, than the space between D and C2(H). Indeed, the larger one can

take s (ie. the more information one has about the codegree sequence), the larger

the matching one finds using the semi-random method.

Theorem 5.1.4 (Vu [122], 2000). Suppose that 1/D ≪ 1/k ≤ 1. There is

c = c(k) such that the following holds. Let H be a (k + 1)-uniform, D = D1-regular

hypergraph on n vertices, and suppose that there is 2 ≤ s ≤ k + 1 and quantities Dj

for 2 ≤ j ≤ s such that Cj(H) ≤ Dj for all 2 ≤ j ≤ s, and Ds ≥ 1. Assume

further that there is x > 0 such that the following conditions hold:

(i) x3 ≤ Dj

Dj+1
for all 1 ≤ j ≤ s− 1;

(ii) xk−s+2 ≤ Ds−1
Ds

.

Then there is a matching M of H which covers all but at most n(logc n)/x vertices.

Notice that if s = 2, then xk−s+2 = xk, so that in this case condition (ii)

of Theorem 5.1.4 is x ≤ (D/C)1/k, whereas for larger s, xk−s+2 < xk, whence
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condition (ii) gives a less strict inequality on x (assuming D/D2 and Ds−1/Ds are

comparable in size, as they often are in applications) and a larger x yields a smaller

leftover. Notice also that the s = 2 case of Theorem 5.1.4 is a strict strengthening

of Theorem 5.1.3 for large hypergraphs, because the error has been reduced from

polynomial to logarithmic, and Theorem 5.1.4 does not make the extra hypothesis

C ≤ D1−γ on the space between D and C. The intuition behind Theorem 5.1.4 is

that, if one has information about codegrees beyond C2(H), then the degradation

of C2(H) can also be concentrated (using C3(H) < C2(H)) during a random nibble,

and carefully tracked throughout the iteration of the nibble. Since the gradual

degradation of D, C2(H), . . . , Cs−1(H) can all be monitored in this way, one is only

forced to abandon the process when Cs−1(H) becomes degraded to the point where

it is not usefully larger than Cs(H) (we sometimes call this ‘collapsing Cs−1(H)

to Cs(H)’ during this chapter), and we have not been able to decrease Cs(H) at

any point in the process. By this time, one has been able to push the process

further, decreasing D far past the point at which the stationary C2(H) stopped

being useful in the proof of Theorem 5.1.3, using more of the hypergraph, leaving

fewer vertices uncovered by the matching. We remark that Vu [122] comments that

it is possible to modify his proof such that the x3 expression in condition (i) can

be replaced by the improved x2, but he did not provide a proof of this improved

theorem.

5.2 Main result

We are now ready to state our main result. We show that, provided the codegree

sequence isn’t too unusual and one doesn’t run into other hard bottlenecks, one
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can use all of the space in the entire known codegree sequence to reduce the set

of vertices uncovered by the matching. In most circumstances, this represents a

substantial strengthening of Theorem 5.1.4. Since it will help us to compare the

strength of Theorem 5.2.1 to Theorem 5.1.4, we remark briefly that the rough idea

behind the proof of Theorem 5.2.1 is that one can ‘collapse Ds−1 to Ds’, as in

Theorem 5.1.4, and track the effect this has on earlier codegrees, but then one can

‘forget’ Ds, effectively setting the new s to be s− 1, then collapse Ds−2 to Ds−1,

and repeat until one runs out of codegrees to forget. For a more thorough sketch

of the proof, see Section 5.5.

5.2.1 Statement and optimality

We say a hypergraph H is (n, D, ε)-regular if H has n vertices, and (1 − ε)D ≤

deg(v) ≤ (1 + ε)D holds for all v ∈ V (H). We have a proof of the following.

Theorem 5.2.1 (Main Result, Gould and Kelly, 2023+). Suppose that 1/D ≪

γ ≪ 1/k ≤ 1. There is A = A(γ) such that the following holds. Let H be a (k + 1)-

uniform, (n, D, ε)-regular hypergraph, and suppose that there is 2 ≤ s ≤ k + 1 and

quantities Dj for 2 ≤ j ≤ s such that Cj(H) ≤ Dj for all 2 ≤ j ≤ s, and Ds ≥ 1.

Set

x := min
{(

D

Ds

)1/k

,
(

D

D2

)1/2
,
1
ε

}
,

and suppose that the following conditions hold:

(i) Dj

Dj+1
≥
(

Dj

Ds

)1/(k−j+1)
for all 2 ≤ j ≤ s− 2;

(ii) x ≥ logA D.

Then there is a matching M of H which covers all but at most n/x1−γ vertices.
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We remark that if x takes the value (D/Ds)1/k in Theorem 5.2.1, then the size

of the leftover is approximately n(Ds/D)1/k, which, similarly to the discussion

after Theorem 5.1.3, cannot be improved upon via classical Rödl Nibble methods.

Indeed, if the leftover graph is this small, then the remaining vertices have expected

degree approximately Ds, at which point future concentration arguments fail. Thus,

the expression (D/Ds)1/k being the bottleneck for x corresponds to ‘using up all

the space in the codegree sequence’, to an extent which cannot be improved upon

via classical Nibble, and it is in this sense that we claim that Theorem 5.2.1 is

approximately ‘optimal’ (invoking also that one is free to feed into Theorem 5.2.1

all of the known codegrees). If x takes one of the other two values in Theorem 5.2.1,

this corresponds to the iteration process hitting some other natural bottleneck

before managing to use all the space between D and Ds; for example x = 1/ε

corresponds to the initial control of the relative vertex degree errors being too poor

to sustain iteration for this long, given that one must anticipate the possible error

growing a little with each Nibble. Though it is more difficult to intuitively pin

down why or if (D/D2)1/2 is a naturally impassable bottleneck, we remark that

it is a substantial improvement upon the corresponding bottleneck (D/D2)1/k of

Theorem 5.1.3 due to the independence from k (and note that Theorem 5.1.3 does

not apply for k = 1). Further, the bottleneck x = (D/D2)1/2 can be thought of as

the j = 1 case of (the unproven improvement of) condition (i) of Theorem 5.1.4.

5.2.2 Comparison with Theorem 5.1.4

To give a concrete example which illustrates how strong Theorem 5.2.1 is compared

to the other results already presented in this chapter (and how weak a hypothesis
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condition (i) often is, which we return to in Section 5.2.3), consider the following

easy corollary of Theorem 5.2.1.

Corollary 5.2.2. Suppose 1/D ≪ γ ≪ 1/k ≤ 1, and let H be a (k + 1)-uniform,

D-regular hypergraph on n vertices. Suppose further that D/C2(H) = Θ(n), and

Cj(H)/Cj+1(H) = Θ(n) for all 2 ≤ j ≤ ⌈k/2⌉, and C⌈k/2⌉+1(H) ≥ 1. Then H has

a matching which covers all but at most n1/2+γ vertices.

Proof. Set s := ⌈k/2⌉+ 1 (which satisfies 2 ≤ s ≤ k + 1 for all k ∈ N), and put

Dj := Cj(H) for all j ∈ [⌈k/2⌉+1]\{1}. We aim to apply Theorem 5.2.1. To check

condition (i), we require Dj/Dj+1 ≥ Θ(n(s−j)/(k+1−j)) for all 2 ≤ j ≤ ⌈k/2⌉ − 1 (if

such j exist), but this holds very comfortably since the left hand-side is Θ(n), and

the right hand-side is at most O(
√

n). We can set (say) ε := 1/n, and notice that

(D/D2)1/2 = Θ(
√

n), and (D/Ds)1/k = Θ(n⌈k/2⌉·1/k) = Ω(
√

n), so that x = Θ(
√

n).

Since D ≤ nk, condition (ii) is clear, and thus Theorem 5.2.1 gives a matching of H

covering all but at most n/x1−γ = Θ(n1−1/2+γ/2) ≤ n1/2+γ vertices. □

Theorem 5.1.4 applied to the H in Corollary 5.2.2 can (due to condition (i)

of that theorem) never give leftover smaller than approximately Θ(n2/3). It is

easy to check that for k ≥ 4, the improved version (with x3 replaced by x2

in condition (i)) of Theorem 5.1.4 would give a matching with leftover of size

approximately Θ(n1−1/(⌊k/2⌋+1)), which, in particular, is Ω(n2/3) for k = 4, and is

larger for larger k. Indeed, for large k, the leftover given by the improved version

of Theorem 5.1.4 for this H has size approximately n1−2/k, which is considerably

larger than the n1/2+γ given by Theorem 5.2.1 in Corollary 5.2.2. Note that such

a hypergraph H arises naturally during the proof of Theorem 5.4.1, as we will

discuss in Section 5.4. Indeed, we believe that many hypergraphs arising naturally
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in applications have the property that more codegrees than just C2(H) can be

bounded, and often these bounds are such that the ratios Cj(H)/Cj+1(H) are

comparable (say, on the same asymptotic order of n). In such cases, Theorem 5.2.1

should apply and give a matching with very small leftover.

We remark that Theorem 5.1.4 (or at least, the claimed improvement) is never

stronger than Theorem 5.2.1, except for the logarithmic error term (as opposed to

our polynomial one). Further, generally speaking, there are only two situations in

which Theorem 5.2.1 is not strictly stronger. The first of these is the case s = 2;

in particular if k ≥ 2 then Theorems 5.1.3, 5.1.4, and 5.2.1 align to give leftover

approximately n(C/D)1/k, which occurs since the Theorem 5.1.3 heuristic of ‘using

up all the space between D and C’, the Theorem 5.1.4 heuristic of ‘using up all

the space between Ds−1 and Ds’, and the Theorem 5.2.1 heuristic of ‘using up all

the space between D and Ds’ align when s = 2. The second situation in which

Theorem 5.2.1 is not strictly stronger than the improved version of Theorem 5.1.4

is when s = k + 1, or is very close to this maximum possible value, and Ds−1/Ds is

large with respect to D/D2 (though it cannot be too large otherwise condition (i)

becomes the bottleneck of Theorem 5.1.4). Indeed, for very large s, recall that the

space between Ds−1 and Ds can be used more effectively for reducing the leftover,

and if this ratio also happens to be large, then during the process of collapsing Ds−1

to Ds in the proof of Theorem 5.2.1, one may reach other bottlenecks before using

up all of the space between Ds−1 and Ds. Thus, we are never able to begin collapsing

other ‘spaces’ in the codegree sequence, which is what distinguishes Theorem 5.2.1

from Theorem 5.1.4. Outside of these extreme cases however, Theorem 5.2.1 will

give strictly smaller leftover than Theorem 5.1.4, and the difference will often be

substantial, as observed in the discussion following Corollary 5.2.2, above.
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Finally, we note that hypothesis (i) of Theorem 5.2.1 is often a much weaker

hypothesis on ‘middle ratios’ Dj/Dj+1 than the j ̸= 1 case of hypothesis (i) of

Theorem 5.1.4, in the following sense. Small ratios Dj/Dj+1 can present the

bottleneck for x in Theorem 5.1.4, without being too small for Theorem 5.2.1 to

apply. Indeed, in the proof of Corollary 5.2.2, recall that some of the ratios Dj/Dj+1

would have been permitted to be O(
√

n). In fact, if k is large, ratios Dj/Dj+1 for j

close to k/2 would have been permitted to be extremely small, say even Θ(n10/k),

whilst not having a big effect on the leftover (i.e. x still attains approximately
√

n)

if the other ratios remain Θ(n). By contrast, the x in (the improved) Theorem 5.1.4

would be forced to be at most the square root of such a ratio.

5.2.3 Remarks on hypothesis (i)

Note that condition (i) of Theorem 5.2.1 is effectively the statement that the

sequence of codegree bounds Dj is ‘not too convex’. Early ratios are allowed to

be larger than later ratios (to any extent), and depending on the relationship

between s and k, early ratios are also allowed to be smaller than later ratios, often

by a considerable factor, but they cannot be too small with respect to later ratios.

We note that if Dj/Dj+1 ≥ Dj+1/Dj+2 holds for all 2 ≤ j ≤ s−2 then condition (i)

is satisfied, for any s, but this is much stronger than is required if s ≤ k. In general,

one is not allowed as much convexity by (i) if s is larger. This fact is, to an extent,

an artifact of the proof, in that the proof of Theorem 5.2.1 is geared to being more

effective for less extreme values of s. Though (i) is still not a particularly strict

condition in the case s = k + 1 (especially, as we will come back to shortly, as one

is free to choose the values Dj subject only to Cj(H) ≤ Dj), one could tweak the
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proof of Theorem 5.2.1 to obtain a theorem which makes a weaker assumption on

the codegree ratios if s = k + 1, and we may include this in the paper, but we do

not discuss it further here.

We note that it is natural that a condition like (i) should be required in

Theorem 5.2.1, in that the process of ‘collapsing’ Ds−1 to Ds also entails a small

amount of degradation to all ratios Dj/Dj+1 for j < s − 1, so we require that

these earlier ratios are at least large enough to tolerate this damage. Further,

though Theorem 5.1.4 does not explicitly state such a hypothesis on the ‘shape’ of

the codegree sequence, its effect is hidden in the statement, because if one of the

ratios of consecutive codegrees is so small that it violates the desired ‘shape’ of the

sequence, then this ratio becomes the bottleneck for x in Theorem 5.1.4, limiting

the size of the matching one obtains.

Even in the event that the codegree sequence of H is so ‘bumpy’ (in that some

early ratios of consecutive codegrees are too small with respect to the later ratios)

that condition (i) fails, there are several options for still applying the result. Firstly

one has the flexibility to increase some of the values Dj (at the cost of making

Dj−1/Dj smaller) since Cj(H) ≤ Dj will still be satisfied. Determining for which

values j condition (i) originally fails should assist in determining which values Dj

to increase. If one can successfully perform this redistribution in a way that does

not increase D2 or Ds, then the leftover given by Theorem 5.2.1 is still the same as

it would have been if one could have applied the theorem immediately. However, if

one is forced to increase D2 or Ds in such a way that the value bottlenecking x

becomes worse, then one obtains some ‘damage’ to the size of the leftover as a

result of smoothing out the codegree sequence. Alternatively (or in addition), one

can choose to ‘forget’ some codegrees, effectively choosing instead to consider a
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shorter codegree sequence, and a smaller s. Since (i) allows more convexity of the

codegree sequence for smaller s, this effectively loosens this hypothesis. Again,

if this process of forgetting codegrees results in no change to the value of the

bottleneck for x, then one has still found an ‘optimal’ application of Theorem 5.2.1.

Finally, we remark that the full strength of Theorem 5.2.1 is actually contained

within Lemma 5.5.3, so that depending on the circumstances of H, one may choose

instead to iterate Lemma 5.5.3 in a tailored way for that H. We made natural

hypotheses on H in order to give Theorem 5.2.1 in as general form as possible, but

in some circumstances it may be prudent to ‘manually’ iterate Lemma 5.5.3 for a

given H.

5.3 Possible additions to Theorem 5.2.1

In this section, we discuss three ways in which Theorem 5.2.1 may yet be added to,

or improved.

5.3.1 Augmenting

Recently, several authors have made progress in answering the following question.

If one can impose stronger hypotheses on the input hypergraph H, can one continue

to push for smaller leftover even after the space between D and C is used up?

In 2020, Kang, Kühn, Methuku, and Osthus [73] answered this question in the

affirmative by adding the assumptions that H is dense and that there is more space

between D and C than was shown by Theorem 5.1.4 to be necessary otherwise.

Theorem 5.3.1 (Kang, Kühn, Methuku, and Osthus [73], 2020). Let k ≥ 3, let
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0 < γ, µ < 1, and let 0 < η < k−2
k4+k3−2k2+2k

. Then there exists n0 = n0(k, γ, η, µ)

such that the following holds for all n ≥ n0 and D ≥ exp(logµ n). Let H be a

(k + 1)-uniform, D-regular hypergraph on n vertices with C2(H) ≤ D1−γ. Then H

contains a matching covering all but at most n(C/D)1/k+η vertices.

The key to the proof of Theorem 5.3.1 is that one can concentrate and track,

in addition to the degradation of the usual hypergraph parameters, the continued

existence and distribution of a useful set of subgraphs called ‘augmenting stars’,

whose purpose is to augment and improve upon the matching obtained at the end

of the iteration of the classical Rödl Nibble process.

Also in 2020, Keevash, Pokrovskiy, Sudakov, and Yepremyan [79] used the

semi-random method, in conjunction with a similar augmentation strategy, to prove

that certain linear (i.e. C = 1) hypergraphs with very strong quasirandomness and

expansion properties admit a matching covering all but at most c log n/ log log n

vertices, for some constant c. More precisely, they first used the semi-random

method to find a matching leaving at most o(n) vertices uncovered, with the added

result that the matching has very strong ‘expansion’ properties, then repeatedly

used these expansion properties to shuffle and increase the matching, until the

leftover is remarkably small. Indeed, this was the key approach in their paper which

provides the still best-known result towards Conjecture 4.1.1 (Latin squares are

readily seen to be equivalent to linear 3-partite hypergraphs with the required strong

quasirandomness and expansion properties to apply their augmented semi-random

approach).

It is an interesting question to ask if one could improve Theorem 5.2.1 in a

similar way under some added assumptions; i.e. could one assume say, an extra

202



hypothesis on the amount of space available in the codegree sequence, and use the

tracking of augmenting subgraphs to push past the barriers provided by our main

results? Could one even use stronger quasirandomness or expansion assumptions,

in conjunction with the methodology within the proof of Theorem 5.2.1, say, to

prove that less ‘well-spread’ structures than Latin squares still admit matchings

covering all but a logarithmic number of vertices?

5.3.2 Quasirandom and conflict-free matchings

It is often desirable in applications to have that the matching found by the

semi-random method is itself in some way quasirandom, or that the leftover is

quasirandom. For example, note that such a theorem of Alon and Yuster [8]

(Theorem 3.5.3) was essential in Chapter 3 not only because it gave a hypergraph

matching with small leftover, but because it shows that the leftover is also well-

distributed with respect to any (not too large) collection of vertex sets from the host

hypergraph. In the proof of Lemma 3.6.5, we used this well-distributed property

of the leftover to ensure that the vertices, colours, and desired ‘link endpoints’

remaining from the large hypergraph matching (which found most of the desired

‘links’ in the absorber) were well-distributed enough for us to greedily finish the

construction of the links.

In 2020, Ehard, Glock, and Joos [39] strengthened Theorem 3.5.3 (in the sense

that the obtained matching has stronger quasirandomness properties), given a

stronger assumption on the space between the (maximum) degree D and the

codegree C. The following result follows quickly from [39, Theorem 1.2].

Theorem 5.3.2 (Ehard, Glock, and Joos [39], 2020). For every k ≥ 1 and δ ∈ (0, 1),
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there exists D0 such that the following holds for all D ≥ D0. Set γ := δ/50k2, let H

be a (k + 1)-uniform hypergraph, and let F be a collection of subsets of V (H) such

that |F| ≤ exp(Dγ2) and ∑v∈S d(v) ≥ (k + 1)D1+δ for every S ∈ F . Suppose that

the following conditions hold:

(i) ∆(H) ≤ D;

(ii) C2(H) ≤ D1−δ;

(iii) e(H) ≤ exp(Dγ2).

Then there is a matching M of H such that every S ∈ F satisfies |S ∩ V (M)| =

(1±D−γ)∑v∈S d(v)/D. In particular, if H is D-regular and V (H) ∈ F , then M

covers all but at most nD−γ vertices.

We remark further that [73, Theorem 7.1] is a ‘quasirandom version’ of The-

orem 5.3.1, and also constitutes a strengthening of Theorem 3.5.3.

Instead of seeking a matching which is ‘well-spread’ or ‘quasirandom’ with

respect to collections of vertex sets as above, several authors have recently been

interested in the more complicated notion of finding matchings which avoid ‘for-

bidden configurations’, or are ‘conflict-free’. For example, Glock, Kühn, Lo, and

Osthus [52], and independently Bohman and Warnke [13], approximately confirmed

a conjecture of Erdős [40] on high-girth, high-density partial Steiner triple systems,

by randomly constructing a partial Steiner triple system, one edge at a time, whilst

maintaining the ‘high-girth’ property; that is, avoiding short ‘cycles’. As observed

by Delcourt and Postle [35] and Glock, Joos, Kim, Kühn, and Lichev [51], the

aforementioned work on this problem could be formulated in terms of finding

large hypergraph matchings in which one wishes to avoid the configurations corres-

ponding to short cycles in the partial Steiner triple system. The authors of [35]
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and [51] (independently proving similar results to each other) generalized the work

of [52] and [13], by finding large matchings which are free from a general given

set of conflicts (of which the above short cycles would be a specific example) in

hypergraphs H which are approximately D-regular, and have C2(H) bounded away

from D. In particular, we note that the proof in [35] uses the Rödl Nibble (as

opposed to the random greedy algorithm used in [51]), and allows for more sparse

hypergraphs, though [51] entails counting results not present in [35].

One wonders if such ideas could be incorporated into the proof of Theorem 5.2.1.

As discussed, quasirandom and/or conflict-free matchings are often useful in ap-

plications, and such a result would combine these notions with the key property of

our main result that the leftover is just so small.

5.3.3 Logarithmic error

It would be an improvement to Theorem 5.2.1 if one could replace the polynomial

error xγ with a polylogarthmic error, in a similar way to which the s = 2 case of

Theorem 5.1.4 improves Theorem 5.1.3. We are not attempting to achieve this in

our upcoming paper, but we claim that we know how one could do this, if one has

a slightly better concentration inequality for the key step of our Nibble process,

than the concentration inequalities we have been able to find. We discuss this more

concretely in Section 5.5.3.
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5.4 A thematic application of Theorem 5.2.1

In this section, we present an application of Theorem 5.2.1 to the setting of almost-

spanning cyclical partial transversals in Latin squares, which, by the transformation

described in Section 4.1, corresponds to rainbow almost-Hamilton directed cycles in

G ∈ Φ(←→Kn). This application (Theorem 5.4.1) will appear in our upcoming paper

on Theorem 5.2.1, and was our original motivation. Recall that the main result of

Chapter 4 concerns finding (many) rainbow directed Hamilton cycles in almost all

G ∈ Φ(←→Kn). Here, we pursue almost-Hamilton rainbow directed cycles in general

G ∈ Φ(←→Kn).

Recall (from Section 4.1) that Conjecture 4.1.3 is equivalent to the statement

that any G ∈ Φ(←→Kn) has a rainbow directed linear forest with at least n− 2 arcs,

and that Gyárfás and Sárközy [60] proved that this is at least approximately true,

obtaining such a linear forest with at least n − O(n log log n/ log n) arcs. One is

naturally interested in improving the asymptotic error bound, and indeed Benzing,

Pokrovskiy, and Sudakov [11] used path exchange arguments to improve the error

to O(n2/3). Further, they again used path exchange arguments to show that if one

is willing to sacrifice some of the tightening of the error, one can even ‘close’ the

rainbow directed linear forest into a rainbow directed cycle, obtaining such a cycle

on all but O(n4/5) vertices.

In our upcoming paper, we will show that applying Theorem 5.2.1 quickly yields

that all G ∈ Φ(←→Kn) have a rainbow directed linear forest on n−O(n1/2+δ) arcs, for

any constant δ > 0. Further, we use some brief Polynomial Method arguments (see

Section 5.5.1) to close such a linear forest into a cycle, without changing the error.

Theorem 5.4.1 (Gould and Kelly, 2023+). Let δ > 0 and suppose that 1/n≪ δ.
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All G ∈ Φ(←→Kn) have a rainbow directed cycle which contains all but at most n1/2+δ

vertices. Equivalently, all n× n Latin squares have a cyclical partial transversal

with at least n− n1/2+δ positions.

To be more specific about our application of Theorem 5.2.1 to this setting, we

note that the approach is to first randomly reserve a set of n1/2+δ colours, leaving

the host graph G essentially entirely intact. We use the Polynomial Method to

argue, quite briefly, that this random set of colours has the desired absorption

properties we require, for any almost-spanning rainbow directed linear forest in the

remainder of the host graph. One then uses random partitioning arguments in the

main part of G to split the graph into a very ‘smooth’, very regular multipartite

structure, at which point one can construct an auxiliary hypergraph H which

captures the information of this structure, such that an almost-perfect matching

in H corresponds to the desired linear forest in G. It then suffices to use the

accuracy of the random partitioning arguments to justify that H is sufficiently

smooth to apply Theorem 5.2.1. In particular, edges in H actually correspond to

rainbow directed (ℓ + 1)-paths in G, and contain an H-vertex for each of the ℓ

internal vertices, for each of the ℓ+1 colours, and a vertex to signify the ordered pair

of endpoints of this path. Here, ℓ is some large constant. Thus, H is (2ℓ+2)-uniform.

One uses the random partitioning arguments to check that Cj(H)/Cj+1(H) = Θ(n)

for 2 ≤ j ≤ ℓ, and similarly D/C2(H) = Θ(n). Then, applying Theorem 5.2.1 to H

(with s := ℓ + 1) yields a matching with leftover O(n1/2+γ) for appropriate γ. One

then uses the absorption properties of the randomly reserved colours to ‘close’ the

obtained rainbow directed linear forest into a rainbow directed cycle. Note that

this H is similar to the hypergraph in Corollary 5.2.2 (though H here is not exactly
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regular, one is able to use the random partitioning arguments to check that ε is

not large enough to be the bottleneck for x when applying Theorem 5.2.1).

We remark that, since one can obtain an element of Φ(←→Kn) from an optimal

edge colouring of Kn by replacing each edge with a monochromatic digon, and

adding a loop at each vertex with the only remaining colour available at that vertex,

Theorem 5.4.1 implies the (optimal colourings case of the) theorem of Balogh

and Molla [10] in the undirected setting, up to our polynomial error term. This

provides an alternate proof (up to that error) with the added benefit of the inherent

flexibility of the Nibble (to, for example, push for stronger results as discussed in

Sections 5.3.1 and 5.3.2), as opposed to the path exchange arguments employed by

Balogh and Molla [10].

5.4.1 Further applications

We believe that the approach outlined above for applying Theorem 5.2.1 can likely

be applied quite generally to situations in which the host combinatorial structure

is in some sense ‘very smooth’. When equipped with such information, the key

to situationally applying Theorem 5.2.1 will be in the defining of an auxiliary

hypergraph H about which reasonable information on (ideally many) codegrees

can be gleaned. One topic that we would like to highlight is the following claimed

result of Kim [81] on partial Steiner systems. A partial Steiner system Sp(n, k, t) is

a collection of k-sets from a global n-set such that any t-set is contained in at most

one such k-set, so that for instance, an Sp(n, 3, 2) is a partial triangle-decomposition

of Kn.

Theorem 5.4.2. Let 2 ≤ t ≤ k − 2. There is a partial Steiner system Sp(t, k, n)
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of size at least

1−O

( log n

n

)−(k−t)/((k
t)−1)(n

t

)
/

(
k

t

)
.

We remark that Theorem 5.4.2 appeared in a conference proceedings, and to

our knowledge a proof was never provided by Kim. The breakthrough results

of Keevash [76, 77] and Glock, Kühn, Lo, and Osthus [53] on the existence of

designs are much stronger results (even if the divisibility conditions don’t apply,

one can use these results to obtain designs which are as close to full as permitted

by the parameters), but we highlight Theorem 5.4.2 as Kim [81] claims this result

is obtained purely via the Rödl Nibble, and further, that he “believes that the

Nibble method gives no better bound up to a logarithmic factor”. We believe that

philosophically, Theorem 5.2.1 should be applicable to prove Theorem 5.4.2 (though

not quite obtaining logarithmic error), and we believe that the idea of Kim’s proof

was likely some form of ‘completely collapsing the entire codegree sequence’.

We also believe that, provided p is large enough for Nibble ideas to be used at

all, one should be able to apply Theorem 5.2.1 to the context of clique-packing

problems in G(n, p), or similar random hypergraph spaces, since the obtained

random graph or hypergraph is with high probability very ‘smooth’. This problem

is mentioned by Yuster [126], and is likely very difficult, due to the connection to

the existence of designs. Further, we remark that the methods used in [76, 77,

53] apply to this setting, but only with constant, or close to constant, values of p.

An advantage of our results is that they would apply to settings in which p is

allowed to be much smaller than constant (which is an inherent advantage of the

Polynomial Method, which is key to our proof of Theorem 5.2.1, and we discuss
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further in the next section).

Finally, we believe that our methodology for proving Theorem 5.4.1 may extend

in quite a natural way to the study of approximate ‘Hamilton 2-plexes’ in Latin

squares. Here, we remark that an n× n Latin square corresponds to a proper edge-

colouring of Kn,n with n colours, and in this setting a Hamilton 2-plex is precisely

a Hamilton cycle of Kn,n using each colour precisely twice. Halasz [63] conjectured

that for n ≥ 5, every n× n Latin square has a Hamilton 2-plex, and proved this

conjecture approximately, by showing that each properly n-edge-coloured Kn,n for

n ≥ 5 admits a path forest on 2n−o(n) edges, containing each colour at most twice.

We believe that one could use Theorem 5.2.1 in conjunction with some random

partitioning arguments, as in the proof of Theorem 5.4.1, to improve the o(n) error

bound of Halasz [63] to n1/2+δ for any constant δ > 0, and further, we anticipate

that one could use absorption arguments to ‘close’ such a path forest into a cycle,

still using each colour at most twice.

5.5 Sketch of the proof of Theorem 5.2.1

In this section, we sketch the most important parts of the proof of Theorem 5.2.1.

Put simply, the idea (at least originally) proceeds as follows: Use Theorem 5.1.4

to ‘collapse the penultimate codegree Ds−1 to the final codegree Ds’, by which we

mean iterate the Rödl Nibble whilst tracking the degradation of Ds−1 until it is

not usefully larger than Ds, to create a large matching. As one does this, one also

tracks the degradation of D, D2, . . . , Ds−2, and observes that the ratios Dj/Dj+1

all reduce by a factor of x, for j ̸= s− 1 (with x as in Theorem 5.1.4). Then, one

simply ‘forgets’ about Ds, taking the degraded Ds−1 to be the new final entry in
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the codegree sequence, and applies Theorem 5.1.4 again to ‘collapse Ds−2 to Ds−1’,

further reducing the size of the leftover. Keep repeating this process until one runs

out of codegrees (we call this using all the space in the codegree sequence), or one

hits some other bottleneck, for example that ε was not tight enough to begin with

to allow us to iterate this long.

Thus, one needs a form of Theorem 5.1.4 which better lends itself to iteration.

The key obstacle here is that the proof of Theorem 5.1.4 only works for ε ≈ 1/x;

one seemingly cannot use a smaller ε and expect this ε to have not degraded too

much by the end of the process. Since we intend to iterate a rough equivalent of

Theorem 5.1.4 many times, and since ε grows by a factor of x with each iteration,

we will usually want to allow ε to be much, much smaller than 1/x. To be a

little more precise about where this causes a problem, we note that in the proof of

Theorem 5.1.4, Vu [122] performs Nibbles which each shrink the leftover by a factor

of θ ≈ 1/x. In order to control the error in vertex degrees, one throws out a waste

set W of vertices at each Nibble, where |W | is on the order εθn, and cannot be

larger, otherwise the accumulated waste sets eventually grow to a point at which

they are larger than the leftover hypergraph. Further, during the Nibble, one must

ignore those chosen edges which intersect in order to obtain a matching, and one

expects roughly θ2n vertices to be involved in such intersections. In the proof of

Theorem 5.1.4, one has εθn ≈ θ2n, and so all such intersection vertices can be

thrown into the waste set. Since we need to permit εθn≪ θ2n during the proof

of Theorem 5.2.1, it is important that we put such vertices back into the leftover

hypergraph in order to keep the waste sets small, so one key difference is that we

need to consider a ‘non-wasteful’ Nibble, in this sense. We remark that Alon, Kim,

and Spencer [6] use such a ‘non-wasteful’ Nibble procedure, but their concentration
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arguments (which revolve around martingale inequalities) do not seem to extend

to the setting of hypergraphs which are not linear.

The most challenging obstacle is the need to concentrate the degrees of vertices

after a Nibble, within very tight error, in this ‘non-wasteful’ regime, where the

hypergraph need not be linear. We note that to ensure that ε does not degrade too

much during a Nibble, one must ensure that the vertex degrees are concentrated

within an error of εθD. This is the same error expression that Vu [122] permits

in his concentration arguments, but since we must permit ε to be considerably

smaller than θ (as opposed to ε ≈ θ in [122]), we are usually effectively asking for

much smaller error in the concentration of the vertex degrees. To achieve this, we

employ a very involved application of the Polynomial Method. Before proceeding

further, we briefly discuss the Polynomial Method now.

5.5.1 The Polynomial Method

The central idea of the Polynomial Method is that one can often bound a complicated

random variable (in our application, the vertex degrees after a Nibble) from above

and below in terms of two polynomials of simpler, mutually independent random

variables (in our application, the indicator random variables for the events of given

edges being chosen for the matching, or given vertices being chosen for the waste

set). One can then use concentration inequalities to tightly concentrate these

bounding polynomials, effectively bounding the original random variable of interest.

Concentration inequalities for polynomials of random variables were first produced

by Kim and Vu [83]. They noticed that such inequalities can be powerful in the

sense that they allow one to avoid using a ‘worst-case Lipschitz constant’ (for
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instance all the values ci in McDiarmid’s Inequality (Theorem 3.5.2)), instead

only taking into account the average adverse effects that the changes in individual

random variables can have on the polynomial. This is especially useful in analysis

of sparse graphs, or in ‘small’ processes like the Nibble, because in such cases,

the Lipschitz constants usually are much larger than the expectations of most

random variables of interest, prohibiting the usage of concentration inequalities

like Theorem 3.5.2.

We now state a polynomial concentration inequality of Vu [121], which is the

key inequality we use in our concentration arguments. We say that a polynomial

Y = Y (X1, . . . , Xm) of the mutually independent random variables X1, . . . , Xm is

a positive polynomial if all of the coefficients of Y are non-negative. Given an index

set A = {i1, . . . , ij} ∈ [m]j, we define YA := ∂jY/∂Xi1 . . . ∂Xij
. If Y has degree ℓ

then for j ∈ [ℓ]0 we define Ej(Y) := max
A∈([m]

j ) E [YA]. Notice that E0(Y) = E [Y].

Theorem 5.5.1 (Vu [121]). There is f : N → N such that the following holds.

Suppose that Y is a degree-ℓ positive polynomial of the mutually independent random

variables X1, . . . , Xm. Suppose further that there are λ, E0, E1, . . . , Eℓ > 0 satisfying

Ej(Y) ≤ Ej for j ∈ [ℓ]0 and Ej/Ej+1 > λ + (j + 1) log m for j ∈ [ℓ− 1]0. Then

P
[
|Y − E [Y] | > f(ℓ)

√
λE0E1

]
≤ 3ℓ exp(−λ).

We remark that Theorem 5.5.1 is also the main concentration inequality used

by Vu in [122], though he only uses it for polynomials of degree at most 2, whereas

we require the full generality.
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5.5.2 Key lemmas

Returning to sketching the proof of Theorem 5.2.1, we note that the polynomials

that we use to bound the vertex degrees in the course of a Nibble, are such that

the sum of all degree-i terms has expectation on the order θiD. In particular,

since ε ≈ θ in the proof of Theorem 5.1.4 (so that θ2D ≈ εθD), Vu [122] uses

polynomials of degree 2, and applies Theorem 5.5.1, obtaining an acceptable

amount of growth in the value of ε during a Nibble. In our paper, we must

use bounding polynomials of degree at least R, where θR ≈ εθ. In fact, we

use polynomials of degree approximately R6. Even arguing the correct form of,

let alone performing the required calculus and expectation calculations on these

polynomials is a considerable challenge. To give a glimpse into the obtaining of

these polynomials, we note that our ‘Nibble’ is obtained from the outcomes of

the mutually independent indicator random variables {au}u∈V (H) ∪ {tf}f∈E(H),

where au indicates if the vertex u is chosen for the ‘waste set’ W, and tf indicates if

the edge f is chosen for a set called X. We then let the random matching M be the

set of those X-edges which do not intersect any other X-edges. In this regime, the

degree of a vertex v after the Nibble may be written as deg(v) = ∑
e∋v ye, where ye

indicates that e does not lose any non-v vertices to W or M. More specifically,

where Λe := {f ∈ E(H) : f ∩ (e \ {v}) ̸= ∅},

ye =
 ∏

u∈e\{v}
(1− au)

 ·
 ∏

f∈Λe

(1− bf )
 , (5.5.1)
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where bf indicates if f ∈M; that is,

bf = tf

∏
h∈E(H)\{f} :

h∩f ̸=∅

(1− th).

We cannot apply Theorem 5.5.1 to this full polynomial representation of the random

variable deg(v) directly (even after we decompose it into positive polynomials)

because the degree (as a polynomial) of deg(v) is too large to obtain tight concen-

tration. To deal with this issue, observe that one may expand the right hand-side

of (5.5.1) as

1−
∑

u∈e\{v}
au −

∑
f∈Λe

bf +
∑

u∈e\{v}
f∈Λe

aubf +
∑

U∈(e\{v}
2 )

∏
u∈U

au +
∑

F ∈(Λe
2 )

∏
f∈F

bf − . . . ,

continuing to ‘longer’ products of the indicator random variables, with the sign

alternating depending on the number of random variables in the terms. One can

check that if we truncate the above expansion after writing all terms of at most a

given ‘length’ i (i.e. i is the number of random variables within the term), then

the resulting polynomial is deterministically an upper bound for ye if i is even,

and a lower bound if i is odd. It would seem to suffice, then, to bound ye from

above and below in terms of these expansions, truncated to lengths R and R + 1

respectively (if R was even, say) where θR = εθ, since then in particular the

expected difference between the two approximations for deg(v) is on the order εθD.

However, we still cannot apply Theorem 5.5.1 to these polynomials, since the

random variables {bf}f∈E(H) are not mutually independent. We must therefore

also perform a similar expansion to each of the random variables bf , and substitute

appropriate truncations of each bf into our existing truncated polynomials for ye,
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ensuring that we preserve the desired global upper or lower bound. This, together

with other confounding factors, means that the final polynomials we consider

involving only the mutually independent random variables {au}u∈V (H) ∪{tf}f∈E(H)

have degree closer to R6. We then apply Theorem 5.5.1 to each of (the positive

polynomials within) the obtained bounding polynomials for deg(v). We omit any

further detail here.

We now state the ‘Nibble Lemma’, which performs the main probabilistic

analysis in our paper; in particular the Nibble Lemma incorporates the checking of

the concentration of the vertex degrees via the aforementioned Polynomial Method

arguments, as well as the concentration of the various codegrees (for which we also

use the Polynomial Method, though this application is simpler), and checking that

the leftover set and waste set have the right size.

Lemma 5.5.2 (‘Nibble Lemma’, Gould and Kelly, 2023+). Suppose 1/d ≪

1/R, 1/k ≤ 1, with R ≥ 3 odd. Let H be an (m, d, ε)-regular, (k + 1)-uniform

hypergraph, and suppose there is 2 ≤ s ≤ k + 1 and quantities bz for 2 ≤ z ≤ s such

that Cz(H) ≤ bz for 2 ≤ z ≤ s and bs ≥ 1. Suppose further that there is 0 < θ < 1

such that the following conditions are satisfied:

(N1) θR−1 ≤ ε;

(N2) ε ≤ θ;

(N3) ε2θ d
b2
≥ log2 d;

(N4) θ2 bz

bz+1
≥ log2 d for all 2 ≤ z ≤ s− 1;

(N5) θ ≤ 1/ log5R6
d.

Then there is a matching M of H and a set W ⊆ V (H) of size |W | ≤ 10εθm,

together with numbers m′ and d′ satisfying m(1−θ−2θ3/2) ≤ m′ ≤ m(1−θ +2θ3/2)
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and d(1− kθ − θ3/2) ≤ d′ ≤ d(1− kθ + θ3/2), such that the hypergraph H ′ induced

by V (H) \ (V (M) ∪ W ) is (m′, d′, ε′)-regular, where ε′ := ε(1 + θ). Further,

Cz(H ′) ≤ bz(1− (k − z + 1)θ + θ3/2) for all 2 ≤ z ≤ s− 1.

In particular, hypothesis (N1) and the definition of R effectively ensure that we

can obtain acceptable growth in ε whilst still using only ‘constant’ degree bounding

polynomials, which we require in order to keep the concentration sufficiently tight

when applying Theorem 5.5.1.

One then iterates Lemma 5.5.2 similarly to how Vu [122] iterates his version

of the Nibble Lemma, in order to obtain the following result, which we call the

‘Chomp Lemma’.

Lemma 5.5.3 (‘Chomp Lemma’, Gould and Kelly, 2023+). Suppose 1/D ≪

1/K, 1/k, γ ≤ 1. Let H be an (n, D, ε)-regular, (k + 1)-uniform hypergraph, and

suppose there is 2 ≤ s ≤ k+1 and quantities Dj for 2 ≤ j ≤ s such that Cj(H) ≤ Dj

for 2 ≤ j ≤ s and Ds ≥ 1. Suppose further that there is x > 0 such that following

conditions hold:

(C1) 1
xK ≤ ε;

(C2) ε ≤ 1
ex1+γ ;

(C3) ε2D
x1+γD2

≥ ek+12 log2 D;

(C4) Dj

x2+2γDj+1
≥ ek+7 log2 D for all 2 ≤ j ≤ s− 1;

(C5) Ds−1
xk−s+2+2γDs

≥ ek+2 log2 D;

(C6) x ≥ log
5
γ (K

γ
+3)6

D.

Then there is a matching M of H and a set W ⊆ V (H) of size |W | ≤ 10e7εn log x,

together with numbers n′ and D′ satisfying n/e6x ≤ n′ ≤ e7n/x and D/e6xk ≤

D′ ≤ ek+6D/xk, such that the hypergraph H ′ induced by V (H) \ (V (M) ∪ W )
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is (n′, D′, ε′)-regular, where ε′ := εx. Further, Cj(H ′) ≤ ek+6Dj/xk−j+1 for all

2 ≤ j ≤ s− 1.

Lemma 5.5.3 is similar to Theorem 5.1.4 in the appearance of conditions (C4)

and (C5), but conditions (C1) and (C3) are key differences in the sense that (C1)

permits ε to be much smaller than 1/x, and (C3) effectively contains the information

that allows us to conclude that ε only grows by the amount we expect (a factor

of x) after each ‘Chomp’. Note that (if D = ω(1)) a ‘Nibble’ reduces the leftover

vertex set only by a factor of o(1), whereas a Chomp reduces the leftover vertex set

by a factor of ω(1). In order to minimise error, we then iterate the Chomp Lemma,

each time choosing x ≈ (Ds−1/D)γ (instead of the more immediately natural choice

of setting x to meet one of the bottlenecks provided by (C1)–(C6)), until after 1/γ

Chomps, one has ‘collapsed’ Ds−1 to Ds. Then one forgets about Ds, and begins

the process of gradually collapsing Ds−2 to Ds−1 via small Chomps, and so on,

until one runs out of codegrees, or hits one of the other two bottlenecks for x given

in Theorem 5.2.1 (in particular hypothesis (i) of Theorem 5.2.1 ensures that the

iteration of Lemma 5.5.3 does not stop due to a ‘middle’ ratio Dj/Dj+1 degrading

too much).

5.5.3 Improving the error, revisited

We return to the discussion in Section 5.3.3 concerning the possibility of replacing

the polynomial error in Theorem 5.2.1 with a polylogarithmic one. The main

problem is the requirement that R must be constant in (N1) in order to have

sufficiently tight concentration in Theorem 5.5.1. If one could instead bound the

random variable corresponding to a vertex’s degree, by polynomials of logarithmic
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degree, and still obtain tight concentration, then one would not need to suppose (C1),

instead allowing for smaller Chomps (say polylogarithmic values of x, even while

ε = n−Ω(1)), which should ultimately incur only the desired logarithmic error by

the end of the process.

One needs a replacement for Theorem 5.5.1, then, which allows random poly-

nomials of degree ω(1) without losing tight concentration. Such concentration

inequalities do exist, for instance those of Schudy and Sviridenko [116, 117], but

each seem to cause other problems; for example the cited results do not also allow

for the terms to have as many repeated instances of a single random variable

as they unavoidably do in our application, without losing concentration. Given

an ideal concentration inequality though, we believe one could run our proof of

Theorem 5.2.1 and obtain only polylogarithmic error.
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