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## Abstract

In this thesis, we develop the theory of bifibrations of polycategories.
We start by studying how to express certain categorical structures as universal properties by generalising the shape of morphism. We call this phenomenon representability and look at different variations, namely the correspondence between representable multicategories and monoidal categories, birepresentable polycategories and $*$-autonomous categories, and representable virtual double categories and double categories.

We then move to introduce (bi)fibrations for these structures. We show that it generalises representability in the sense that these structures are (bi)representable when they are (bi)fibred over the terminal one. We show how to use this theory to lift models of logic to more refined ones. In particular, we illustrate it by lifting the compact closed structure of the category of finite dimensional vector spaces and linear maps to the (non-compact) *autonomous structure of the category of finite dimensional Banach spaces and contractive maps by passing to their respective polycategories. We also give an operational reading of this example, where polylinear maps correspond to operations between systems that can act on their inputs and whose outputs can be measured/probed and where norms correspond to properties of the systems that are preserved by the operations.

Finally, we recall the Bénabou-Grothendieck correspondence linking fibrations to indexed categories. We show how the B-G construction can be defined as a pullback of virtual double categories and we make use of fibrational properties of vdcs to get properties of this pullback. Then we provide a polycategorical version of the B-G correspondence.

## Part I.

## Introduction

## Introduction

### 0.1. What is a multicategory?

The notion of multicategory was introduced by Lambek in [58]. As recounted in [55], he drew inspiration from his earlier work in algebra and linguistics. In [56], he introduced a sequent calculus, adapted from Gentzen's original sequent calculus, that he used to establish a decision procedure for grammaticality of sentences. In this sequent calculus, there are some type formers for syntactic expressions that behave like logical connectives.

$$
B \vdash A \backslash C \Leftrightarrow A \cdot B \vdash C \Leftrightarrow A \vdash C / B
$$

Lambek and Findlay noticed that a similar relationship is true for two-sided ideals $A, B, C$ of a unital ring $R$ :

$$
B \subseteq A \backslash C \Leftrightarrow A \cdot B \subseteq C \Leftrightarrow A \subseteq C / B
$$

where $A \cdot B:=\left\{\sum_{i \leq n} a_{i} b_{i} \mid a_{i} \in A, b_{i} \in B\right\}$ is the product ideal, $A \backslash C:=\{r \in R \mid \forall a \in$ $A, a r \in C\}$ is the left residual quotient and $C / B:=\{r \in R \mid \forall b \in B, r b \in C\}$ is the right residual quotient.

They also noticed that a similar relation exists for bimodules. Namely, that for bimodules ${ }_{R} A_{S},{ }_{S} B_{T}$ and ${ }_{R} C_{T}$ over unital rings $R, S, T$ there are natural isomorphisms

$$
\operatorname{Hom}(B, A \multimap C) \simeq \operatorname{Hom}(A \otimes B, C) \simeq \operatorname{Hom}(A, C \circ-B)
$$

where $A \otimes B$ is the $(R, T)$-bimodule $A \otimes_{S} B, A \multimap C$ is $\operatorname{Hom}_{R}(A, C)$ considered as a $(S, T)$ bimodule and $C \circ-B$ is $\operatorname{Hom}_{T}(B, C)$ as a $(R, S)$-bimodule. One way of abstracting these notions is by asking for a monoidal biclosed category, i.e. a category equipped with a tensor product functor admitting some right adjoints. There the tensor product is given as data while the internal homs,$- \circ-$ verify a universal property. What Lambek realised is that Gentzen's sequent calculus provides a way of reasoning about tensors and internal homs similar to Bourbaki's method of multilinear maps. For ease, let us focus on $(R, R)$-bimodules for a fixed ring $R$. Given bimodules $A, B, C$ there is a canonical bilinear map $A, B \rightarrow A \otimes B$ which induces a natural isomorphism between bilinear maps $A, B \rightarrow C$ and linear maps $A \otimes B \rightarrow C$. This can be taken as a definition of the tensor product: $A \otimes B$ has the universal property of linearising bilinear maps. Moreover, it can be extended by adjoining contexts on the left and right: there is a natural isomorphism between multilinear maps $\Gamma_{1}, A, B, \Gamma_{2} \rightarrow C$ and multilinear maps $\Gamma_{1}, A \otimes B, \Gamma_{2} \rightarrow C$. This principle can be put in parallel with the left rule for conjunction in Gentzen's sequent calculus, an analogy which led Lambek to interpret the sequent calculus in multilinear algebra. Then, he generalised multialgebra to the abstract notion of multicategory, a mathematical structure akin to a category but where the notion of morphism is generalised to a notion of multimap whose domain is a finite list of objects.

In the general context of multicategories, one can characterise $\otimes, \multimap, \circ-$ universally, via the existence of multimaps $A, B \rightarrow A \otimes B, A, A \multimap B, B$ and $B \circ A, A \rightarrow B$ inducing natural isomorphisms

$$
\operatorname{Hom}(A, B ; C) \simeq \operatorname{Hom}(B ; A \multimap C) \simeq \operatorname{Hom}(A \otimes B ; C) \simeq \operatorname{Hom}(A ; C \circ B)
$$

An advantage of considering multicategories over monoidal categories is that the tensor product in the former is defined through a universal property rather than being given as data. Furthermore, any monoidal category induces a multicategory called its underlying multicategory that inherits tensor products from the monoidal structure, and any
monoidal biclosed category induces a multicategory with tensor products and internal homs. However, there are also multicategories that do not possess tensor products of all objects. So the notion of multicategory subsumes that of monoidal category.

Another use for multicategories is for defining some internal structured objects. For example, the notion of monoid object internal to a monoidal category can be extended to the setting of multicategories. A monoid in a multicategory $\mathcal{M}$ is an object $M$ equipped with a binary map, the multiplication, $M, M \rightarrow M$ and a nullary map, the unit $\cdot \rightarrow$ $M$ satisfying unitality and associativity. Interestingly, the category of multicategories is cartesian and its terminal object, called the terminal multicategory, is also the free multicategory containing a monoid. This means that the data of a monoid internal to a multicategory $\mathcal{M}$ can equivalently be described as a functor $\mathbf{1} \rightarrow \mathcal{M}$. In this sense, monoids can be thought of as the generalised elements of a multicategory. This makes multicategory theory a natural setting to study monoids. Other structured objects can be represented internally to a multicategory, for example monoid actions, i.e. the data of an internal monoid and an object, the internal module, equipped with an action of the monoid. The free multicategory containing a monoid action can also be easily described.

In this thesis, I will be interested in different directions in which the notion of multicategory can be extended and how these interact together.

### 0.2. Polycategories: the more outputs the merrier

First, there is the notion of polycategory introduced by Szabo in [84]. Szabo was a student of Lambek and the question that he got interested in is the following. Can the correspondence between Gentzen's intuitionistic sequent calculus and multicategories be extended to classical sequent calculus? In Gentzen's original sequent calculus, the sequents have multiple hypotheses and multiple conclusions. Gentzen noticed that to get intuitionistic sequent calculus out of the classical one, one just has to restrict the sequents to those with a unique conclusion. Szabo went backwards and tried to define a model of
classical sequent calculus by considering a mathematical structure similar to categories and multicategories but where the morphisms have multiple inputs and multiple outputs. He called these polycategories. When considering maps with many inputs and many outputs, one is led to consider what kind of composition is appropriate for the structure considered. For modeling logic, composition should correspond to the cut rule in logic:

$$
\frac{\Gamma \vdash \Delta_{1}, A, \Delta_{2} \quad \Gamma_{1}, A, \Gamma_{2} \vdash \Delta}{\Gamma_{1}, \Gamma, \Gamma_{2} \vdash \Delta_{1}, \Delta, \Delta_{2}}
$$

To reflect that, in a polycategory, the notion of composition is restricted to only be allowed along one object at a time.

Polycategories offer a categorical setting in which to interpret classical calculi. Tensor products and internal homs can be defined in a similar way as they are in a multicategory, interpreting conjunction and implication in logic. Furthermore, other operators can be defined: a par product or cotensor product that interpret the disjunction and a dual that interpret the negation. Both are also defined using universal properties. A polycategory that has all these universal objects - actually there is a lot of redundancy there, and it would be enough to ask only for the existence of some of them to infer the others - corresponds to a $*$-autonomous category as defined by Barr in [3]. The relationship between polycategories and $*$-autonomous categories is analogous to the one between multicategories and monoidal categories, or more exactly between multicategories and monoidal biclosed categories. Although, *-autonomous categories are often taken as the right notion for a categorical semantics of multiplicative linear logic (see [4, [64]), I would argue that the polycategorical approach is more natural, just as multicategories offer a more natural setting for interpreting intuitionistic MLL than symmetric monoidal closed categories.

Furthermore, in a polycategory, the universal properties that characterise the different connectives are not only similar, they are all examples of a general notion of universal property. This is the first contribution of this thesis: a unified notion of universal object in a polycategory of which all the connectives of multiplicative linear logic are instances.

More than that, these universal objects capture exactly the propositions of MLL, in the sense that any universal object can be described using tensor and par products and duals I. This led us to an "unbiased" notion of $*$-autonomous category. Here by unbiased, we mean that we have all the connectives defined in a unified way instead of making arbitrary choices for based connectives from which other might be derived. In the usual notion is biased in two ways, first by having some connectives as primitive ones, e.g. tensors, pars and duals, and also by choosing some specific arities for those, in general the binary connective and its unit, the nullary one. From a precise analysis of the role of duality/negation, Cockett, Seely and coauthors derived the notion of linearly distributive categories (previously know as weakly distributive categories), see [21, (12]. These capture the models of classical MLL without negation. Their analysis is tightly connected to polycategories and they prove that linearly distributive categories correspond to certain polycategories. In fact, they correspond to polycategories in which certain universal objects exist. Another contribution of this thesis is a definition of unbiased linearly distributive category. A linearly distributive category has two monoidal structures $(\otimes, I)$ and $(\mathcal{X}, \perp)$ to interpret the conjunction and disjunction, together with some natural transformations representing their interaction, called the distributivity laws, all subjected to some coherence of course. The distributivity laws have the following types $A \otimes(B \mathcal{Y} C) \rightarrow(A \otimes B) \not \subset C$ and $(A \mathcal{P} B) \otimes C \rightarrow A \mathcal{P}(B \otimes C)$. In the unbiased case, we have $n$-ary tensor and par products, and the distributivity laws are replaced by an unbiased one with type $\otimes\left(\Gamma_{1}, \mathcal{P}\left(\Delta_{1}, A, \Delta_{2}\right), \Gamma_{2}\right) \rightarrow \mathcal{P}\left(\Delta_{1}, \otimes\left(\Gamma_{1}, A, \Gamma_{2}\right), \Delta_{2}\right)$. This is precisely what is needed to define a polycategory from a (unbiased) linearly distributive category. In fact, one can relax the monoidal structures by directing their laws and still be able to extract a polycategory from it. This notion of lax linearly distributive category, where $\otimes$ is oplax monoidal and 8 is lax monoidal is introduced and explored in this thesis. A correspondence between lax linearly distributive categories and certain polycategories, where the tensor and par products have a weaker universal property, is considered.

[^0]As mentioned above another interesting aspect of monoidal categories and multicategories is that it is possible to define internal structured objects. Linearly distributive categories, $*$-autonomous categories and polycategories offer even more latitude for that, since polymaps with multiple outputs can encode new operations, such as co-multiplication. An important example that we will discuss in more depth in this thesis is the concept of Frobenius monoid that generalises the one in a monoidal category by asking for a monoid structure with respect to the $\otimes$ monoidal product and a comonoid structure with respect to the 8 product. Frobenius monoids for linearly distributive categories have been studied in [27].

Some examples of polycategories, $*$-autonomous categories and linearly distributive categories that we will consider arise from linear algebra and functional analysis. Vect and FVect, the categories are arbitrary/finite dimensional vector spaces and linear maps are often considered as some prototypical models for linear logic. Vect is a linearly distributive category while FVect is a $*$-autonomous category. $\otimes$ is given by the usual tensor product of vector spaces, while $(-)^{*}$ is given by the the dual of a vector space. However, in this model $\mathcal{P}$ is also interpreted as the tensor product of vector spaces. *autonomous categories where tensor and par products coincide have been largely studied in the literature under the name compact closed categories, a concept introduced in [46]. When interpreting logic the duality in these categories is too strong. Not only are $\otimes$ and $\mathscr{P}$ identified, but also if a compact closed category has finite products then these are biproducts, see [41]. Closely related categories are $\mathbf{B a n}_{1}$ and $\mathbf{F B a n} 1$, the categories of arbitrary/finite dimensional Banach spaces and contractive maps, i.e., maps that do not expand the norm. These maps inherit the linearly distributive and $*$-autonomous structures of Vect and FVect. However, their $\otimes$ and $\mathcal{P}$ are distinct. This example is already treated in the seminal paper on $*$-autonomous categories 3. In these categories the tensor and par products of two Banach spaces both have as an underlying vector space the tensor product of the underlying vector spaces, however the norms that are assigned to them are different. The question of what norms can be assigned to the tensor products
of Banach spaces have been tackled by Grothendieck during his PhD thesis (see [35]). There are two extremal norms amongst all the well-behaved ones that can be put on a tensor product. These correspond precisely to the ones for $\otimes$ and $\mathcal{P}$.

It is natural to consider Vect and FVect as multicategories, but it is also possible to consider them as polycategories. A polylinear map $f: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ can be defined as a linear map $A_{1} \otimes \cdots \otimes A_{m} \rightarrow B_{1} \otimes \cdots \otimes B_{n}$. A more concrete and operational understanding of a polylinear map can be given: $f: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ can be thought as an operation that can be fed some states $a_{i} \in A_{i}$ (equivalently linear maps $a_{i}: \mathbb{K} \rightarrow A_{i}$ where $\mathbb{K}$ is the base field considered as a vector space) and that can be probed/measured by effects $\varphi_{j} \in B_{j}^{*}$ (equivalently linear maps $\varphi_{j}: B_{j} \rightarrow \mathbb{K}$ ) in a linear way. So it assigns to any states $a_{i}$ and effects $\varphi_{j}$ a scalar $\left(\varphi_{1}, \ldots, \varphi_{n}\right) f\left(a_{1}, \ldots, a_{m}\right) \in$ $\mathbb{K}$ such that $\left(\ldots, \lambda \varphi_{j}+\varphi_{j}^{\prime}, \ldots\right) f(\ldots)=\lambda\left(\ldots, \varphi_{j}, \ldots,\right) f(\ldots)+\left(\ldots, \varphi_{j}^{\prime}, \ldots\right) f(\ldots)$ and $(\ldots) f\left(\ldots, \lambda a_{i}+a_{i}^{\prime}, \ldots\right)=\lambda(\ldots) f\left(\ldots, a_{i} \ldots\right)+(\ldots) f\left(\ldots, a_{i}^{\prime}, \ldots\right)$. We can extend this operational reading of polylinear maps to define contractive polylinear maps. Under this perspective, a norm can be thought of as a way to specify a subset of vectors: its unit ball. Then, a contractive linear map is one that preserves the unit ball, in the sense that the image of the unit ball on the domain is included in the unit ball on the codomain. Similarly, a contractive polylinear map is one such that for any subunital states $a_{i}$ (i.e. elements of the unit balls of the $\left(A_{i},\|-\|_{A_{i}}\right)$ ), and any subunital effects $\varphi_{j}$ (i.e. elements of the unit balls of the dual spaces with the dual norm) $\left(\varphi_{1}, \ldots, \varphi_{n}\right) f\left(a_{1}, \ldots, a_{m}\right)$ is a subunit of $\mathbb{K}$, i.e. $\left|\left(\varphi_{1}, \ldots, \varphi_{n}\right) f\left(a_{1}, \ldots, a_{m}\right)\right| \leq 1$. This defines polycategories $\operatorname{Ban}_{1}$ and $\mathbf{F B a n} \mathbf{1}_{1}$ which are precisely the underlying polycategories of the linearly distributive and $*$-autonomous categories described above. This gives an operational reading of the injective and projective norms (the extremal norms on the tensor product mentioned above). Closely related to this example is the causal structures construction of [51]. In this article, the authors define a construction that takes a compact closed category (with some extra conditions) and produce a $*$-autonomous category whose objects are those of the compact closed category together with a subset of its states, the causal states, and
whose maps are the one preserving the causal states. This construction can be extended to a polycategorical one with the same operational reading as the one for Banach spaces.

### 0.3. Functors: refinement and parametrisation

In addition to considering individual multicategories, we can consider functors between multicategories. There is a sense in which the theory of representable multicategories can be extended by considering functors. This is achieved by considering opfibrations $p: \mathcal{E} \rightarrow \mathcal{B}$. An opfibration of multicategories is a functor such that any list of objects $\left(A_{i}\right)_{i \leq n}$ in $\mathcal{E}$ and any morphism $f: p\left(A_{1}\right), \ldots, p\left(A_{n}\right) \rightarrow B$ in $\mathcal{B}$ induces a universal object $\otimes_{f}\left(A_{1}, \ldots, A_{n}\right)$ called the pushforward of the $A_{i}$ s along $f$. As the notation suggests, the pushforward can be understood as a parametrised version of the tensor product. This is illustrated by the fact that if $f: p\left(A_{1}\right), \ldots, p\left(A_{n}\right) \rightarrow \otimes\left(p\left(A_{1}\right), \ldots, p\left(A_{n}\right)\right)$ is the universal multimap of a tensor in $\mathcal{B}, \otimes_{f}\left(A_{1}, \ldots, A_{n}\right)$ defines a tensor product in $\mathcal{E}$. In particular, if the unique multimap $p: \mathcal{E} \rightarrow \mathbf{1}$ into the terminal multicategory is an opfibration then $\mathcal{E}$ is representable. This characterises representable multicategories. This correspondence between fibrations and tensors in multicategories has been worked out first by Hermida in [38, [39].

A main contribution of this thesis, as emphasised by the title, is to introduce and study a notion of fibration of polycategories. A bifibration of polycategories has for any finite lists of objects in $\mathcal{E} \Pi, \Sigma_{1}, \Sigma_{2}$ and any polymap $f: p(\Pi) \rightarrow p\left(\Sigma_{1}\right), A, p\left(\Sigma_{2}\right)$, a pushforward of $\Pi$ along $f$ in context $\Sigma_{1}, \Sigma_{2}$. Dually, for any finite lists of objects in $\mathcal{E} \Pi_{1}, \Pi_{2}, \Sigma$ and any polymap $f: p\left(\Pi_{1}\right), A, p\left(\Pi_{2}\right) \rightarrow p(\Sigma)$, there is a pullback of $\Sigma$ along $f$ in context $\Pi_{1}, \Pi_{2}$. Furthermore, like in the case of multicategories, the pushforwards along unary polymaps, i.e. polymaps with only one output, are parametrised tensor products, while pullbacks along counary polymaps are parametrised par product. Maybe more surprising is the fact that all pullbacks and pushforwards can be understood as parametrised connectives for MLL. That is, when considering functors into the terminal polycategory, the pushforwards
and pullbacks are generated by $\otimes, \mathcal{P}$ and $(-)^{*}$. So polycategories that are models of MLL correspond exactly to the ones that are bifibred over 1 .

This can be used to refine models of MLL. Starting with a functor of polycategories $p: \mathcal{E} \rightarrow \mathcal{B}$ such that $\mathcal{B}$ is a model of MLL, if $p$ is a bifibration, or more generally if it has enough pullbacks and pushforwards, then we can lift the connectives of $\mathcal{B}$ to make $\mathcal{E}$ into a model of MLL. The forgetful functor $\mathcal{U}: \mathbf{B a n}_{1} \rightarrow$ Vect (and the finite dimensional versions) offers a good illustration of this. It is possible to define pullback and pushforward norms. Under the operation perspective, the pullback norm is the smallest norm that can be put on the object of the domain we are pulling into that makes the polylinear map we pull along contractive. Dually, the pushforward is the biggest norm that can be put on the object of the codomain we are pushing into that makes the polylinear map contractive. This is in the spirit of pullback as weakest precondition and pushforward as strongest postcondition. And it also explains why the tensor and par norms are extremal: they are defined as some pushforward and pullback norms.

### 0.4. Virtual double categories: colouring with categories

Virtual double categories offer yet another direction to extend multicategories. They correspond to multicategories coloured by a category. By coloured here, we mean that virtual double categories extend multicategories in a similar way that categories do for monoids. A monoid can be understood as a one-object category. The monoid is encoded in the hom-set of the object with multiplication given by composition. A small categories then generalise monoids by letting considering sets of objects instead of a singular one. We say that a category is a monoid coloured by a set. Similarly part of the data of a virtual double category is a category called its vertical category. For the trivial case where it is the terminal category, the rest of the data form a multicategory. So a multicategory can be encoded in a one-object-one-vertical-morphism virtual double category. More precisely, it is well studied that monoidal categories can be horizontally categorified by
bicategories, a notion introduced by Bénabou see [8]. That is, a one-object bicategory is equivalent to a monoidal category. One could want to perform a similar categorification for multicategories. This will give a structure with objects, morphisms between them and 2-morphisms $\alpha: p_{1}, \ldots, p_{n} \Rightarrow q$ of the following shape:


This notion can be generalised further by asking for another type of morphisms that we will call vertical, while the one above will be called horizontal, in such a way that objects and vertical morphisms form a category and that 2-morphisms have the following shape:

where $f_{0}$ and $f_{1}$ are vertical morphisms. So instead of coloring a multicategory by a set of objects, we do it by a category of objects and vertical morphisms. Then a multicategory is a one-object-one-vertical-morphism virtual double categories. Similarly to how multicategories offer a great environment to internalise algebraic structures, virtual double categories offer one to internalise categorical structures. For example, monads can be defined internally to any virtual double category by horizontally categorifying monoids internal to a multicategory. Similarly, the tensor product gets categorified into a notion of composition of horizontal morphisms. A virtual double category with all composites (of horizontal morphisms) is a double category. Virtual double categories have been considered a lot, particularly in the context of formal category theory, see for example [54]. It is also a good framework to define generalisation of multicategories, see [23]. In this paper, generalised multicategories are considered, where the domain of a morphism can take other shapes than a single object or a list, e.g. a tree, a (finite) set, a multiset... Although this subject is out of the scope of this thesis we might mention it sometimes.

Generalised multicategories are a framework flexible enough to encompass examples as different as topological spaces and virtual double categories. The string diagram calculus for multicategories can be extended straightforwardly to one for virtual double categories by adding colors. It has been used for example in [71, 72].

In this thesis, I also define a notion of (op)fibration of virtual double categories. It has a notion of pushforward of horizontal morphisms along a 2 -cell that is a parametrised version of composition of horizontal morphisms. I use it when studying the Bénabou-Grothendieck construction. It is often said in the literature that the Grothendieck construction can be defined as a pullback:

where $\mathbf{C a t}_{*}$ is the 2-category of pointed categories. It is not always clear however in which ambient setting this pullback takes place. One would want it to be in a category of bicategories and pseudofunctors. But, this will only define $\int F$ as a bicategory equipped with a pseudofunctor into $\mathcal{B}$. In this thesis, I answer this question by defining it in the context of virtual double categories. I prove that for functors of virtual double categories, the pullback always exists:


Then, I refine it. The first question is what conditions do we need for $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ to have composition of horizontal morphisms. We want to encode the categories and 2-categories considered in the Bénabou-Grothendieck construction as virtual double categories with trivial vertical morphisms and the morphisms of the category/2-category as horizontal ones. So the first question is what conditions do we need for $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ to have composition of horizontal morphisms. This is where opfibrations enter the picture: if $\mathbb{A}, \mathbb{B}, \mathbb{C}$ have
composite of horizontal morphisms and $\mathbb{B} \rightarrow \mathbb{C}$ is an opfibration, then $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ has composite of horizontal morphisms (and also $\mathbb{A} \times_{\mathbb{C}} \mathbb{B} \rightarrow \mathbb{A}$ is strict, i.e. preserves composite on the nose). Then, I give further conditions for ensuring that for $\mathbb{A}$ a category and $\mathbb{B}, \mathbb{C}$ bicategories, with $\mathbb{A} \rightarrow \mathbb{C}$ a lax normal/pseudofunctor, $\mathbb{A} \times_{\mathbb{C}} \mathbb{B} \rightarrow \mathbb{A}$ is a functor of categories. I then prove that it is the case when pulling Dist $_{*} \rightarrow$ Dist or Cat ${ }_{*} \rightarrow$ Cat along a lax normal/pseudo functor to give the Bénabou-Grothendieck construction.

### 0.5. Outline

This thesis is split into three parts.
The first part is about representability, i.e. the idea that certain concepts that are usually expressed as structures on a category can be recovered through a universal property when considering more general morphisms. This is illustrated on three examples, each treated in a different chapter.

In the first chapter, I consider multicategories. I recall the notion of monoidal category, both the usual biased definition and an unbiased one that makes the connection to multicategories easier to establish. Then, I define multicategories and show how any monoidal category induces an underlying multicategory. I prove that this induces a 2 -fully-faithful functor from a bicategory of monoidal categories to a bicategory of multicategories. After that, representable multicategories are considered, i.e. multicategories that have tensor products. A string diagram for representable multicategories is introduced, and a 2-equivalence between a 2-category of representable multicategories and a 2-category of monoidal categories is established. Finally closed multicategories are considered. None of the material in chapter 1 is new.

The second chapter generalises this to polycategories. I start by revisiting *-autonomous categories. The usual definitions are first stated. Then, I introduce a notion of unbiased *-autonomous category. To do so, I define unbiased linearly distributive categories, and also their lax/weak versions. This is new material. Then, I define polycategories and show
that any lax unbiased linearly distributive category induces an underlying polycategory. This generalises the previously established fact that any linearly distributive category has an underlying polycategory. Then, I characterise polycategories that are the underlying polycategory of a lax unbiased linearly distributive category by introducing weak tensor and par products, that have a weaker version of the universal properties of tensor and par products in a polycategory. Then, I show how this characterisation lifts to the usual ones between two-tensor polycategories and linearly distributive categories and two-tensor polycategories with duals and $*$-autonomous categories. After that, I introduce a general notion of universal object subsuming tensors, pars and duals. I prove that birepresentable polycategories, i.e. the ones with all universal objects, are equivalent to two-tensor polycategories with duals, hence to $*$-autonomous categories. This contribution was already in our paper [11]. Finally, I look at several examples of birepresentable polycategories, focusing in particular on Banach spaces and contractive polylinear maps exploiting the operational perspective on polycategories mentioned above. String diagrams are considered for polycategories with weak products, with strong products, with duals and with universal objects. It is shown how they relate to proof nets in linear logic.

The last chapter of the first part is about virtual double categories. In this context, representability corresponds to the existence of composition for horizontal maps. It is established that representable virtual double categories are double categories and their relation to bicategories is discussed.

The second part of this thesis is about fibrations.
The first chapter of this part considers bifibrations of polycategories. This is the main contribution of my PhD and is explored in our paper [11]. An important result is that polycategories bifibred over 1 correspond to birepresentable polycategories, i.e. models of classical MLL. This result has been recently generalised to full LL by Shulman in [79] via the notion of bifibred LNL-polycategory.

The second chapter is about fibrations of virtual double categories. Two applications are considered. First how virtual double categories fibred over $\mathbf{1}$ corresponds to representable
virtual double categories, i.e. double categories. Then, how pulling back a fibration of representable virtual double categories lets us define a representable structure on the pullback. This is used in the next part on Bénabou-Grothendieck correspondences.

The last part considers the Bénabou-Grothendieck correspondences that makes formal the idea that fibred structures correspond to indexed structures. In the first chapter, I recall the categorical Bénabou-Grothendieck correspondences that establishes 2equivalences between:

- functors $\mathcal{E} \rightarrow \mathcal{B}$ and lax normal functors $\mathcal{B} \rightarrow$ Dist
- fibrations $\mathcal{E} \rightarrow \mathcal{B}$ and pseudofunctors $\mathcal{B} \rightarrow \mathbf{C a t}^{\text {op }}$
- opfibrations $\mathcal{E} \rightarrow \mathcal{B}$ and pseudofunctors $\mathcal{B} \rightarrow$ Cat
- bifibrations $\mathcal{E} \rightarrow \mathcal{B}$ and pseudofunctors $\mathcal{B} \rightarrow$ Adj

I show that the reconstruction of the functor/fibration from the indexed data can be performed via a pullback in the category of virtual double categories by exploiting the fact that the forgetful functor Dist $_{*} \rightarrow$ Dist from pointed distributors (similarly for pointed categories) is a fibration of virtual double categories. Then, in a last chapter, I consider a polycategorical version of the Bénabou-Grothendieck correspondences. I show how it builds a bridge between different approaches for modeling classical MLL: *-autonomous categories, birepresentable polycategories, polycategories bifibred over 1, and Frobenius pseudomonoid in the polycategory MAdj of multivariable adjonctions.

## Part II.

## Representability

## 1. Multicategories and monoidal closed categories

Monoidal closed categories are used to model intuitionistic multiplicative linear logic, linear functional programming languages and more generally any resource theory that need to accommodate higher-order processes - such as intuitionistic implication whose terms are proofs or functional programming languages where programs can take other programs in input. This correspond to the "closed" part. The monoidal part allows one to model the formation of complex systems from simpler ones. In particular, any monoidal category comes with a monoidal product that can be used to model multivariable morphisms by considering morphisms whose inputs are joined together by the monoidal product. An example would be the cartesian product in categories like sets and functions, topological spaces and continuous maps, vector spaces and linear maps. Although, in the latter case, the cartesian product is the direct sum and the notion of multivariable morphism that we get that way is a multivariable function that is linear in all of its variables at once. One might want to replace the direct sum there by the tensor product of vector spaces, so that a multivariable morphism is a multilinear map, i.e. a function linear in each of its variable independently. This is a typical example of monoidal closed category. A lot of those arise in practice by having in mind a notion of multivariable morphism and finding the right monoidal product to model it. For these examples the process feels backwards. For in this perspective, one will have to define first what is the tensor of vector spaces (constructing it explicitly, e.g. by taking a quotient of the
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free vector space on a product of vector spaces) to have access to multilinear maps. In algebraic lectures, it is usually done in the other way, where a multilinear map is defined to be a multivariable function linear in each of its inputs, and the tensor product is given by its universal property of linearising multilinear maps. Multicategories abstract this idea. A multicategory is akin to a category but where multimorphisms have any number of inputs. In a multicategory, one can introduce a notion of tensor product in a similar way that it is done for vector spaces. Then a multicategory with tensor products - called a representable multicategory - is a monoidal category, and any monoidal category arises this way. So the two notions of representable multicategories and of monoidal categories coincide, although the perspective is different, in the former the multivariable morphisms are given as data and the tensor product is derived while in the latter it is the other way around. Furthermore, not every multicategory is representable, so it is more general. In particular, one can define a notion of closed multicategory without the need to talk about tensor product.

In this section we will recall the notion of monoidal closed category. We will then carry on to define multicategories, (bi)representable ones and the 2-equivalence between these and monoidal (closed) categories.

This section mainly serves as providing background material for the rest of the thesis. Nothing in it is new. A treatment of monoidal categories can for example be found in Mac Lane's Categories for the Working Mathematician [59]. A great account of multicategories is given in Leinster's Higher Operads, Higher Categories [60]. Most of the material from this section is adapted from it. The connection between closed categories and closed multicategories can be found in Manzyuk's paper 63].

### 1.1. Monoidal closed categories

A monoidal category is a category where objects and morphisms can be composed together in parallel, using a so-called monoidal product. There are multiple ways of defining it.
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One can give the nullary and binary monoidal product and how they interact to form monoidal product of other arities or one can give all the monoidal products as data with some coherence laws. These are usually referred to as the biased and unbiased definition. Note that in the biased definition, one does not have to commit to defining nullary and binary monoidal products but could give $n$-ary ones for all n in a set $\Sigma$ containing at least 0 and one arity greater or equal to 2 , but we will stick to the nullary+binary case. The reader interested in the case for an arbitrary $\Sigma$ and the equivalence of the notions will find all the details in [60].

Definition 1.1.1. A biased monoidal category $(\mathcal{C}, \otimes, I, \alpha, \lambda, \rho)$ is the data of:

- a category $\mathcal{C}$
- a functor $-\otimes-: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$
- a functor $I: \mathbf{1} \rightarrow \mathcal{C}$, that is an object of $\mathcal{C}$, we will write $I$ for the object $I(*)$
- a natural isomorphism $\alpha$ : $(-\otimes-) \otimes-\Rightarrow-\otimes(-\otimes-)$ called the associator
- natural isomorphisms $\lambda: I \otimes-\Rightarrow-$ and $\rho:-\otimes I \Rightarrow-$ called the left and right unitors respectively
subject to the coherence laws:
- the following pentagon diagram commutes for any $A, B, C, D \in O b(\mathcal{C})$ :
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Figure 1.1.: Coherence law for an unbiased monoidal category

- the following triangle diagram commutes for any $A, B$ :


Definition 1.1.2. An unbiased monoidal category $\left(\mathcal{C},\left(\bigotimes_{n}\right)_{n \in \mathbb{N}},\left(\alpha^{n,\left(m_{k}\right)_{1 \leq k \leq n}}\right)_{n \in \mathbb{N}}, \iota\right)$ is the data of:

- a category $\mathcal{C}$
- for each arity $n$, a functor $\bigotimes_{n}: \mathcal{C} \times \cdots \times \mathcal{C} \rightarrow \mathcal{C}$ from $n$ copies of $\mathcal{C}$
- for each pair of arity m,n, a natural isomorphism:

$$
\alpha^{n,\left(m_{k}\right)_{1 \leq k \leq n}}: \bigotimes_{n}\left(\bigotimes_{m_{1}}(-), \ldots, \bigotimes_{m_{n}}(-)\right) \Rightarrow \bigotimes_{\sum_{k} m_{k}}(-)
$$

, where we will usually drop the arity and write $\alpha$

- a natural isomorphism $\iota:-\Rightarrow \otimes_{1}-$
subject to the following coherence laws:
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see figure 1.1 for the full diagrams

Remark 1.1.3. We take the convention that no copy of $\mathcal{C}$ correspond to the terminal category 1. In particular, $\otimes_{0}: 1 \rightarrow \mathcal{C}$.

Definition 1.1.4. A strict biased/unbiased monoidal category is one where the coherence isomorphisms are equalities.

Proposition 1.1.5. There is a correspondence between biased and unbiased monoidal categories.

Proof. The idea is that starting from an unbiased monoidal category $\left(\mathcal{C}, \otimes_{n}, \alpha_{n}\right)$ we define:

- $\otimes:=\otimes_{2}$
- $I:=\otimes_{0}$
- $\alpha^{\prime}:(-\otimes-) \otimes-\xrightarrow{\alpha^{2,(2,1)}} \otimes_{3}(-,-,-) \xrightarrow{\left(\alpha^{2,(1,2)}\right)^{-1}}-\otimes(-\otimes-)$
- $\lambda: I \otimes-\xrightarrow{\alpha^{2,(0,1)}}-$
- $\rho:-\otimes I \xrightarrow{\alpha^{2,(1,0)}}-$

And conversely, starting from a biased monoidal category we define recursively

- $\otimes_{0}():=I$
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- $\otimes_{1}(A):=A$
- $\otimes_{n+1}\left(A_{i}\right)_{1 \leq i \leq n+1}:=\otimes_{n}\left(A_{i}\right)_{1 \leq i \leq n} \otimes A_{n+1}$
- $\alpha^{n,\left(m_{i}\right)_{1 \leq i \leq n}}$ is defined by a nested induction, first an induction on $n$
$-\alpha^{0}: \otimes_{0}() \rightarrow \otimes_{0}()$ is the identity of $\otimes_{0}()=I$
$-\alpha^{1, m_{1}}: \otimes_{1}\left(\otimes_{m_{1}}(-)\right) \rightarrow \otimes_{m_{1}}(-)$ is given by the identity since by definition $\otimes_{1}\left(\otimes_{m_{1}}(A)\right)=\otimes_{m_{1}}(A)$
- supposing that we have $\alpha^{n,\left(m_{i}\right)_{1 \leq i \leq n}}$, we want to define

$$
\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}: \otimes_{n+1}\left(\otimes_{m_{i}}\left(A_{i, j}\right)\right) \rightarrow \otimes_{i \leq n+1} m_{i}\left(A_{i, j}\right)
$$

By definition $\otimes_{n+1}\left(\otimes_{m_{i}}\left(A_{i, j}\right)\right)=\otimes_{n}\left(\otimes_{m_{i}}\left(A_{i, j}\right)\right) \otimes \otimes_{m_{n+1}}\left(A_{n+1, j}\right)$ so we need to define

$$
\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}: \otimes_{n}\left(\otimes_{m_{i}}\left(A_{i, j}\right)\right) \otimes \otimes_{m_{n+1}}\left(A_{n+1, j}\right) \rightarrow \otimes_{i \leq n} m_{i}+m_{n+1}\left(A_{i, j}\right)
$$

We proceed by induction on $m_{n+1}$ :

* for $m_{n+1}=0$ we want

$$
\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}: \otimes_{n}\left(\otimes_{m_{i}}\left(A_{i, j}\right)\right) \otimes \otimes_{0}() \rightarrow \otimes_{i \leq n} m_{i}+0\left(A_{i, j}\right)
$$

which by definition gives

$$
\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}: \otimes_{n}\left(\otimes_{m_{i}}\left(A_{i, j}\right)\right) \otimes I \rightarrow \otimes_{i \leq n} m_{i}\left(A_{i, j}\right)
$$

We do so by first using the right unitor and then the induction hypothesis of the first induction $\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}:=\alpha^{n,\left(m_{i}\right)_{1 \leq i \leq n}} \circ \rho$.

* for $m_{n+1}=1$ we want

$$
\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}: \otimes_{n}\left(\otimes_{m_{i}}\left(A_{i, j}\right)\right) \otimes \otimes_{1}\left(A_{n+1, j}\right) \rightarrow \otimes_{i \leq n} m_{i}+1\left(A_{i, j}\right)
$$

which by definition of $\otimes_{1}$ and $\otimes_{i \leq n} m_{i}+1$ gives

$$
\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}: \otimes_{n}\left(\otimes_{m_{i}}\left(A_{i, j}\right)\right) \otimes A_{n+1,1} \rightarrow \otimes_{i \leq n} m_{i}\left(A_{i, j}\right) \otimes A_{n+1,1}
$$

So we can just use

$$
\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}:=\alpha^{n,\left(m_{i}\right)_{1 \leq i \leq n}} \otimes i d
$$

* now, suppose that we have $\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}$ for some $m_{n}$ and we want to define it for $m_{n+1}$. So we need

$$
\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}: \otimes_{n}\left(\otimes_{m_{i}}\left(A_{i, j}\right)\right) \otimes \otimes_{m_{n+1}+1}\left(A_{n+1, j}\right) \rightarrow \otimes_{i \leq n} m_{i}+m_{n+1}\left(A_{i, j}\right)
$$

By definition we need a map $\alpha^{n+1,\left(m_{i}\right)_{1 \leq i \leq n+1}}$ of the type
$\otimes_{n}\left(\otimes_{m_{i}}\left(A_{i, j}\right)\right) \otimes\left(\otimes_{m_{n+1}}\left(A_{n+1, j}\right) \otimes A_{n+1, m_{n}+1}\right) \rightarrow \otimes_{\sum_{i \leq n} m_{i}+m_{n+1}}\left(A_{i, j}\right) \otimes A_{n+1, m_{n}+1}$

We can first use the inverse of the associator of the biaised monoidal category to change the order of the bracketing and then use our induction hypothesis.

Instead of proving that the coherence laws of biased and unbiased imply one another, we can first prove coherence theorems stating that any biased/unbiased monoidal category is equivalent to a strict one. See [60] for more details.

Definition 1.1.6. A biased left closed monoidal category $(\mathcal{C}, \otimes, I, \multimap)$ is a biased monoidal category such that the functor $A \otimes-: \mathcal{C} \rightarrow \mathcal{C}$ has a right adjoint $A \multimap-$ for any $A \in \mathcal{C}$.
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A biased right closed monoidal category $(\mathcal{C}, \otimes, I, \circ)$ is a biased monoidal category such that the functor $-\otimes A: \mathcal{C} \rightarrow \mathcal{C}$ has a right adjoint $-\circ-A$ for any $A \in \mathcal{C}$.

A biased biclosed monoidal category, is a biased monoidal category that is both left and right closed.

Definition 1.1.7. An unbiased biclosed monoidal category, is an unbiased monoidal category, such that the functor $\otimes_{m+1+n}\left(\left(a_{i}\right)_{1 \leq i \leq m},-,\left(a_{j}^{\prime}\right)_{1 \leq j \leq n}\right)$ has a right adjoint $\left(a_{i}\right)_{1 \leq i \leq m} \multimap$ $-\circ\left(a_{j}^{\prime}\right)_{1 \leq j \leq n}$ for any lists of objects $\left(a_{i}\right)_{i},\left(a_{j}^{\prime}\right) j$.

Proposition 1.1.8. Biased and unbiased biclosed monoidal categories correspond.

Proof. From unbiased to biased it follows from the definition of biased category obtained from an unbiased one. For the other way around we use in addition that right adjoints compose.

Definition 1.1.9. $A$ (lax) monoidal functor between biased monoidal categories $\left(\mathcal{C}, \otimes_{\mathcal{C}}, I_{\mathcal{C}}\right)$ and $\left(\mathcal{D}, \otimes_{\mathcal{D}}, I_{\mathcal{D}}\right)$ is a functor $F: \mathcal{C} \rightarrow \mathcal{D}$ with a morphism $F_{0}: I_{\mathcal{D}} \rightarrow F\left(I_{\mathcal{C}}\right)$ and a natural transformation $F_{2}: F(-) \otimes_{\mathcal{D}} F(--) \Rightarrow F\left(-\otimes_{\mathcal{C}}--\right)$ subject to coherence laws:



It is called strong if the morphism and the natural transformation are isomorphisms and strict if they are identities.

Definition 1.1.10. A (lax) monoidal functor between unbiased monoidal categories $\left(\mathcal{C}, \otimes_{n}^{\mathcal{C}}\right)$ and $\left(\mathcal{D}, \otimes_{n}^{\mathcal{D}}\right)$ is a functor $F: \mathcal{C} \rightarrow \mathcal{D}$ with natural transformations $F_{n}: \otimes_{n}^{\mathcal{D}}(F(-)) \Rightarrow$ $F\left(\otimes_{n}^{\mathcal{C}}(-)\right)$ subject to the following coherence laws:


It is called strong/strict if the $F_{n}$ are isomorphisms/equalities.

Definition 1.1.11. A monoidal transformation $\gamma:\left(\mathcal{C}, \otimes_{\mathcal{C}}, I_{\mathcal{C}}\right) \Rightarrow\left(\mathcal{D}, \otimes_{\mathcal{D}}, I_{\mathcal{D}}\right)$ between
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biased monoidal functors is a natural transformation $\gamma: F \Rightarrow G$ such that:


Definition 1.1.12. A monoidal transformation between unbiased monoidal functors is a natural transformation $\gamma: F \Rightarrow G$, such that:


All of these notions form strict 2-categories. We will write MonCat ( resp. MonCat ${ }_{\text {ps }}$ and MonCat st $_{\text {st }}$ ) for the 2-category of biased monoidal categories, monoidal functors (resp. strong/pseudo-monoidal functors and strict monoidal functors) and monoidal natural transformations. We will write UMonCat, $\mathbf{U M o n C a t}_{\mathbf{p s}}$ and UMonCat $_{\mathbf{s t}}$ for their unbiased analogs.

Proposition 1.1.13. There is a 2-equivalence of 2-categories

## UMonCat $\simeq$ MonCat

and similarly for the strong and strict cases.

Proof. See [60].

Since UMonCat is a 2-category, one can defined a notion of equivalence internal to it. We will talk about monoidal equivalence.

Proposition 1.1.14. For unbiased monoidal categories $\mathcal{C}, \mathcal{D}$, the following are equivalent:
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- $\mathcal{C}$ and $\mathcal{D}$ are monoidally equivalent, i.e. there are monoidal functors $F: \mathcal{C} \rightarrow \mathcal{D}$ and $G: \mathcal{D} \rightarrow \mathcal{C}$ and invertible monoidal transformations $\eta: i d \Rightarrow G \circ F$ and $\epsilon: F \circ F \Rightarrow i d$
- $\mathcal{C}$ and $\mathcal{D}$ are equivalent and one of the functor of the equivalence is monoidal
- there is a monoidal functor $F: \mathcal{C} \rightarrow \mathcal{D}$ that is full, faithful and essentially surjective on objects.

Proof. See [60] for a proof.

Proposition 1.1.15. Every unbiased monoidal category is monoidally equivalent to a strict one.

Proof. Let $\left(\mathcal{C}, \otimes_{n}, \alpha_{n}, \iota\right)$ be an unbiased monoidal category.
Define $s t(\mathcal{C})$ to be the category with:

- objects $\left(a_{1}, \ldots, a_{n}\right)$ are finite lists of objects in $\mathcal{C}$
- morphisms $f:\left(a_{1}, \ldots, a_{m}\right) \rightarrow\left(b_{1}, \ldots, b_{n}\right)$ are morphisms $f: \otimes_{m}\left(a_{i}\right) \rightarrow \otimes_{n}\left(b_{j}\right)$
- identities $i d_{\left(a_{i}\right)}:=\otimes_{n}\left(i d_{a_{i}}\right)$
- composition is composition in $\mathcal{C}$

Now define a monoidal structure on $\operatorname{st}(\mathcal{C})$ by concatenation:

- $\otimes_{0}():=()$
- $\otimes_{1}\left(\left(a_{i}\right)_{i}\right):=\left(a_{i}\right)_{i}$
- $\otimes_{n}\left(\left(a_{i, j}\right)_{j}\right)_{i}:=\left(a_{i, j}\right)_{(i, j)}$ with the lexicographic order

This extends naturally to morphisms by using the $\alpha$ 's.
Then $\left(a_{i}\right)_{i}=\otimes_{1}\left(\left(a_{i}\right)_{i}\right)$ and $\otimes_{n}\left(\otimes_{m_{i}}\left(\left(a_{i, j, k}\right)_{k}\right)_{j}\right)_{i}=\otimes_{n}\left(\left(a_{i, j, k}\right)_{(j, k)}\right)_{i}=\left(a_{i, j, k}\right)_{(i, j, k)}=$ $\otimes_{\sum_{i} m_{i}}\left(\left(a_{i, j, k}\right)_{k}\right)_{(i, j)}$. So we can take identities as coherence morphisms, i.e. $\operatorname{st}(\mathcal{C})$ is a strict unbiased monoidal category.

There is a functor $F: \operatorname{st}(\mathcal{C}) \rightarrow \mathcal{C}$ defined by $F\left(\left(a_{i}\right)_{i}\right):=\otimes_{n}\left(a_{i}\right)_{i}$ and $F(f):=f$.
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$F$ is monoidal with natural transformations:

$$
F_{n}\left(\left(a_{i, j}\right)\right):=\alpha_{n,\left(m_{i}\right)}: \otimes_{n}^{\mathcal{C}}\left(F\left(a_{i, j}\right)_{j}\right)_{i}=\otimes_{n}\left(\otimes_{m_{i}}\left(a_{i, j}\right)_{j}\right)_{i} \rightarrow F\left(\otimes_{n}^{s t(\mathcal{C})}\left(a_{i, j}\right)_{(i, j)}\right)=\otimes_{\sum_{i} m_{i}}\left(a_{i, j}\right)
$$

The fact that it defines a weak functor follows from the coherence laws for the monoidal structure of $\mathcal{C}$.

Since $F$ is the identity on morphisms, it is full and faithful. Furthermore we have isomorphisms $a \simeq(a)$ so it is essentially surjective on objects.

Of course, the same is true for biased monoidal categories. This is the coherence theorem that can be found for example in Mac Lane.

Definition 1.1.16. A braided monoidal category, $(\mathcal{C}, \otimes, I, \gamma)$ is a monoidal category together with a natural isomorphism $\gamma_{A, B}: A \otimes B \rightarrow B \otimes A$ called the braiding such that the following diagrams commute:



Definition 1.1.17. A symmetric monoidal category is a braided monoidal category where
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the brainding is a symmetry, i.e. $\gamma_{A, B}^{-1}=\gamma_{B, A}$ for any $A, B$.
Remark 1.1.18. Instead of giving the same definition twice, we have chosen to talk about braided and symmetric monoidal categories without making any reference to biased or unbiased variant since it does not change anything here.

One could imagine a notion of unbiased braided and symmetric monoidal categories with $n$-ary braiding.

A braided/symmetric monoidal functor is just one that respect the braiding.
Definition 1.1.19. A braided monoidal functor between braided monoidal categories is a monoidal functor such that the following diagram commute:


A symmetric monoidal functor between symmetric monoidal categories is just a braided monoidal functor.

No extra condition are required for monoidal transformations.
There are 2-categories (/U)(Brd/Sym)MonCat/ps/st of unbiased/biased braided/symmetric monoidal categories, lax/strong/strict braided/symmetric monoidal functors and monoidal transformations. The respective biased and unbiased ones are equivalent. Furthermore, Mac Lane's strictification/coherence theorem extends to this setting, i.e. the functor $\mathcal{C} \rightarrow s t(\mathcal{C})$ is a braided/symmetric monoidal functor when $\mathcal{C}$ is braided/symmetric. So every braided/symmetric monoidal category is braided/symmetric monoidally equivalent to a strict braided/symmetric one, where the strictness only involves the monoidal structure, the braiding need not be an equality.

Remark 1.1.20. For symmetric monoidal categories, left and right closure coincide. So any symmetric monoidal category that is left/right closed is biclosed. We will talk about symmetric monoidal closed categories when it is the case.
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Example 1.1.21. There are symmetric monoidal categories Vect and FVect whose objects are vector spaces (on a given field $\mathbb{K}$ ) and finite dimensional vector spaces respectively, morphisms are linear applications and monoidal products and units are tensor products of vector spaces and the field $\mathbb{K}$ considered as a vector space. They are closed with $A \multimap B$ the vector space of linear maps from $A$ to $B$.

There are also categories Ban and FBan of Banach spaces and continuous maps, and $\mathbf{B a n}_{1}$ and $\mathbf{F B a n}_{1}$ of Banach spaces and contractive maps. There is a huge variety of (symmetric) monoidal products that can be put on these, even if one wants the underlying tensor product of vector spaces to be the usual one, i.e. for the forgetful functor into Vect or FVect to be strictly monoidal.

Example 1.1.22. The usual algebraic structures such as monoids, abelian groups, rings, etc... all forms monoidal categories with their structure-preserving maps and their usual tensor products. Some are closed with $A \multimap B$ the set of structure-preserving maps from $A$ to $B$ with the algebraic structure inherited from the one on $B$, e.g. for commutative monoids or abelian groups. The non-commutative ones are not. Most of those are symmetric.

An example of a non-symmetric monoidal category involving algebraic structures is the monoidal category of $(R, R)$-bimodules over a ring $R$. There is a group isomorphism between $A \otimes_{R} B$ and $B \otimes_{R} A$. But since in the first case the left action is given by the action on $A$ and the right by the action on $B$ and in the second case it is reverse, the group isomorphism does not respect the actions and is not an isomorphism of bimodules.

Example 1.1.23. Any cartesian category is monoidal with its monoidal product given by the cartesian product. They are closed when they are as a cartesian category. So the category of sets and functions or topological spaces and continuous maps, with the cartesian product are monoidal categories. So are Vect, FVect, Ban, FBan and most of the algebraic examples with the direct sum. This shows that a monoidal product is a structure on a category while the cartesian product is a property, meaning that there can be multiple monoidal products on a category while the cartesian product is define uniquely
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up to unique isomorphism.

Example 1.1.24. Models of propositional intuitionistic multiplicative linear logic are precisely symmetric monoidal closed categories.

Given the sequent calculus for IMLL, one can define its syntactic category, which is roughly given by:

- objects are propositions of IMLL
- morphisms are derivation of proofs up-to $\beta$-reduction and $\eta$-expansion
- identity is the axiom rule,
- composition is the cut rule

It forms a symmetric monoidal closed category where the monoidal structure comes from the multiplicative conjunction $\otimes$ and its unit 1, the internal hom comes from the implication $\rightarrow$ and the symmetries from the exchange law. Furthermore, it is initial among symmetric monoidal closed categories on the given set of atomic propositions, and a model of IMLL correspond to a symmetric monoidal functor out of it.

### 1.2. Multicategories

### 1.2.1. Definition

As mentioned above a monoidal product is a structure on a category while cartesian product or the internal homs (the $-\infty, \circ$ in a closed monoidal category) are properties. Once a monoidal product is given on a monoidal category, one can define a notion of multimap $f: A_{1}, \ldots, A_{n} \rightarrow B$ to be a map $f: A_{1} \otimes \cdots \otimes A_{n} \rightarrow B$ or $f: I \rightarrow B$ for the case $n=0$. If the monoidal category is closed, then, by definition, $\mathcal{C}\left(A_{1} \otimes \cdots \otimes\right.$ $\left.A_{n}, B\right) \simeq \mathcal{C}\left(A_{n}, A_{n-1} \multimap(\cdots \multimap B)\right)$. For example, in the case of algebraic structures with their usual tensor products, multimaps act as maps that preserve the structure in each variable independently. This is quite useful since it lets us talk about multilinear
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maps from a categorical point of view in the case of vector spaces or modules for example. However, someone used to linear algebra might find it odd to have to define the notion of tensor products to get access to multilinear maps. Indeed, in linear algebra the notion of multilinear map is usually more primitive and the tensor product can be define through the universal property of "linearising multilinear maps", i.e. the fact that multilinear maps correspond to linear maps out of the tensor product. This is similar in the case of the other usual tensor products on algebraic structures: they let one transform multivariable functions preserving the structure in each variable independently to structure-preserving functions out of the tensor product.

So depending on the point of view one would prefer to adopt, one could start with a monoidal structure on a category and deduce a notion of multimap or one could ask for multimaps and deduce monoidal products. Multicategories are the categorical structure needed to axiomatise the second point of view. They are analogous to categories except that the morphisms are replaced by multimaps.

Definition 1.2.1. A multicategory $\mathcal{M}$ is the data of:

- a collection of objects $\operatorname{Ob}(\mathcal{M})$
- for any (possibly empty) finite list of objects $\Gamma$ and any object $A$, a collection of multimaps $\mathcal{M}(\Gamma ; A)$, we will write $f: \Gamma \rightarrow A$ in lieu of $f \in \mathcal{M}(\Gamma ; A)$
- for any object $A$, an identity unary multimap $i d_{A}: A \rightarrow A$
- for any multimap $f: \Gamma \rightarrow A, g: \Gamma_{1}^{\prime}, A, \Gamma_{2}^{\prime} \rightarrow B$, a multimap $g \circ_{i+1} f: \Gamma_{1}^{\prime}, \Gamma, \Gamma_{2}^{\prime} \rightarrow B$ where $i+1$ is the position of $A$ in the domain of $g$, i.e. the size of $\Gamma_{1}^{\prime}$ is $\left|\Gamma_{1}^{\prime}\right|=i$
subject to associativity, unitality and exchange law:
- for any $f: \Gamma_{1}, A, \Gamma_{2} \rightarrow B, f \circ_{i+1} i d_{A}=f=i d_{A} \circ_{1} f$
- for any $f: \Gamma \rightarrow A, g: \Gamma_{1}^{\prime}, A, \Gamma_{2}^{\prime} \rightarrow B$ and $h: \Gamma_{1}^{\prime \prime}, B, \Gamma_{2}^{\prime \prime} \rightarrow C$,
$\left(h \circ_{j+1} g\right) \circ_{i+j+1} f=h \circ_{j+1}\left(g \circ_{i+1} f\right)$
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- for any $f_{i}: \Gamma_{i} \rightarrow A_{i}$ and $g: \Gamma_{1}^{\prime}, A_{1}, \Gamma_{2}^{\prime}, A_{2}, \Gamma_{3}^{\prime} \rightarrow B$,

$$
\left(g \circ_{i_{1}^{\prime}+1}^{\prime} f_{1}\right) \circ_{i_{1}^{\prime}+i_{1}+i_{2}^{\prime}+1} f_{2}=\left(g \circ_{i_{1}^{\prime}+1+i_{2}^{\prime}+1} f_{2}\right) \circ_{i_{1}^{\prime}+1} f_{1}
$$

We will drop the index of the composition or replace it by the name of the object instead of its place when it is well-defined.

Instead of a composition in one specific component, we could have defined composition in all components at once.

Definition 1.2.2. A multicategory with parallel composition $\mathcal{M}$ is the data of:

- a collection of objects $\operatorname{Ob}(\mathcal{M})$
- for any (possibly empty) finite list of objects $\Gamma$ and any object $A$, a collection of multimaps $\mathcal{M}(\Gamma ; A)$, we will write $f: \Gamma \rightarrow A$ in lieu of $f \in \mathcal{M}(\Gamma ; A)$
- for any object $A$, an identity unary multimap $i d_{A}: A \rightarrow A$
- for any multimap $g: A_{1}, \ldots, A_{n} \rightarrow B$ and any family of multimaps $f_{i}: \Gamma_{i} \rightarrow A_{i}$, a multimap $g \circ\left(f_{1}, \ldots, f_{n}\right): \Gamma_{1}, \ldots, \Gamma_{n} \rightarrow B$
subject to associativity and unitality:
- for any $f: A_{1}, \ldots, A_{n} \rightarrow B$,

$$
f \circ\left(i d_{A_{1}}, \ldots, i d_{A_{n}}\right)=f=i d_{A} \circ(f)
$$

- for any $h: B_{1}, \ldots, B_{n} \rightarrow C$, any $g_{i}: A_{i, 1}, \ldots, A_{i, m_{i}} \rightarrow B_{i}$ and any $f_{i, j}: \Gamma_{i, j} \rightarrow A_{i, j}$, $\left(h \circ\left(g_{1}, \ldots, g_{n}\right)\right) \circ\left(f_{1,1}, \ldots, f_{n, m_{n}}\right)=h \circ\left(g_{1} \circ\left(f_{1,1}, \ldots, f_{1, m_{1}}\right), \ldots, g_{n} \circ\left(f_{n, 1}, \ldots, f_{n, m_{n}}\right)\right)$

We will sometimes drop $\circ$ and write $g\left(f_{1}, \ldots, f_{n}\right)$ and other times we will drop the parenthesis for a list of one element $g \circ f$.

The two definitions coincide: from a partial composition we can define a parallel composition by $g \circ\left(f_{1}, \ldots, f_{n}\right):=\left(g \circ_{1} f_{1}\right) \circ_{2} \cdots \circ_{n} f_{n}$ which is well-defined because of associativity and exchange. Associativity and unitality follows from associativity, unitality and exchange of the partial composition. Conversely, from a parallel composition we
can define a partial composition $g \circ_{i+1} f:=g \circ\left(i d_{A_{1}}, \ldots, i d_{A_{i}}, f, i d_{A_{i+2}}, \ldots, i d_{A_{n}}\right)$. Associativity, unitality and exchange follows from associativity and unitality of the parallel composotion.

Notice that in the definition of the parallel composition from the partial one, we could choose to compose with morphisms $f_{i}$ in any order thanks to the exchange law.

We will represent multimaps as string diagrams. For example parallel composition will be represented by:

while the exchange law for partial composition assert the following:


Remark 1.2.3. It is possible to define symmetric multicategories. It is usually done by asking for an action of the symmetric group on the set of multimaps that is respected by composition. Most of the theory developed in this thesis can be extended straightforwardly to the symmetric case, e.g. by asking that a notion preserves the symmetry.

Definition 1.2.4. A functor of multicategories $F: \mathcal{M} \rightarrow \mathcal{N}$ is the data of:

- for each object $A$ in $\mathcal{M}$, an object $F(A)$ in $\mathcal{N}$
- for each multimap $f: A_{1}, \ldots, A_{n} \rightarrow B$ in $\mathcal{M}$, one $F(f): F\left(A_{1}\right), \ldots, F\left(A_{n}\right) \rightarrow F(B)$ in $\mathcal{N}$
verifying functoriality:
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- $F\left(i d_{A}\right)=i d_{F(A)}$
- $F\left(g \circ_{i} f\right)=F(g) \circ_{i} F(f)$ for partial composition
- or $F\left(g \circ\left(f_{1}, \ldots, f_{n}\right)\right)=F(g) \circ\left(F\left(f_{1}\right), \ldots, F\left(f_{n}\right)\right)$ for parallel composition

Definition 1.2.5. A natural transformation between functors of multicategories, written $F \stackrel{\alpha}{\Rightarrow} G: \mathcal{C} \rightarrow \mathcal{D}$, is a family of multimaps $\alpha_{A}: F(A) \rightarrow G(A)$ such that for any $f: A_{1}, \ldots, A_{n} \rightarrow B$ in $\mathcal{C}$, we have

$$
\alpha_{B} \circ F(f)=G(g) \circ\left(\alpha_{A_{1}}, \ldots, \alpha_{A_{n}}\right)
$$

Graphically,


We get a 2-category MultiCat of multicategories, functors and natural transformations. There is a 2-functor Cat $\rightarrow$ MultiCat that treats any category as a multicategory with only unary multimaps.

### 1.2.2. Examples

Example 1.2.6. There are multicategories Vect, FVect, Ban, FBan, Ban $_{1}$ and FBan $_{1}$ of (finite dimensional) (normed) vector spaces and (continuous/contractive) multilinear maps.

Example 1.2.7. We can consider a lot of algebraic structures, e.g. monoids, abelian groups, rings, and form a multicategory whose maps are functions preserving the arguments in each independent variable.
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For all of these examples, there is a monoidal category associated to it. In fact we can do something similar for any monoidal category.

Example 1.2.8. Given a monoidal category $\mathcal{C}$, one can define its underlying multicategory $\mathcal{U}(\mathcal{C})$. Its objects are the objects of $\mathcal{C}$. Its multimaps are morphisms $f: \otimes_{n}\left(A_{1}, \ldots, A_{n}\right) \rightarrow$ $B$ in $\mathcal{C}$. We will see later that this always form a multicategory.

However, there are some multicategories that do not correspond to monoidal categories.
Example 1.2.9. Given a ring $R$ we can form the multicategory of (left) modules and multilinear maps between those. This is always well-defined. It is done by asking linearity of each variable independently. Notice however that the order in which we use linearity of different variables shouldn't matter. So for bilinear maps for example, we have

$$
\left(r^{\prime} r\right) \cdot f\left(a, a^{\prime}\right)=r \cdot f\left(a, r^{\prime} \cdot a^{\prime}\right)=f\left(r \cdot a, r^{\prime} \cdot a^{\prime}\right)=r^{\prime} \cdot f\left(r \cdot a, a^{\prime}\right)=\left(r^{\prime} r\right) \cdot f\left(a, a^{\prime}\right)
$$

So in the non-commutative case multilinear maps "forget" that the ring is non-commutative 1. When the ring is commutative (so that a left module is also a right module), given two modules $A$ and $B$ and with action $\cdot_{A}: A \otimes R \rightarrow A$ and $\cdot_{B}: R \otimes B \rightarrow B$, one can define $a$ the coequaliser of the action of $R$ on $A$ and $B$ :

$$
A \otimes R \otimes B \longrightarrow A \neq A \otimes B \longrightarrow B
$$

to get a module $A \otimes_{R} B$. With this tensor product, a multilinear map of modules then correspond to a module morphism out of this tensor product.

However, we have used the fact that the ring is commutative to mix left and right actions. For a non-commutative ring, we can also define a tensor product corresponding to multilinear maps. Then we would have $r s \cdot(a \otimes b)=r \cdot(a \otimes s \cdot b)=(r \cdot a \otimes s \cdot b)=$ $s \cdot(r \cdot a \otimes b)=s r \cdot(a \otimes b)$ so the tensor product also"forgets about" the non-commutativity of $R$.

[^1]

Figure 1.2.: A monoid multimap

When generalising to module over monoids internal to any monoidal category the situation is worst. If the monoidal category is not symmetric, it is not even possible to define the two actions as parallel morphisms, so we cannot take their coequaliser.

Example 1.2.10. There is a multicategory 1 with:

- a single object *
- for any arity $n$, a unique multimap $\underline{n}: *, \cdots * \rightarrow *$ from $n$ copies of $*$

It is called the terminal multicategory, and it is the terminal object in category of (small) multicategories.

The notion of monoid internal to a monoidal category can be extend to multicategories. As often in this thesis, we will prefer to consider an unbiased notion.

Example 1.2.11. Given a multicategory $\mathcal{M}$, a monoid in $\mathcal{M}\left(M,\left(m^{k}: M^{k} \rightarrow M\right)_{k \in \mathbb{N}}\right)$ is an object in $\mathcal{M}$, equipped with a family of $k$-ary multimaps $\left(m^{k}\right)_{k}$ closed under composition, i.e., $m^{l}\left(m^{k_{1}}, \ldots, m^{k_{l}}\right)=m^{\sum_{i} k_{i}}$. We will often refer to the multimaps $m^{k}$ as the multiplication of the monoid.

For $\mathcal{M}$ symmetric, a monoid multimap $f:\left(M_{1},\left(m_{1}^{k}\right)_{k}\right), \ldots,\left(M_{l},\left(m_{l}^{k}\right)_{k}\right) \rightarrow\left(N,\left(n^{k}\right)_{k}\right)$ is a multimap in $\mathcal{M}, f: M_{1}, \ldots M_{l} \rightarrow N$ that respects the monoid multiplication, represented graphically in 1.2 where the white dots are the multiplication of the monoid. These form a symmetric multicategory $\operatorname{Mon}(\mathcal{M})$.

The terminal multicategory $\mathbf{1}$ is the free multicategory containing a monoid. So a monoid in $\mathcal{M}$ amounts to the same data as a functor $\mathbf{1} \rightarrow \mathcal{M}$.

Once one has defined a monoid, it is possible to talk about a module or a monoid action.

Example 1.2.12. Given a multicategory $\mathcal{M}$, a monoid action $(M, C)$ consists of a monoid $\left(M,\left(m^{k}\right)_{k}\right)$ and an object $C$ in $\mathcal{M}$ equipped with a family of $k$-ary multimaps called the action of $M$ on $C, \alpha^{k}: M^{k}, C \rightarrow C$, compatible with the multiplication of $M$, $\alpha^{l}\left(m^{k_{1}}, \ldots, m^{k_{l}}\right)=\alpha^{\sum_{i} k_{i}} . C$ is sometimes called a $M$-module or a module over $M$.

For $\mathcal{M}$ symmetric, an action multimap $(f, g):\left(M_{1}, C_{1}\right), \ldots,\left(M_{l}, C_{l}\right) \rightarrow(N, D)$ is a pair of a monoid multimap $f: M_{1}, \ldots, M_{l} \rightarrow N$ and a multimap $g: C_{1}, \ldots, C_{l} \rightarrow D$ such that the following diagram commutes:


These form a symmetric multicategory.
Example 1.2.13. Act is the multicategory with two objects $*, \star$, exactly one multimap $m^{k}: *^{k} \rightarrow *$ for each arity $k$ and exactly one multimap $\alpha^{k}: *^{k}, \star \rightarrow \star$ for each arity $k$.

Act is the free multicategory containing an action. An action internal to a multicategory $\mathcal{M}$ is the same as a functor $\operatorname{Act} \rightarrow \mathcal{M}$.

Example 1.2.14. Given a monoid $M$ in a multicategory $\mathcal{M}$, there is a multicategory $\mathcal{M} / M$ whose objects are pairs $\left(A, \varphi_{A}: A \rightarrow M\right)$ of an object of $M$ and unary multimap from this object to $M$. We will often abbreviate an object to its unary multimap part $\varphi_{A}$. A multimap in $\mathcal{M} / M f: \varphi_{A_{1}}, \ldots, \varphi_{A_{l}} \rightarrow \varphi_{B}$ is a multimap $A_{1}, \ldots, A_{l} \rightarrow B$ in $\mathcal{M}$ such that the following diagram commutes:
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Cat/Set is the multicategory of presheaves. We will sometimes call $\mathcal{M} / M$ the multicategory of $M$-presheaves in $\mathcal{M}$.

### 1.2.3. The underlying multicategory of a monoidal category

## Proposition 1.2.15. There is a 2-functor $\mathcal{U}$ : UMonCat $\rightarrow$ MultiCat

It sends an unbiased monoidal category $\left(\mathcal{C}, \otimes_{n}, \alpha_{n}, \iota\right)$ to the multicategory $\mathcal{U}(\mathcal{C})$ with:

- objects those of $\mathcal{C}$
- multimaps $f: A_{1}, \ldots, A_{n} \rightarrow B$, morphisms $f: \otimes_{n}\left(A_{1}, \ldots, A_{n}\right) \rightarrow B$ in $\mathcal{C}$
- identities, $\iota_{A}^{-1}: \otimes_{1}(A) \rightarrow A$
- composition of $g: \otimes_{n} B_{i} \rightarrow C$ and $f_{i}: \otimes_{m_{i}} A_{i, j} \rightarrow B_{i}$ given by $\left(g \circ \otimes_{n}\left(f_{i}\right)\right) \circ \alpha_{n,\left(m_{i}\right)_{i}}^{-1}$ :

$$
\otimes_{\sum_{i} m_{i}} A_{i, j} \xrightarrow{\alpha_{\left(\left(A_{i, j}\right)_{j}\right)_{i}}^{-1}} \otimes_{n} \otimes_{m_{i}} A_{i, j} \xrightarrow{\otimes_{n} f_{i}} \otimes_{n} B_{i} \xrightarrow{g} C
$$

A monoidal functor $\left(F, F_{n}\right): \mathcal{C} \rightarrow \mathcal{D}$ is sent to the functor of multicategories $\mathcal{U}(F)$ given by:

- $\mathcal{U}(F)(A)=F(A)$
- for $f: \otimes_{n}\left(A_{i}\right) \rightarrow B$ in $\mathcal{U}(\mathcal{C}), \mathcal{U}(F)(f): \otimes_{n}\left(F\left(A_{i}\right)\right) \xrightarrow{F_{n}} F\left(\otimes_{n}\left(A_{i}\right)\right) \xrightarrow{F(f)} F(B)$

A monoidal transformation $\alpha: F \Rightarrow G$ is sent to the natural transformation $\mathcal{U}(\alpha): \mathcal{U}(F) \Rightarrow \mathcal{U}(G)$ given by $\mathcal{U}(\alpha)_{A}:=\alpha_{A} \circ \iota_{A}^{-1}$.

Proof. First let prove that $\mathcal{U}(\mathcal{C})$ is a multicategory for any monoidal category $\mathcal{C}$. Taking $g: \otimes_{n} B_{i} \rightarrow C$ and the identities, $\iota_{B_{i}}^{-1}$, and composing them we get $\left(g \circ \otimes_{n}\left(\iota_{B_{i}}^{-1}\right)\right) \circ \alpha_{n,(1)_{i}}^{-1}$ which is $g$ using the coherence law of an unbiased monoidal category:
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Now composing the identity $\iota_{B}^{-1}$ with $f: \otimes_{m} A_{j} \rightarrow B$ we get $\left(\iota_{B}^{-1} \circ \otimes_{1}(f)\right) \circ \alpha_{1,(m)}^{-1}$ which gives $f$ by naturality of $\alpha^{-1}$ and coherence law of an unbiased monoidal category:


Finally for associativity of the parallel composition, let take $h: C_{i} \rightarrow D, g_{i}: B_{i, j} \rightarrow$ $C_{i}$ and $f_{i, j}: A_{i, j, k} \rightarrow B_{i, j}$, then the proof of the associativity is given by the following commutative diagram:

where the square (1) is a coherence law for an unbiased monoidal category, (2) is naturality of $\alpha^{-1},(3)$ is functoriality of $\otimes_{n}$ and (4) is an equality.

Now if $\left(F, F_{n}\right)$ is a monoidal functor, let prove that $\mathcal{U}(F)$ is a functor of multicategories. The image of the identity is $\mathcal{U}(F)\left(\iota_{A}^{-1}\right)=F\left(\iota_{A}^{-1}\right) \circ F_{1}(A)=\iota_{F(A)}^{-1}$ by one of the coherence law of a monoidal functor.

Then for $g: B_{i} \rightarrow C$ and $f_{i}: A_{i, j} \rightarrow B_{i}$, we have functorality:

where (1) is the coherence law of the monoidal functor $F$, (2) is functoriality of $F$, and
(3) is naturality of $F_{n}$.

Then given a monoidal transformation $\gamma: F \Rightarrow G$ we need to prove that $\mathcal{U}(\gamma)$, i.e. $\gamma \circ \iota_{A}^{-1}$, is a natural transformation. It is given by the following diagram:
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where (1) and ( $1^{\prime}$ ) are coherence laws of an unbiased monoidal category, (2) and (3) are naturality of $\iota^{-1}$,(4) is the coherence law of the monoidal transformation $\gamma$ and (5) is naturality of $\gamma$.

Now that we have proven that $\mathcal{U}$ is well-defined, we need to prove that it is functorial. The identity functor is monoidal with $F_{n}$ the identity. So it is clear from the definition that the identity functor is sent to the identity by $\mathcal{U}$. Now given two monoidal functors $\left(F, F_{n}\right)$ and $\left(G, G_{n}\right)$ we have that $\mathcal{U}(G \circ F)(A)=G \circ F(A)=\mathcal{U}(G) \circ \mathcal{U}(F)(A)$ for any object $A$, and for a multimap $f: \otimes_{n} A_{i} \rightarrow B$, we have:

where the left triangle is the definition of $(G \circ F)_{n}$ and the right triangle is functoriality of $G$.

Finally, for functoriality of 2-cells, we have that the identity monoidal transformation is sent to the transformation with components $\iota_{A}^{-1}$, i.e. the identities in $\mathcal{U}(\mathcal{D})$ and for the composition we use the coherence law of an unbiased monoidal category to "cancel out" the $\alpha^{-1}$ and one $\iota^{-1}$.

Proposition 1.2.16. $\mathcal{U}:$ UMonCat $\rightarrow$ MultiCat is 2-fully-faithful, i.e. for any pair of unbiased monoidal categories $\mathcal{M}$ and $\mathcal{N}$ the functor

$$
\mathcal{U}_{\mathcal{M}, \mathcal{N}}: \operatorname{UMonCat}(\mathcal{M}, \mathcal{N}) \rightarrow \operatorname{MultiCat}(\mathcal{U}(\mathcal{M}), \mathcal{U}(\mathcal{N}))
$$
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is an isomorphism of categories.

Proof. Let first prove that $\mathcal{U}_{\mathcal{M}, \mathcal{N}}$ is bijective on objects. Let $\mathcal{F}: \mathcal{U}(\mathcal{M}) \rightarrow \mathcal{U}(\mathcal{N})$ be a functor of multicategories. We define a monoidal functor $F: \mathcal{M} \rightarrow \mathcal{N}$ such that $\mathcal{U}(F)=\mathcal{F}$ as follows. We take $F$ to be $\mathcal{F}$ on object. On morphisms $f: A \rightarrow B$, we take $F(f):=\mathcal{F}(f \circ$ $\left.\iota_{F(A)}^{-1}\right) \circ \iota_{F(A)}$. Furthermore, to get $F_{n}$ we consider the multimap $m_{\left(A_{i}\right)}: A_{1}, \ldots, A_{n} \rightarrow \otimes_{n} A_{i}$ in $\mathcal{U}(\mathcal{M})$ given by $i d_{\otimes_{n} A_{i}}$ in $\mathcal{M}$ and we define $F_{n}:=\mathcal{F}\left(m_{\left(A_{i}\right)}\right)$. It can be checked that $\mathcal{U}(F)=\mathcal{F}$.

To conclude we need to prove that $\mathcal{U}_{\mathcal{M}, \mathcal{N}}$ is fully-faithful. Given functors $F, G: \mathcal{M} \rightarrow \mathcal{M}$ the function $\mathcal{U}: \operatorname{Nat}(F, G) \rightarrow \operatorname{Nat}(\mathcal{U}(F), \mathcal{U}(G))$ is a bijection. It follows from the fact that $\mathcal{U}(\gamma)$ is defined by $\gamma \circ \iota^{-1}$ with $\iota^{-1}$ an isomorphism.

This means that UMonCat is a sub-2-category of MultiCat.

### 1.3. Representable multicategories

### 1.3.1. Definition

In this section we will characterise the sub-2-category UMonCatin MultiCat, i.e. we will give a property of a multicategory that makes it the underlying multicategory of a monoidal category. As mentioned in the case of vector spaces are other algebraic structure, the tensor product has the universal property of "linearising multilinear maps". It is this universal property that we will generalise to any multicategory.

In the following we will assume a multicategory $\mathcal{M}$ unless stated otherwise.

Definition 1.3.1. A multimap $f: \Gamma \rightarrow B$ is universal in $B$ or just universal if for any multimap $g: \Gamma_{1}^{\prime}, \Gamma, \Gamma_{2}^{\prime} \rightarrow C$ there is a unique multimap $g / f: \Gamma_{1}^{\prime}, B, \Gamma_{2}^{\prime} \rightarrow C$ such that $g=g / f \circ f$.

In other words, the functions $-\circ f: \mathcal{M}\left(\Gamma_{1}^{\prime}, B, \Gamma_{2}^{\prime} ; C\right) \rightarrow \mathcal{M}\left(\Gamma_{1}^{\prime}, \Gamma, \Gamma_{2}^{\prime} ; C\right)$ given by precomposition by $f$ are invertible.

This unique factorisation property characterise the tensor product in a multicategory.

Proposition 1.3.2. Given a finite list of objects $\left(A_{i}\right)_{1 \leq i \leq n}$, if there is a universal multimap $A_{1}, \ldots A_{n} \rightarrow B$ then $B$ is unique up to unique invertible (unary) multimap.

Proof. Let $f_{1}: A_{1}, \ldots, A_{n} \rightarrow B_{1}$ and $f_{2}: A_{1}, \ldots, A_{n} \rightarrow B_{2}$ be universal multimaps. Then by the factorisation property of $f_{1}$ we get a unary map $f_{2} / f_{1}$ such that $f_{2}=f_{2} / f_{1} \circ f_{1}$ and similarly we have $f_{1} / f_{2}$ by the factorisation property of $f_{2}$. But then $f_{2}=f_{2} / f_{1} \circ$ $f_{1}=f_{2} / f_{1} \circ f_{1} / f_{2} \circ f_{2}$. And we also have that $f_{2}=i d_{B_{2}} \circ f_{2}$. By the uniqueness of prefactorisation by $f_{2}$ we get $f_{2} / f_{1} \circ f_{1} / f_{2}=i d_{B_{2}}$. Similarly, $f_{1} / f_{2} \circ f_{2} / f_{1}=i d_{B_{1}}$ which gives us our isomorphism between $B_{1}$ and $B_{2}$.

From now on, we will call the codomain of a universal multimap from $A_{1}, \ldots, A_{n}$ their tensor product and we will write it $A_{1} \otimes \cdots \otimes A_{n}$. We will usually denote a universal multimap $m_{\left(A_{i}\right)_{i}}: A_{1}, \ldots, A_{n} \rightarrow A_{1} \otimes \cdots \otimes A_{n}$, and will often drop the index if there is no ambiguity. We will represent it graphically as a white node. So the factorisation property becomes:


Furthermore, we will represent $f / m$ by "precomposing" $f$ with a black node merging the $A_{i}$ together like follow:


Informally, we can think of it as an operation $A_{1} \otimes \cdots \otimes A_{n} \rightarrow A_{1}, \ldots, A_{n}$ that splits the
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tensor product into its parts. Although this does not correspond to any actual operation in the multicategory, it will come in handy.

The factorisation property now states that the following is $f$ :

i.e. that merging objects and then splitting them amounts to nothing.

Furthermore, the reverse cancellation (splitting then merging) is given by the uniqueness of factorisation.

Remark 1.3.3. We can also think of the white node as an introduction rule for the tensor and the black one as an elimination.

Proposition 1.3.4. The identity is a universal multimap and universal multimaps are closed under composition.

Proof. For the identity, any multimap can be uniquely factorised through the identity followed by itself.

Now given universal maps $m_{i}: \Gamma_{i} \rightarrow A_{i}$ and $m: A_{1}, \ldots, A_{n} \rightarrow B$, any multimap $f: \Gamma_{1}^{\prime}, \Gamma_{1}, \ldots, \Gamma_{n}, \Gamma_{2}^{\prime} \rightarrow C$ can be factored through $m_{1}$ to get a multimap
$f / m_{1}: \Gamma_{1}^{\prime}, A_{1}, \Gamma_{2}, \ldots, \Gamma_{n}, \Gamma_{n}, \Gamma_{2}^{\prime} \rightarrow B$. This multimap can then be factorised through $m_{2}$ and so on, until one gets a multimap $\left(\left(f / m_{1}\right) / \ldots\right) / m_{n}: \Gamma_{1}^{\prime}, A_{1}, \ldots, A_{n}, \Gamma_{2}^{\prime} \rightarrow B$ which can then be factored through $m$. So we get a multimap $\left(\left(\left(f / m_{1}\right) / \ldots\right) / m_{n}\right) / m$ such that $f=\left(\left(\left(f / m_{1}\right) / \ldots\right) / m_{n}\right) / m \circ m \circ\left(m_{1}, \ldots, m_{n}\right)$. The uniqueness of this multimap follows from the uniqueness of the factorisation through each universal multimap. Indeed, suppose that we can factor $f$ through $h$, so $f=h \circ m \circ\left(m_{1}, \ldots, m_{n}\right)$. Then, by the uniqueness of the factorisation through $m_{1}$, we have: $h \circ m \circ\left(i d_{A_{1}}, \ldots, m_{n}\right)=$ $\left(\left(\left(f / m_{1}\right) / \ldots\right) / m_{n}\right) / m \circ m \circ\left(i d_{A_{1}}, \ldots, m_{n}\right)$. By repeating this argument for each $m_{i}$
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we get that $h \circ m=\left(\left(\left(f / m_{1}\right) / \ldots\right) / m_{n}\right) / m \circ m$. And then we conclude that $h=$ $\left(\left(\left(f / m_{1}\right) / \ldots\right) / m_{n}\right) / m$ by the uniqueness of the factorisation through $m$.

In the following we will often write $g\left(f_{1}, \ldots, f_{n}\right)$ instead of $g \circ\left(f_{1}, \ldots, f_{n}\right)$ and $g f$ instead of $g \circ f$. We will also write $f /\left(m m^{\prime}\right)$ instead of $(f / m) / m^{\prime}$. Then we have that $\left(f /\left(m m^{\prime}\right)\right) m^{\prime} m=(f / m) m=f$. So we can reason as if we were treating products and quotient.

Definition 1.3.5. A representable multicategory is a multicategory such that for any finite list of objects $\Gamma$ there is a universal map $m_{\Gamma}: \Gamma \rightarrow \otimes \Gamma$.

Under the axiom of choice it is equivalent to ask for a specific choice of universal maps.
Definition 1.3.6. A strict representable multicategory is a multicategory equipped with a choice of universal maps containing the identity and closed under composition.

Closure under composition means that the multimap
$m_{\otimes \Gamma_{1}, \ldots, \otimes \Gamma_{2}}\left(m_{A_{1,1}, \ldots, A_{1, p_{1}}} \ldots, m_{A_{n, 1} \ldots, A_{n, p_{n}}}\right): A_{1,1}, \ldots, A_{n, p_{n}} \rightarrow \otimes_{i} \otimes_{j} A_{i, j}$ should be the universal multimap $m_{A_{1,1}, \ldots, A_{n, p_{n}}}: A_{1,1}, \ldots, A_{n, p_{n}} \rightarrow \otimes_{i, j} A_{i, j}$. In particular, we should have that our choice of tensor enforces $\otimes_{i} \otimes_{j} A_{i, j}=\otimes_{(i, j)} A_{i, j}$ so that the corresponding monoidal category is strict. Hence the terminology.

Proposition 1.3.7. Every representable multicategory is equivalent to a strict one.
Proof. See [38].

In the following we will always take representable multicategories to be equipped with a particular choice of universal multimaps. So we can use the white-dot/black-dot notation. As always, we can take a biased definition with a nullary operation and a binary one.

The rules for the graphical calculus are given in the following figure:
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Remark 1.3.8. It is easy to see that this graphical representation is sound, i.e. that starting from a string diagram representing a multimap and applying the rewriting rules above gives a string diagram representing the same multimap up to canonical isomorphisms, i.e. only involving isomorphisms between the tensors.

Conversely, it should be possible to prove a full completeness result, i.e. that any string diagram with exactly one output represent a (unique) multimap. There might be a slight caveat though when dealing with the unit, where it would be not clear where the unit is being eliminated. If it were the case we could introduce formal links that link a unit to the multimap it is eliminated in, similarly to the linking of units in proof nets.

This is left to further work.
Now consider two representable multicategories $\mathcal{M}$ and $\mathcal{N}$ and a functor $F: \mathcal{M} \rightarrow \mathcal{N}$. Then we can built a unary multimap $F_{n}: \otimes F\left(A_{i}\right) \rightarrow F\left(\otimes A_{i}\right)$ in the following way:

where the part inside the box happens in $\mathcal{M}$, is then turned into a multimap in $\mathcal{N}$ by $F$. This can be translated by saying that the multimap is defined by

$$
F_{n}\left(A_{1}, \ldots, A_{n}\right):=F\left(m_{A_{1}, \ldots, A_{n}}\right) / m_{F\left(A_{1}\right), \ldots, F\left(A_{n}\right)}
$$

Definition 1.3.9. A functor of representable multicategories is said to be strong or pseudo if the $F_{n}$ are invertible. If the multicategories are strict and the $F_{n}$ are equalities then the functor is said to be strict.

Now let consider a transformation between functors of multicategories $\gamma: F \Rightarrow G$. We will display the component of $\gamma$ as being in between the boxes representing $F$ and $G$. So for example the naturality of $\gamma$ says that for any multimap $f: A_{1}, \ldots, A_{n} \rightarrow B$ in $\mathcal{M}$, the
following holds in $\mathcal{N}$ :


Now if both the functors are between representable multicategories, the following diagram commutes:


We can prove it graphically:

where the equalities are to be read left to right, top to bottom. The top left corner represent $G_{n} \circ \otimes\left(\alpha_{A_{i}}\right)$. Going from there to the top right corner is done by using cancellation
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of white and black dots. Then, going to the bottom left corner is by functoriality of $G$. Finally the last equality follows from naturality of the transformation. The bottom right corner represent the multimap $\alpha_{B} \circ F_{n}$.

### 1.3.2. Examples

Example 1.3.10. We will see in the next section that the underlying multicategory of a monoidal category is always representable, and that in fact, any representable multicategory arises in this way.

Example 1.3.11. In particular, Vect, FVect, Ban, FBan, $\mathbf{B a n}_{1}$, and $\mathbf{F B a n}_{1}$ are all representable. The tensor product on the vector spaces is the usual tensor product. The tensor product on the finite dimensional Banach spaces is the tensor product of the underlying vector spaces equipped with the so-called projective norm. We will study this norm in more details in the chapter on polycategories. For arbitrary Banach spaces, one has to take the completion of the tensor products of the vector spaces under the projective norm.

Example 1.3.12. The multicategory of modules over a ring is representable iff the ring is commutative.

Example 1.3.13. The terminal multicategory 1 is representable with $\otimes(*, \ldots, *)=*$.

Example 1.3.14. For a representable symmetric multicategory $\mathcal{M}, \operatorname{Mon}(\mathcal{M})$ is always representable. Given monoids $\left(M_{i}, \mu_{i}^{k}\right)$, one can define a multiplication on $\otimes M_{i}$ by considering the following multimap
$M_{1}, \ldots, M_{l}, \ldots, M_{1}, \ldots, M_{l} \simeq M_{1}, \ldots, M_{1}, \ldots, M_{l}, \ldots, M_{l} \xrightarrow{\mu_{1}^{k}, \ldots, \mu_{l}^{k}} M_{1}, \ldots, M_{l} \xrightarrow{m_{M_{i}}} \otimes M_{i}$ and factors it through $m_{M_{i}} l$ times to get a multimap $\otimes M_{i}, \ldots, \otimes M_{i} \rightarrow \otimes M_{i}$.

Example 1.3.15. The multicategory of actions over a symmetric multicategory $\mathcal{M}$ is not representable.
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It is possible to restrict the previous example to consider only actions over commutative monoids, where a commutative monoid can be defined as a monoid with an extra property or as an object in $\operatorname{Mon}(\operatorname{Mon}(\mathcal{M}))$. Then, the category of actions over commutative monoids in $\mathcal{M}$ will be representable.

Example 1.3.16. Act is not representable. For example, there is no multimap $\star, \star \rightarrow \star$ so $\star \otimes \star$ cannot be defined.

Example 1.3.17. If $\mathcal{M}$ is a representable multicategory, then for a monoid $\left(M, \mu^{k}\right)$ in $\mathcal{M}$, $\mathcal{M} / M$ is representable where $\otimes\left(A_{i}, \varphi_{A_{i}}\right)$ is defined by $\otimes A_{i}$ on objects and $\left(\mu^{l}\left(\varphi_{A_{1}}, \ldots, \varphi_{A_{n}}\right)\right) / m_{A_{i}}$ on presheaves. $m_{A_{i}}: A_{1}, \ldots, A_{l} \rightarrow \otimes A_{i}$ defines a universal multimap by definition:


In particular Cat/Set is representable where $\otimes \varphi_{i}$ for presheaves $\varphi_{i}: A_{i} \rightarrow$ Set is a presheaf on $A_{1} \times \cdots \times A_{n}$ defined pointwise.

### 1.3.3. 2-equivalence between representable multicategories and unbiased monoidal categories

Now we are ready to prove the 2-equivalence between unbiased monoidal categories and representable multicategories.

We will write MultiCat mor the $_{r}$ 2-category of representable multicategories, functors and transformations. It is a sub-2-category of MultiCat.

First, let prove that $\mathcal{U}:$ UMonCat $\rightarrow$ MultiCat restricts to representable multicategories to give $\mathcal{U}_{r}:$ UMonCat $\rightarrow$ MultiCat $_{r}$.

Proposition 1.3.18. $\mathcal{U}$ : UMonCat $\rightarrow$ MultiCat restricts to representable multicategories to give $\mathcal{U}_{r}: \mathbf{U M o n C a t} \rightarrow$ MultiCat $_{r}$.
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Proof. $\mathcal{U}(M)$ is defined to be the multicategory with objects those of $M$ and multimaps, morphisms $f: \otimes_{n} A_{i} \rightarrow B$. It is representable with $m_{\Gamma}:=i d_{\otimes_{n} A_{i}}: \otimes_{n} A_{i} \rightarrow \otimes_{n} A_{i}$.

Let $\mathcal{M}$ be a multicategory. We will write $\mathcal{R}(\mathcal{M})$ for the category with:

- objects, the objects of $\mathcal{M}$
- morphisms, the unary multimap of $\mathcal{M}$

So it is the category that we get from forgetting about the multimaps of $\mathcal{M}$. The categorical structure follows directly from the multicategorical structure of $\mathcal{M}$.

Proposition 1.3.19. For a representable multicategory $\mathcal{M}, \mathcal{R}(\mathcal{M})$ is an unbiased multicategory with the monoidal structure given by:

- $\otimes_{n} A_{n}:=\otimes A_{n}$ inherited from the tensor in $\mathcal{M}$
- for $f_{i}: A_{i} \rightarrow B_{i}, \otimes_{n} f_{n}:=\left(m_{B_{1}, \ldots, B_{n}} f\right) / m_{A_{1}, \ldots, A_{n}}$, graphically:

- $\alpha_{n, m_{i}}: \otimes_{n} \otimes_{m_{i}} A_{i, j} \rightarrow \otimes_{\sum_{i} m_{i}} A_{i, j}$ is given by:

- $\iota: A \rightarrow \otimes_{1}(A)$ is given by $m_{A}$.

Proof. First let prove that the $\alpha$ s and $\iota$ s are natural isomorphisms.
Basically the idea is to reflect the diagram horizontally and exchange every black and white dots. Then when composing all the black and white dots will cancel out to give an identity.

So the inverse of $\alpha$ is

and the inverse of $\iota$ is i.e. the multimap $i d_{A} / m_{A}$. It is easy to check that these are inverse.

Furthermore, $\alpha$ is natural. For any $f_{i, j}: A_{i, j} \rightarrow B_{i, j}$ represented by boxes in the next diagram, we have the following:


The top and bottom left diagrams correspond to applying the $f$ s followed by $\alpha$ and applying $\alpha$ followed by the $f$ s respectively. They both rewrite to the right one which can be read has: first eliminate all the tensors, then apply the $f \mathrm{~s}$ and reintroduce the tensor. Naturality of $\iota$ is similar, it says that for any $f: A \rightarrow B, \iota_{B} f=\otimes_{1}(f) \iota_{A}$. But $\iota_{B} f=m_{B} f$ by definition and $\otimes_{1}(f) \iota_{A}=\left(\left(m_{B} f\right) / m_{A}\right) m_{A}=m_{B} f$.

Now, we want to prove that this defines a monoidal structure. First, let prove that:

$$
\begin{aligned}
& \otimes_{p}\left(\otimes_{n_{i}}\left(\otimes_{m_{i, j}}\left(a_{i, j, k}\right)_{1 \leq k \leq m_{i, j}}\right)_{1 \leq j \leq n_{i}}\right)_{1 \leq i \leq p}
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{r}
\alpha_{\left(\left(a_{i, j, k}\right)_{k}\right)(i, j)} \\
\otimes_{\sum_{i} \sum_{j}}
\end{array}
\end{aligned}
$$
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It is given by the following diagrams:

where the top left string diagram represent the multimaps going on the left of the commutative diagram and the bottom left string diagram to the multimaps going on the right. Then, the equalities on top and bottom are canceling white and black dots while the one going from top to bottom is just translating a the black dots.

Then, let prove that

The proofs are given by:



It extends to a 2 -functor.

Proposition 1.3.20. There is a 2-functor $\mathcal{R}:$ MultiCat $_{r} \rightarrow$ UMonCat given by: $^{\text {U }}$

- $\mathcal{R}(\mathcal{M})$ on multicategories
- $\mathcal{R}(F):=\left(F, F_{n}\right)$ where $F_{n}$ is

- $\mathcal{R}(\gamma):=\gamma$

Proof. We have already proven above that $\mathcal{R}(\mathcal{M})$ is an unbiased monoidal category and $\mathcal{R}(\gamma)$ is a monoidal transformation. All is left to prove is the coherence law for the functor $\mathcal{R}(F)$.

First, let prove that


It is given by the following rewriting where the top row represent the multimap going on top of the commutative diagram and the bottom one going on the bottom. We use
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the usual white-black cancellation and functoriality of $F$.


Now let prove that

It is given by the following rewriting:


Furthermore, we need to prove that $\mathcal{R}$ is 2 -functorial, which follows from the fact that it is the identity on functors and transformations. The only non-trivial thing is that the $F_{n}$ match those of the identity and composite, which can be checked easily.

Proposition 1.3.21. There is an equivalence of 2-categories UMonCat $^{\sim}$ MultiCat $_{r}$.
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Proof. Let prove that $\mathcal{U}_{r}$ is a 2-equivalence. We have already proven that $\mathcal{U}$ is 2-fully faithful. Its restriction $\mathcal{U}_{r}$ is also since we didn't ask for extra conditions on functors and transformations of representable multicategories.

Now let prove that it is essentially surjective on objects. Given a representable multicategory $\mathcal{M}$, we consider the unbiased monoidal category $\mathcal{R}(\mathcal{M})$. Then $\mathcal{U}_{r} \mathcal{R}(\mathcal{M})$ is given by:

- objects, those of $\mathcal{M}$
- multimaps $f: A_{1}, \ldots, A_{n} \rightarrow B$, unary multimaps $f: \otimes\left(A_{i}\right) \rightarrow B$ in $\mathcal{M}$
- identities, $\iota_{A}^{-1}=i d_{A} / m_{A}$
- composition, of $g: \otimes\left(B_{i}\right) \rightarrow C$ and $f_{i}: \otimes A_{i, j} \rightarrow B_{i}$ is given by:


Now we have a functor of multicategories $-/ m: \mathcal{M} \rightarrow \mathcal{U}_{r} \mathcal{R}(\mathcal{M})$ that:

- is the identity on objects
- sends $f: A_{1}, \ldots, A_{n} \rightarrow B$ to $f / m_{\left(A_{i}\right)_{i}}$

It sends the identity to $i d_{A} / m_{A}$ which is the identity of $\mathcal{U}_{r} \mathcal{R}(\mathcal{M})$. Given $g: B_{i} \rightarrow C$ and $f_{i}: A_{i, j} \rightarrow B_{i}$ we have that:

which is functoriality.
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Furthermore, we have a functor $-\cdot m: \mathcal{U}_{r} \mathcal{R}(\mathcal{M}) \rightarrow \mathcal{M}$ that:

- is the identity on objects
- sends $f: A_{1} \otimes \cdots \otimes A_{n} \rightarrow B$ to $f m_{\left(A_{i}\right)_{i}}$

One can check that it is functorial and that it is inverse to $-/ m$. So we have $\mathcal{M} \simeq \mathcal{U}_{r} \mathcal{R}(\mathcal{M})$ and $\mathcal{U}_{r}$ is essentially surjective on objects.

### 1.4. Closed Multicategories

One could define a closed representable multicategory by asking for adjoints to the tensor product in a similar way to what is done with monoidal categories. But instead, it is possible to introduce a notion of internal hom in a multicategory that does not assume the existence of tensors. It is defined by a universal property. In a monoidal category $M, A \multimap$ $B$ is defined by the existence of a natural isomorphism $M(A \otimes B, C) \rightarrow M(A, B \multimap C)$ but in a multicategory $\mathcal{M}$ we could instead use bilinear maps $\mathcal{M}(A, B ; C) \simeq \mathcal{M}(A ; B \multimap C)$. Of course, we can define an $n$-ary notion directly. We will see that it amounts to the existence of a multimap having a universal property.

### 1.4.1. Definition

Definition 1.4.1. A multimap $g: \Gamma_{1}^{\prime}, A, \Gamma_{2}^{\prime} \rightarrow B$ is said to be universal in $A$, written $g: \Gamma_{1}^{\prime}, \underline{A}, \Gamma_{2}^{\prime} \rightarrow B$ if for any multimap $f: \Gamma_{1}^{\prime}, \Gamma, \Gamma_{2}^{\prime} \rightarrow B$ there is a unique multimap $g \backslash f: \Gamma \rightarrow A$ such that $f=g \circ g \backslash f$.

This unique factorisation property characterises the input $A$ uniquely up-to unique invertible multimap. The proof is similar to the one for universality in the output.

We will write $\Gamma_{1} \multimap A \circ \Gamma_{2}$ for the part of the domain where a multimap is universal: $\operatorname{ev}_{\Gamma_{1} ; \Gamma_{2}}: \Gamma_{1}, \underline{\Gamma_{1} \multimap A \circ-\Gamma_{2}}, \Gamma_{2} \rightarrow A$. We will denote a factorisation of $f$ by
$\lambda_{\Gamma_{1} ; \Gamma_{2}} \cdot f:=\operatorname{ev}_{\Gamma_{1} ; \Gamma_{2}} \backslash f$. We will often not write the indexes. So we have ev $(\lambda . f)=f$. We will also write $\Gamma_{1} \multimap A$ and $A \multimap \Gamma_{2}$ when one of the contexts is empty.

Definition 1.4.2. A multicategory is said to be closed if for any finite lists of objects $\Gamma_{1}, \Gamma_{2}$ and any object $A$ there is universal multimap $\mathrm{ev}_{\Gamma_{1} ; \Gamma_{2}}: \Gamma_{1}, \underline{\Gamma_{1} \multimap A \circ-\Gamma_{2}}, \Gamma_{2} \rightarrow A$.

Definition 1.4.3. A birepresentable multicategory is a multicategory that is both representable and closed.

We will also talk about representable closed multicategories. They have all universal multimaps, both in all of the inputs and in the output.

We will also use a graphical representation for internal homs (universal inputs) and evaluation multimaps (universal multimaps). The evaluation multimap will be represented by:

where the tipped arrow is the input in which the multimap is universal. This can be thought as an elimination rule for the internal hom. Then we will introduce a dual introduction rule:

that will let us define $\lambda . f$ by:
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The factorisation property states that:


Furthermore, universal multimaps compose through their universal inputs, in particular $\Gamma_{2} \multimap \Gamma_{1} \multimap A \circ \Gamma_{4} \circ \Gamma_{3} \simeq \Gamma_{1}, \Gamma_{2} \multimap A \circ \Gamma_{3}, \Gamma_{4}$. So we get the following equations:


Now let $F: \mathcal{M} \rightarrow \mathcal{N}$ be a functor of closed multicategories. Then we have a family of
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maps $F\left(\Gamma_{1} \multimap A \circ-\Gamma_{2}\right) \rightarrow F\left(\Gamma_{1}\right) \multimap F(A) \circ F\left(\Gamma_{2}\right)$ given by:


Furthermore these are subject to the following coherence law:
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With the proof given by the following rewriting:


Proposition 1.4.4. The correspondence between representable multicategories and unbiased monoidal categories restrict to a correspondence between birepresentable multicategories and unbiased monoidal biclosed categories.

Proof. We need to extend $\Gamma_{1} \multimap-\circ-\Gamma_{2}$ to a functor in $\mathcal{R}(\mathcal{M})$ and prove that it is a right adjoint to $\otimes\left(\Gamma_{1}, A, \Gamma_{2}\right)$.

Given a morphism $f: A \rightarrow B$ in $\mathcal{R}(\mathcal{M})$, i.e. a unary multimap in $\mathcal{M}$, we define $\Gamma_{1} \multimap f \circ \Gamma_{2}: \Gamma_{1} \multimap A \circ \Gamma_{2} \rightarrow \Gamma_{1} \multimap B \circ \Gamma_{2}$ by:


It can be checked that this assignment is functorial.
Now let prove that there is a natural isomorphism

$$
\mathcal{R}(\mathcal{M})\left(\otimes\left(\Gamma_{1}, A, \Gamma_{2}\right), B\right) \simeq \mathcal{R}(\mathcal{M})\left(A, \Gamma_{1} \multimap B \circ \Gamma_{2}\right)
$$

The function from left to right acts as follows:


It is given by $\lambda_{\Gamma_{1} ; \Gamma_{2}} \cdot\left(-m_{\Gamma_{1}, A, \Gamma_{2}}\right)$. In the other direction the function is given by:

i.e. $\left(\mathrm{ev}_{\Gamma_{1} ; \Gamma_{2}}-\right) / m_{\Gamma_{1}, A, \Gamma_{2}}$. The proof that it is an isomorphism is given in one direction by:

and in the other by:

$$
\lambda_{\Gamma_{1} ; \Gamma_{2}} \cdot\left(\left(\mathrm{ev}_{\Gamma_{1} ; \Gamma_{2}}-/ m_{\Gamma_{1}, A, \Gamma_{2}}\right) m_{\Gamma_{1}, A, \Gamma_{2}}\right)=\lambda_{\Gamma_{1} ; \Gamma_{2}} \cdot\left(\mathrm{ev}_{\Gamma_{1} ; \Gamma_{2}}-\right)=-
$$

Furthermore, it can be check that those are natural in $A$ and $B$.

Remark 1.4.5. In the literature people will prefer to call biclosed what we called closed here. As far as we are aware, only notions of closed categories, i.e. left or right closed, that do not assume the existence of a monoidal structure appear explicitly in the literature. These have been developed by Eilenberg and Kelly in [30]. In [63] it has been proven that it is equivalent to a closed multicategory with a unit (i.e. a nullary tensor product). Then, one can also define a notion of closed functor that corresponds to the notion of functor of closed multicategories. They are equipped with a map $F\left(\Gamma_{1} \multimap A \circ \Gamma_{2}\right) \rightarrow$ $F\left(\Gamma_{1}\right) \multimap F(A) \circ F\left(\Gamma_{2}\right)$ with some coherence laws.

A monoidal functor between monoidal biclosed categories is automatically closed. Giving a morphism $F\left(\Gamma_{1} \multimap A \circ \Gamma_{2}\right) \rightarrow F\left(\Gamma_{1}\right) \multimap F(A) \circ F\left(\Gamma_{2}\right)$ is equivalent to giving a morphism $F\left(\Gamma_{1}\right) \otimes F\left(\Gamma_{1} \multimap A \circ \Gamma_{2}\right) \otimes F\left(\Gamma_{2}\right) \rightarrow F(A)$ by the definition of an adjunction. Since $F$ is monoidal we have a morphim

$$
F\left(\Gamma_{1}\right) \otimes F\left(\Gamma_{1} \multimap A \circ \Gamma_{2}\right) \otimes F\left(\Gamma_{2}\right) \rightarrow F\left(\Gamma_{1} \otimes \Gamma_{1} \multimap A \circ \Gamma_{2} \otimes \Gamma_{2}\right)
$$

and another one

$$
F\left(\Gamma_{1} \otimes \Gamma_{1} \multimap A \circ \Gamma_{2} \otimes \Gamma_{2}\right) \rightarrow F(A)
$$
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by $F(\mathrm{ev})$ where ev is obtained by considering the identity $i d_{\Gamma_{1} \otimes A \otimes \Gamma_{2}}$ and using the property of $\Gamma_{1} \multimap-\circ-\Gamma_{2}$ being a right adjoint.

Remark 1.4.6. The correspondence between representable closed multicategories and monoidal biclosed categories extend to a 2-equivalence.

## 2. Polycategories and *-autonomous categories

The equivalence between representable closed multicategories and monoidal biclosed categories and its extension to the symmetric case gives two approaches to modeling multiplicative intuitionistic linear logic and its non-commutative counterpart. In this section, we will see how this can be extended to classical multiplicative linear logic by a 2-equivalence between birepresentable polycategories and $*$-autonomous categories.

One way of stating the difference between intuitionistic and classic logic is in the latter the double negation elimination holds whereas it doesn't in the former. This leads to one definition of $*$-autonomous category as a monoidal biclosed category with a fixed object $\perp$ inducing functors ${ }^{*}(-):=-\multimap \perp$ and $(-)^{*}:=\perp \circ--$ such that the canonical morphisms $A \rightarrow{ }^{*}\left(A^{*}\right)$ and $A \rightarrow\left({ }^{*} A\right)^{*}$ obtained by currying the evaluation maps are invertible. There are other equivalent definitions of $*$-autonomous categories that are more suitable to relate to polycategories. We will first recall all those definitions and prove that they are equivalent.

Another approach in comparing intuitionistic and classical logic is through their sequent calculi. Gentzen introduced a sequent calculus for classical logic with sequents of the form $\Gamma \vdash \Delta$ where $\Gamma$ and $\Delta$ are finite lists of formulae. He then showed that intuitionistic logic can be recovered by forcing the list on the right hand of the sequent to contain exactly one formula. Polycategories model this approach. They are similar to multicategories but their morphisms have multiple inputs and multiple outputs. Furthermore, the composition in
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polycategories can only be performed along one object, mimicking the cut rule in sequent calculus:
$\frac{\Gamma \xrightarrow{f} \Delta_{1}, A, \Delta_{2} \quad \Gamma_{1}^{\prime}, A, \Gamma_{2}^{\prime} \xrightarrow{g} \Delta^{\prime}}{\Gamma_{1}^{\prime}, \Gamma, \Gamma_{2}^{\prime} \xrightarrow{g \circ f} \Delta_{1}, \Delta^{\prime}, \Delta_{2}}$
We will define polycategories and how the interpretation of the connectives are given by the existence of objects with universal properties while they are modeled by structures in $*$-autonomous categories.

Then we will prove the equivalence between $*$-autonomous categories and those polycategories with all connectives.

There is a long-standing tradition of using *-autonomous categories for models of MLL. It goes back to Barr's work ([3, 4, 5]. A detailed account is given in Mellies's textbook [64]. Polycategories have been introduced with applications to sequent calculus in mind by Szabo in [84]. The connection to $*$-autonomous categories via the introduction of linearly distributive categories and two-tensor polycategories has been developed in a series of papers by Cockett, Seely and collaborators [12, [21, 22]. This section consists of a review of this background material together with some original works, namely (lax) unbiased linearly distributive categories, weak two-tensor polycategories, birepresentable polycategories and the polycategory of Banach spaces and contractive polylinear maps.

## 2.1. *-autonomous categories

In this section we present several definitions of $*$-autonomous categories and prove them equivalent. Our $*$-autonomous categories will be assumed to be non-symmetric in general which differs from the usual definitions.

### 2.1.1. As a monoidal biclosed category with a dualising object

Since monoidal biclosed categories model (non-commutative) multiplicative intuitionistic linear logic and $*$-autonomous categories ought to model (non-commutative) multiplicative classical linear logic, one might hope that understanding how to go from intuitionistic
to classical logic will help in defining $*$-autonomous categories. It is indeed the case. In this section we will see how to define a $*$-autonomous category by asking for a double negation elimination principle.

The negations can be defined by introducing an object $\perp$ that will act as a multiplicative falsehood and define left and right negation by $(-)^{*}:=\perp \circ--$ and ${ }^{*}(-):=-\multimap \perp$.

Definition 2.1.1. In a monoidal biclosed category $M$, a dualising object $\perp$ is an object such that the two morphisms $\delta_{A}:=\lambda_{A \rightarrow \perp}^{r} \cdot \mathrm{ev}_{A}^{l}: A \longrightarrow \perp \circ(A \multimap \perp)$ and $\delta_{A}^{\prime}:=$ $\lambda_{\perp \circ-A}^{l} \cdot \mathrm{ev}_{A}^{r}: A \longrightarrow(\perp \circ-A) \multimap \perp$ are invertible for any $A$.

With the definition for negations given above this means that ${ }^{*}\left(A^{*}\right) \simeq A \simeq\left({ }^{*} A\right)^{*}$

Definition 2.1.2. $A$ *-autonomous category is a monoidal biclosed category equipped with a dualising object $\perp$.

Proposition 2.1.3. In $a *$-autonomous category we have that ${ }^{*} I \simeq \perp \simeq I^{*}$
Proof. We use the isomorphisms $I \otimes \perp \simeq \perp$ and $\perp \otimes I \simeq \perp$ and then we curry those.

Remark 2.1.4. This definition works for both a biased and an unbiased notion of monoidal category. In both case the dualising object only needs the possibility to curry in one object.

In a $*$-autonomous category, one can define another monoidal structure corresponding to the multiplicative disjunction. It is defined by a de Morgan duality.

We will call a *-autonomous category biased/unbiased if the monoidal category is.

Proposition 2.1.5. In $a *$-autonomous category, ${ }^{*}(-)$ and $(-)^{*}$ extend to functors

$$
{ }^{*}(-),(-)^{*}: \mathcal{C}^{\mathrm{op}} \rightarrow \mathcal{C}
$$

making $\mathcal{C}$ self-dual.

Proof. Given $f: A \rightarrow B,{ }^{*} f:{ }^{*} B \rightarrow{ }^{*} A$ is defined by currying

$$
A \otimes(B \multimap \perp) \xrightarrow{A \otimes(f \multimap \perp)} A \otimes(A \multimap \perp) \xrightarrow{e v_{A}^{l}} \perp
$$
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It is functorial and it defines a duality thanks to the definition of a dualising object.

Definition 2.1.6. For an unbiased $*$-autonomous category $\left(M, \otimes_{n}, \alpha, \iota, \perp\right)$, we define:

- $\mathcal{X}_{n}(-):=\left(\otimes_{n}{ }^{*}(-)\right)^{*}$
- $\alpha_{n,\left(m_{k}\right)_{1 \leq k \leq n}^{\prime}}^{\prime}\left(a_{i, j}\right): \mathcal{X}_{n}\left(\mathcal{X}_{m_{k}}\left(a_{i, j}\right)\right) \rightarrow \mathcal{X}_{\sum_{k} m_{k}}\left(a_{i, j}\right)$ by

$$
\begin{aligned}
& \mathcal{P}_{n}\left(\mathcal{P}_{m_{k}}\left(a_{i, j}\right)\right)=\left(\otimes_{n}\left({ }^{*}\left(\left(\otimes_{m_{k}}\left({ }^{*} a_{i, j}\right)\right)^{*}\right)\right)\right)^{*} \xrightarrow{\left(\otimes_{n}\left(\left(\delta_{\otimes_{m}}^{\prime}{ }^{*} a_{i, j}\right)^{-1}\right)\right)^{*}}\left(\otimes_{n} \otimes_{m_{k}}\left({ }^{*} a_{i, j}\right)\right)^{*} \\
& \xrightarrow{\left.\left(\alpha_{n,\left(m_{k}\right)_{1 \leq k \leq n}}{ }^{*} a_{i, j}\right)^{-1}\right)^{*}} \otimes_{\sum_{k} m_{k}}\left({ }^{*} a_{i, j}\right)^{*}=\mathcal{X}_{\sum_{k} m_{k}}\left(a_{i, j}\right)
\end{aligned}
$$

- $\iota_{A}^{\prime}: A \xrightarrow{\delta_{A}^{\prime}}\left({ }^{*} A\right)^{*} \xrightarrow{\iota_{A}{ }^{*}}\left(\otimes_{1}{ }^{*} A\right)^{*}=\mathcal{X}_{1} A$

Proposition 2.1.7. For an unbiased $*$-autonomous category $\left(M, \otimes_{n}, \alpha, \iota, \perp\right),\left(M, \otimes_{n}, \alpha^{\prime}, \iota^{\prime}\right)$ defines another unbiased monoidal structure on $M$.

Proof. Let us first prove that $\alpha^{\prime}$ and $\iota^{\prime}$ are natural transformations.


The outer diagram states naturality of $\alpha^{\prime}$. The left square commutes by naturality of $\delta^{\prime-1}$ while the right one commutes by naturality of $\alpha$.
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The outer rectangle corresponds to naturality of $\iota^{\prime}$ and we get the inner ones by naturality of $\delta^{\prime}$ and $\iota$ respectively.

Now let us prove that $\alpha^{\prime}$ and $\iota^{\prime}$ verify the coherence laws of an unbiased monoidal category.


The outer diamond represent the coherence law for $\mathcal{X}$. The outer parts commute by definition. The top diamond and the two triangles commute by naturality of $\left(\delta^{\prime}\right)^{-1}$ and $\alpha$ while the bottom diamond commutes by the coherence law of $\otimes$.

Another coherence law is the following:


The left triangle is just invertibility and the rectangle is naturality of $\left(\delta^{\prime}\right)^{-1}$ while the bottom triangle is the equivalent coherence law for $\otimes$.

## 2. Polycategories and $*$-autonomous categories

Similarly the last coherence law is obtained by the similar one for $\otimes$ and naturality.

Proposition 2.1.8. The duality induced by the negation extends to a monoidal one


Proof. Let us prove that $(-)^{*}$ is strong monoidal. We have

$$
(-)_{n}^{*}: \mathfrak{X}_{n}(-)^{*}=\left(\otimes_{n}^{*}\left((-)^{*}\right)\right)^{*} \simeq\left(\otimes_{n}-\right)^{*}
$$

Then the coherence diagram for monoidal functors follows from naturality of the duality.

Remark 2.1.9. The previous propositions can be derived from a more general fact: if $\mathcal{C}$ is an unbiased monoidal category and there is an equivalence of categories $\mathcal{C} \simeq \mathcal{D}$ then $\mathcal{D}$ has a transported structure of unbiased monoidal category. This is what happens here with the equivalence $(-)^{*}: \mathcal{C} \rightarrow \mathcal{C}^{\text {op }}$ and then noting that the unbiased monoidal structures on $\mathcal{C}$ and $\mathcal{C}^{\mathrm{op}}$ correspond $\downarrow$

Proposition 2.1.10. The following are equivalent:

- $(\mathcal{C}, \otimes, I, \perp)$ is a (biased) *-autonomous category
- there is a monoidal duality $(\mathcal{C}, \otimes, I) \underset{\sim}{\sim} \underset{\sim(-)}{(-)^{*}}\left(\mathcal{C}^{\mathrm{op}}, \mathcal{P}, \perp\right)$
s.t. $\mathcal{C}(A \otimes B, C) \simeq \mathcal{C}\left(B,{ }^{*} A \ngtr C\right)$ and $\mathcal{C}(C, A \ngtr B) \simeq \mathcal{C}\left(C \otimes B^{*}, A\right)$ naturally


### 2.1.2. As a linearly distributive category with duals

The notion of linearly distributive category has been introduced by Cockett, Seely and collaborators in a series of papers under the term weakly distributive categories. From a

[^2]
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logical point of view, the introduction of $*$-autonomous categories as a monoidal biclosed category with dualising objects can be understand as generating the logic from the conjunction $\otimes$, the implications $\multimap$ and $\circ-$ and the false value $\perp$. From this can be deduced the negations ${ }^{*}-:=-\multimap \perp$ and $-^{*}:=\perp \circ$. The perspective of linearly distributive categories with duals, is to introduce the logic from the conjunction $\otimes$, the disjunction 8 and the negations *- and -*. Linearly distributive categories can be understood as models of multiplicative linear logic without negation.

Involved in their definition are two monoidal structures, that interact through so-called distributivity laws.

The distributivity laws are what is needed to interpret the cut rule. For example, if one wants to interpret the following cut rule: $\frac{A, B \vdash C, D \quad D, E \vdash F, G}{A, B, E \vdash C, F, G}$ The interpretation of the premises are given by morphisms $f:[|A|] \otimes[|B|] \rightarrow[|C|] \otimes[|D|]$ and $g:[|D|] \otimes[|E|] \rightarrow[|F|] \ngtr[|G|]$. To obtain a morphism $[|A|] \otimes[|B|] \otimes[|E|] \rightarrow$ $[|C|] \curvearrowright[|F|] \curvearrowright[|G|]$, one have to proceed as follow:

$$
([|A|] \otimes[|B|]) \otimes[|E|] \xrightarrow{f \otimes[|E|]}([|C|] \mathcal{P}[|D|]) \otimes[|E|] \xrightarrow{\delta^{R}}[|C|]^{\mathcal{P}}([|D|] \otimes[|E|]) \xrightarrow{\| C \mid]^{8} g}[|C|] \mathcal{P}([|F|] \mathcal{P}[|G|])
$$

This $\delta^{R}$ is one of the two distributivity laws needed to define a linearly distributive category (see [21]).

Definition 2.1.11. A linearly distributive category is a category equipped with two biased monoidal structures $(\mathcal{C}, \otimes, I, \alpha, \lambda, \rho)$ and $\left(\mathcal{C}, \mathcal{P}, \perp, \alpha^{\prime}, \lambda^{\prime}, \rho^{\prime}\right)$ and natural transformations

$$
\begin{aligned}
& \delta^{L}: A \otimes(B \ngtr C) \rightarrow A \otimes(B \ngtr C) \\
& \delta^{R}:(A \ngtr B) \otimes C \rightarrow A \ngtr(B \otimes C)
\end{aligned}
$$

satisfying six pentagons equations and four triangle equations that we omit here, making all the monoidal structures works together, see [21].
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## Left-biased lax linearly distributive category

Instead of spelling out all the diagrams, let us give a more general version.

Definition 2.1.12. A lax left-biased linearly distributive category is a category $\mathcal{C}$ equipped with functors $\otimes, \mathcal{P}: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$, objects $I, \perp$ and natural transformations given by the following families of morphisms:

- $\alpha_{A, B, C}:(A \otimes B) \otimes C \rightarrow A \otimes(B \otimes C), \lambda_{A}: A \rightarrow I \otimes A$ and $\rho_{A}: A \rightarrow A \otimes I$
- $\alpha_{A, B, C}^{\prime}: A \mathscr{P}(B \ngtr C) \rightarrow(A \ngtr B) \mathcal{P} C, \lambda_{A}^{\prime}: \perp \mathcal{P} A \rightarrow A$ and $\rho_{A}^{\prime}: A \ngtr \perp \rightarrow A$
- $\delta_{A, B, C}^{L}: A \otimes(B \ngtr C) \rightarrow(A \otimes B) \ngtr C$
- $\delta_{A, B, C}^{R}:(A \ngtr B) \otimes C \rightarrow A \gamma(B \otimes C)$
subject to the following diagrams:
- eight pentagons, one for each choice of connective $\ominus, \oslash, \odot \in\{\otimes, \mathcal{\otimes}\}$ :

- ten triangles, four of the left type, two of the middle one and four of the right one, corresponding to the choices of $\ominus, \star \in\{\otimes, \ngtr\}$ and where $U$ is always the unit of $\star$

- and finally two globes corresponding to the choice of monoidal structure $(\star, U)$ :
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where the directions of the arrows in the diagram are uniquely determined by the choice of monoidal products.

Remark 2.1.13. There is also a notion of lax right-biased linearly distributive category where the associators $\alpha$ and $\alpha^{\prime}$ go in the opposite direction. The distributivity maps are unchanged.

Remark 2.1.14. Each lax monoidal structure comes equipped with a pentagon diagram, three triangle ones and one globular one. This is similar to the original definition of a monoidal category in Mac Lane. In the case of a monoidal category where the natural transformations are invertible, it has been proven by Kelly in [47] that it is enough to consider only the usual pentagon diagram plus two triangle diagrams. It is not true in the lax case though.

Proposition 2.1.15. A linearly distributive category is a lax linearly distributive category where the associators and unitors for the monoidal structures are invertible.

Proof. By definition if we take monoidal category to mean the original version by Mac Lane. If we prefer the more recent version, the proof of the equivalence of the two definitions, relies solely on the equivalence between the two definitions of monoidal categories.

Definition 2.1.16. In a lax linearly distributive category a left dual ${ }^{*} A$ and a right dual $A^{*}$ of an object $A$ is an object equipped with morphisms:

- lcup $_{A}: I \rightarrow{ }^{*} A \times A$ and lcap ${ }_{A}: A \otimes{ }^{*} A \rightarrow \perp$
- $\operatorname{rcup}_{A}: I \rightarrow A \rtimes A^{*}$ and $\operatorname{rcap}_{A}: A^{*} \otimes A \rightarrow \perp$
satisfying the coherence laws:
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where $(\ominus, U)$ and $\left(\ominus^{\prime}, U^{\prime}\right)$ are dual monoidal structures and the combinations possible are $\left(A, \ominus, A^{\prime}\right) \in\left\{\left(A, \otimes,{ }^{*} A\right),\left({ }^{*} A, \mathcal{P}, A\right)\right\}$ for the left dual and $\left(A, \ominus, A^{\prime}\right) \in\left\{\left(A^{*}, \otimes, A\right),\left(A, \mathcal{P}, A^{*}\right)\right\}$ for the right dual.

Proposition 2.1.17. *-autonomous categories correspond to linearly distributive categories with left and right duals for all objects.

Proof. See [21] for a proof.

## Lax unbiased linearly distributive category

For it to be an interesting notion, we would like for any unbiased lax linearly distributive category to define a polycategory. As mentioned in the introduction of this chapter, the composition in a polycategory is defined for polymaps of the form $f: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ and $g: \Gamma_{1}^{\prime}, A, \Gamma_{2}^{\prime} \rightarrow \Delta^{\prime}$ to give a polymap $g \circ f: \Gamma_{1}^{\prime}, \Gamma, \Gamma_{2}^{\prime} \rightarrow \Delta_{1}, \Delta^{\prime}, \Delta_{2}$. When defining a polycategory from a lax unbiased linearly distributive category, polymaps will correspond to morphisms $\otimes(\Gamma) \rightarrow \mathcal{P}(\Delta)$. Composition of two polymaps $f: \otimes(\Gamma) \rightarrow \mathcal{X}\left(\Delta_{1}, A, \Delta_{2}\right)$ and $g: \otimes\left(\Gamma_{1}^{\prime}, A, \Gamma_{2}^{\prime}\right) \rightarrow \mathcal{X}\left(\Delta^{\prime}\right)$ will be defined by:

$$
\begin{aligned}
\otimes\left(\Gamma_{1}^{\prime}, \Gamma, \Gamma_{2}^{\prime}\right) & \xrightarrow{\text { oplax }} \otimes\left(\Gamma_{1}^{\prime}, \otimes \Gamma, \Gamma_{2}^{\prime}\right) \\
& \xrightarrow{f} \otimes\left(\Gamma_{1}^{\prime}, \mathcal{P}\left(\Delta_{1}, A, \Delta_{2}\right), \Gamma_{2}^{\prime}\right) \\
& \xrightarrow{\text { dist. }} \mathcal{P}\left(\Delta_{1}, \otimes\left(\Gamma_{1}^{\prime}, A, \Gamma_{2}^{\prime}\right), \Delta_{2}\right) \\
& \xrightarrow{g} \mathcal{P}\left(\Delta_{1}, \ngtr \Delta^{\prime}, \Delta_{2}\right) \\
& \xrightarrow{\text { lax }} \not \subset\left(\Delta_{1}, \Delta^{\prime}, \Delta_{2}\right)
\end{aligned}
$$

We learn several things from this. First, that in order to define composition we need for $\left(\mathcal{C}, \otimes_{n}\right)$ to be oplax monoidal and $\left(\mathcal{C}, \otimes_{n}\right)$ to be lax. Also we can get the general form of the distributivity law $\otimes\left(\Gamma_{1}, \mathcal{P}\left(\Delta_{1}, A, \Delta_{2}\right), \Gamma_{2}\right) \rightarrow \mathcal{P}\left(\Delta_{1}, \otimes\left(\Gamma_{1}, A, \Gamma_{2}\right), \Delta_{2}\right)$. However,
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this general form exchanges the position of $\Gamma_{i}$ and $\Delta_{i}$ which should not be possible in the non-symmetric case. In fact, when defining composition of a non-symmetric polycategory, we constrain the composition to only be defined when either $\Gamma_{1}$ is empty or $\Delta_{1}$ is and similarly either $\Gamma_{2}$ is empty or $\Delta_{2}$ is. We will ask for the same constraint when defining distributivity for (non-symmetric) lax unbiased linearly distributive categories. This boils down to requiring four distributivity laws:

- $\otimes(\Gamma, \mathcal{P}(A, \Delta)) \rightarrow \mathcal{P}(\otimes(\Gamma, A), \Delta))$
- $\otimes(\mathcal{P}(\Delta, A), \Gamma) \rightarrow \mathcal{P}(\Delta, \otimes(A, \Gamma))$
- $\otimes\left(\Gamma_{1}, \mathcal{P}(A), \Gamma_{2}\right) \rightarrow \mathcal{P}\left(\otimes\left(\Gamma_{1}, A, \Gamma_{2}\right)\right)$
- $\otimes\left(\mathcal{P}\left(\Delta_{1}, A, \Delta_{2}\right)\right) \rightarrow \mathcal{X}\left(\Delta_{1}, \otimes(A), \Delta_{2}\right)$

In the case where the lists are taken to be singletons the first two gives the usual $A \otimes(B \ngtr C) \rightarrow(A \otimes B) \not \subset C$ and $(A \ngtr B) \otimes C \rightarrow A \ngtr(B \otimes C)$.

For the definitions of lax and oplax unbiased monoidal categories, we take the definition of unbiased monoidal categories and replace natural isomorphisms by natural transformations.

Definition 2.1.18. A lax unbiased linearly distributive category (luldc for short) is a category $\mathcal{C}$ equipped with

- an oplax monoidal structure
$\left(\mathcal{C},\left(\otimes_{n}\right)_{n \in \mathbb{N}},\left(\alpha_{n,\left(m_{k}\right)_{1 \leq k \leq n}}\right)_{n \in \mathbb{N}}, \eta\right)$, i.e.
- for each arity $n$, a functor $\otimes_{n}: \mathcal{C} \times \cdots \times \mathcal{C} \rightarrow \mathcal{C}$ from $n$ copies of $\mathcal{C}$
- for each $n,\left(m_{k}\right)$, natural transformations $\alpha_{n,\left(m_{k}\right)}: \otimes_{\sum_{k} m_{k}(-)} \Rightarrow \otimes_{n}\left(\otimes_{m_{1}}(-), \ldots, \otimes_{m_{k}}(-)\right)$
- a natural transformation $\eta: \otimes_{1}(-) \Rightarrow-$
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subject to the coherence law:



- a lax monoidal structure $\left(\mathcal{C},\left(\mathcal{X}_{n}\right)_{n \in \mathbb{N}},\left(\gamma_{\left(n,\left(m_{k}\right)_{1 \leq k \leq n}\right.}\right)_{n \in \mathbb{N}}, \iota\right)$, i.e.
- for each arity $n$, a functor $\mathcal{P}_{n}: \mathcal{C} \times \cdots \times \mathcal{C} \rightarrow \mathcal{C}$
- for each $n,\left(m_{k}\right)$, natural transformations $\gamma_{n,\left(m_{k}\right)}: \mathcal{P}_{n}\left(\mathcal{P}_{m_{1}}(-), \ldots, \mathcal{P}_{m_{n}}(-)\right) \Rightarrow$ $\gamma_{\sum_{k} m_{k}}(-)$
- a natural transformation $\iota: \mathcal{X}_{1}(-) \Rightarrow-$
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subject to the coherence laws:



- for each $m_{1}, n_{1}, n_{2}, m_{1}$ such that $m_{i}=0$ or $n_{i}=0$, a natural transformation $\delta_{m_{1}, n_{1}, n_{2}, m_{2}}: \otimes_{m_{1}+1+m_{2}}\left(\Gamma_{1}, \mathcal{X}_{n_{1}+1+n_{2}}\left(\Delta_{1}, A, \Delta_{2}\right), \Gamma_{2}\right) \rightarrow \mathcal{X}_{n_{1}+1+n_{2}}\left(\Delta_{1}, \otimes_{m_{1}+1+m_{2}}\left(\Gamma_{1}, A, \Gamma_{2}\right), \Delta_{2}\right)$
satisfying the following coherence laws:

where $p:=m_{1}+1+m_{2}+1+m_{3}$ and with $\gamma_{n_{1}, n_{2}, n_{3}}^{\prime}: \mathcal{P}_{n_{1}+1+n_{3}}\left(-, \mathcal{P}_{n_{2}}(-),-\right) \Rightarrow$
$x_{n_{1}+n_{2}+n_{3}}(-)$ defined by:

$$
\begin{aligned}
& >_{n_{1}+1+n_{3}}\left(A_{1}, \ldots, A_{n_{1}}, \gamma_{n_{2}}\left(\Delta_{2}\right), B_{1}, \ldots, B_{n_{3}}\right) \\
& \underset{\gamma}{\gamma\left(\eta_{A_{1}}, \ldots, \eta_{A_{n}}, \mathcal{X}_{( }\left(\Delta_{2}\right), \eta_{B_{1}}, \ldots \eta_{B_{n_{2}}}\right)} \left\lvert\, \begin{array}{r}
\downarrow
\end{array}\right. \\
& \mathcal{P}_{n_{1}+1+n_{3}}\left(\mathcal{P}_{1}\left(A_{1}\right), \ldots, \mathcal{P}_{1}\left(A_{n_{1}}\right), \mathcal{P}_{n_{2}}\left(\Delta_{2}\right), \mathcal{P}_{1}\left(B_{1}\right), \ldots, \mathcal{P}_{1}\left(B_{n_{3}}\right)\right) \longrightarrow \gamma \longrightarrow \mathcal{P}_{n_{1}+n_{2}+n_{3}}\left(A_{1}, \ldots, A_{n_{1}}, \Delta_{2}, B_{1}, \ldots, B_{n_{3}}\right)
\end{aligned}
$$
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Definition 2.1.19. A lax normal unbiased linearly distributive category is a luldc where the natural transformations $\eta: \otimes_{1}(-) \Rightarrow-$ and $\iota:-\Rightarrow \mathcal{P}_{1}(-)$ are natural isomorphisms.

Definition 2.1.20. A unbiased linearly distributive category is a luldc that is normal and such that the associators $\alpha$ and $\gamma$ are all isomorphisms.

In other words an unbiased ldc is a luldc where $\otimes_{n}$ and $\mathscr{P}_{n}$ define monoidal structures.

Proposition 2.1.21. There is a correspondence between unbiased and biased ldc.

Proof. The correspondence between the underlying monoidal categories follows from the correspondence between unbiased and biased monoidal categories. So all that is needed is to exhibit the connection between the distributivity laws. The proof is left to the reader.

Definition 2.1.22. In a luldc $\left(\mathcal{C}, \otimes_{n}, \otimes_{n}\right)$, a left dual of an object $A$, is an object ${ }^{*} A$ equipped with morphisms lcup $A: \otimes_{0} \rightarrow \mathcal{X}_{2}\left({ }^{*} A, A\right)$ and lcap $A_{A}: \otimes_{2}\left(A,{ }^{*} A\right) \rightarrow \mathcal{X}_{0}$ such that
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the following coherence laws hold:


$A$ right dual to an object $A$ is an object $A^{*}$ equipped with morphisms $\otimes_{0} \rightarrow \varnothing_{2}\left(A, A^{*}\right)$ and $\otimes_{2}\left(A^{*}, A\right) \rightarrow \searrow_{0}$ with coherence laws symmetric to the ones for left duals.

Remark 2.1.23. The coherence laws are a refinement of the so-called snake identities for duals in a compact close category.

Left and right duals are unique up to unique isomorphisms. The proof is similar to the usual one, for example in compact closed categories. We will see a version of it in the case of polycategories later.

Definition 2.1.24. A lax unbiased *-autonomous category is a lax unbiased linearly distributive category with all left and right duals.

Lax unbiased linearly distributive categories are more general than their biased analogs. In fact, when dealing with duals, lax unbiased linearly distributive categories are too gen-
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eral. This is because to use the cup and cap we want to be able to introduce/eliminate the tensor/parr unit, i.e., we rely on the morphisms $A \rightarrow I \otimes A, \perp \mathcal{X} A \rightarrow A$ and their right versions. However, these do not exist in a general lax unbiased linearly distributive category. The best one can hope for are $\otimes_{1} A \rightarrow \otimes_{2}\left(\otimes_{0}, A\right)$ that we get by $\otimes_{1} A \xrightarrow{\alpha} \otimes_{2}\left(\otimes_{0}, \otimes_{1} A\right) \xrightarrow{\otimes_{2}(-, \eta)} \otimes_{2}\left(\otimes_{0}, A\right)$ and similarly $\mathcal{X}_{2}\left(\varnothing_{0}, A\right) \rightarrow Х_{1} A$. So most of the usual morphisms that we get in a $*$-autonomous category will exist in a lax unbiased *-autonomous category only when decorated with $\otimes_{1}$ and $\mathscr{P}_{1}$. For example, from a morphism $f: A \rightarrow B$ we only get a morphism ${ }^{*} f: \otimes_{1} B \rightarrow \varnothing_{1} A$. Similarly, we only have morphisms $\otimes_{1} A \rightarrow \mathscr{X}_{1}{ }^{*}\left(A^{*}\right)$ and $\otimes_{1}{ }^{*}\left(A^{*}\right) \rightarrow \mathscr{X}_{1} A$, to name a few. This is also why in the coherence law for the duals we had to replace the single $A$ by $\otimes_{1} A$. So in order to get a notion extending the familiar theory of $*$-autonomous category, from now on, we will consider lax normal $*$-autonomous categories, i.e. ones where $\eta$ and $\iota$ are invertible giving $\otimes_{1} A \simeq A \simeq \mathcal{X}_{1} A$.

Proposition 2.1.25. In a lax normal *-autonomous category, ${ }^{*}-$ and -* $^{*}$ extend to contravariant functors.

Proof. Given $f: B \rightarrow A$, we define

$$
\begin{aligned}
& { }^{*} f:{ }^{*} A \xrightarrow{\eta^{-1}} \otimes_{1}{ }^{*} A \\
& \xrightarrow{\alpha} \otimes_{2}\left(\otimes_{0}, \otimes_{1}{ }^{*} A\right) \\
& \xrightarrow{\otimes_{2}(-, \eta)} \otimes_{2}\left(\otimes_{0},{ }^{*} A\right) \\
& \xrightarrow{\otimes_{2}\left(\text { ccup }_{B},-\right)} \otimes_{2}\left(\mathcal{X}_{2}\left({ }^{*} B, B\right),{ }^{*} A\right) \\
& \xrightarrow{\otimes_{2}\left(\mathcal{X}_{2}(-, f),-\right)} \otimes_{2}\left(\mathcal{X}_{2}\left({ }^{*} B, A\right),{ }^{*} A\right) \\
& \xrightarrow{\delta} \mathcal{X}_{2}\left({ }^{*} B, \otimes_{2}\left(A,{ }^{*} A\right)\right) \\
& \xrightarrow{\gamma_{2}\left(-, \text { ccap }_{A}\right)} \mathcal{X}_{2}\left({ }^{*} B, \mathcal{X}_{0}\right) \\
& \xrightarrow{\boldsymbol{x}_{2}(\iota,-)} \mathcal{X}_{2}\left(\mathcal{X}_{1}{ }^{*} B, \gamma_{0}\right) \\
& \xrightarrow{\gamma} \mathcal{P}_{1}{ }^{*} B \\
& \xrightarrow{\iota^{-1}}{ }^{*} B
\end{aligned}
$$
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This is functorial.
${ }^{*} i d_{A}$ is by definition:


To prove that ${ }^{*}(f \circ g)={ }^{*} g \circ{ }^{*} f$ for $f: B \rightarrow A$ and $g: C \rightarrow B$ we need to prove that the outer rectangle commute:
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This is a huge diagram chasing where we go from the topmost path to the interior path by using naturality of the different natural transformations, functoriality of $\otimes_{2}$ and $X_{2}$ and the coherence laws of a luldc relating $\delta$ and $\eta / \iota$. Then we use the coherence law of a lax $*$-autonomous category to get rid of the internal pentagon.

In term of string diagrams the first part would correspond to sliding $f, g$ and the cups
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and caps and the second part to using the snake identity, in the following way.


The proof for functoriality of $(-)^{*}$ is similar.

There are different ways a functor can interact with lax/oplax monoidal structures. The idea will be to express that the functor preserves the monoidal product. However this preservation can be defined on the nose, up to iso, or even in a specific direction. The different definitions are the same as the one for usual monoidal categories. In particular, the direction of the preservation of the monoidal product is unrelated to that of the laws the monoidal structure. So it is possible to define oplax monoidal functors between lax monoidal categories.

Definition 2.1.26. A lax monoidal functor between lax monoidal categories

$$
\left(F, F_{n}\right):\left(\mathcal{C}, \otimes_{n}^{\mathcal{C}}, \alpha^{\mathcal{C}}, \iota^{\mathcal{C}}\right) \rightarrow\left(\mathcal{D}, \otimes_{n}^{\mathcal{D}}, \alpha^{\mathcal{D}}, \iota^{\mathcal{D}}\right)
$$

is a functor $F: \mathcal{C} \rightarrow \mathcal{D}$ together with natural transformations

$$
F_{n}: \otimes_{n}^{\mathcal{D}}(F(-)) \Rightarrow F\left(\otimes_{n}^{\mathcal{C}}(-)\right)
$$
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such that the following diagrams commute:


A oplax monoidal functor between lax monoidal categories is defined similarly except that the natural transformations $F_{n}$ go in the reverse direction, and so the corresponding arrows in the coherence laws are reversed.

Lax/oplax monoidal functors between oplax monoidal categories are defined similarly with the natural transformations $\alpha$ and $\iota$ going in the opposite direction.

A strong monoidal functor between lax/oplax monoidal categories is a lax monoidal functor where the $F_{n}$ are isomorphisms (and so it is also an oplax monoidal functor).

A strict monoidal functor is one where they are identities.

Definition 2.1.27. A monoidal transformation between lax monoidal functors between lax monoidal categories is a natural transformation $\gamma: F \Rightarrow G$, such that:


Similarly a monoidal transformation between oplax monoidal functors is a natural transformation such that the previous square commutes with the horizontal arrows going from
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right to left.

There are 2-categories consisting of lax/oplax monoidal categories, lax/oplax/strong/strict monoidal functors and monoidal transformations.

When defining functors between luldcs in addition to respecting the monoidal structures, we will want the functor to interact well with the distributivity law. This will consist of an hexagonal commutative diagram as follows:

where the unmarked arrow correspond to some lax/oplax conditions for the functor with respect to both monoidal structures. Out of the four possible choices, only three are valid, since the $\otimes$-oplax $\mathcal{Y}$-lax functor does not make two parallel paths:
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$\otimes / 8$
$\otimes / \mathcal{P}$


The choice lax/oplax will be the one that will correspond to functor of polycategories. This comes from the universal properties of $\otimes$ and 8 in a polycategory. For the functor we will have a polymap $\Gamma \rightarrow \otimes \Gamma$. Applying the functor $F$ this will give a polymap $F(\Gamma) \rightarrow F(\otimes \Gamma)$. Finally the universal property of $\otimes$ will let us build a unique functor $\otimes F(\Gamma) \rightarrow F(\otimes \Gamma)$. For the $\mathcal{P}$ it will go in the other direction.

However, this notion of functor between luldcs is sometimes too restrictive, as argued in [22]. In general, one might want a pair of functors, one interacting with each monoidal structure. Let $F_{\otimes}$ be lax/oplax with respect to $\otimes$ and $F_{\gg 8}$ be lax/oplax with respect to
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8. Then we will have two hexagons similar to the one above. First:


The top-left and bottom-right arrow correspond to some strength-like rule connecting $F_{\otimes}$ and $\mathcal{P}$ relating $F_{\otimes}\left(\mathcal{P}\left(\Delta_{1}, A, \Delta_{2}\right)\right)$ and $\mathcal{X}\left(F_{\mathcal{X}}\left(\Delta_{1}\right), F_{\otimes}(A), F_{\gg}\left(\Delta_{2}\right)\right)$. We will talk of a $\mathcal{P}^{\prime}$ costrength when we have a natural transformation: $F_{\otimes}\left(\mathcal{X}\left(\Delta_{1}, A, \Delta_{2}\right)\right) \rightarrow \mathcal{X}\left(F_{\rtimes}\left(\Delta_{1}\right), F_{\otimes}(A), F_{\gamma}\left(\Delta_{2}\right)\right)$ and a $\mathcal{P}$-strength when it goes the other way. The top-right and bottom-left ones correpond to some lax/oplax condition on $F_{\otimes}$. Like for the interaction between $\otimes$-laxity and $\mathcal{P}$-laxity only three choices makes sense: $\otimes$-lax with $\mathcal{P}$-costrength, $\otimes$-lax with $\mathcal{P}$-strength and $\otimes$-oplax with 8 -costrength.

We also have the following hexagon:


Where this time the top-left and bottom-right arrow correspond to $\mathcal{P}$-laxity condition and the top-right and bottom-left to $\otimes$-strength condition. The possible arrangement this time are: $\mathcal{X}$-oplax with $\otimes$-strength, $\mathcal{X}$-lax with $\otimes$-strength and $\mathcal{X}$-oplax with $\otimes$-costrength.

Putting everything together, out of the 16 possibilities of $\otimes / \mathcal{P}$-laxity/strength, 7 are ruled out.

The one that we will be interested in and that correspond to the one proposed in [22] is the $\otimes$-lax, $\mathcal{P}$-oplax with $\otimes$-strengh and $\mathcal{P}$-costrength.
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Definition 2.1.28. A linear functor between luldc is a pair of functors $F_{\otimes}, F_{\ggg}: \mathcal{C} \rightarrow \mathcal{D}$ such that $F_{\otimes}$ is $\otimes$-lax monoidal, $F_{\gg}$ is $\ngtr$-oplax monoidal, equipped with $a \otimes$-strength natural transformation $\nu_{\ngtr \varnothing} \otimes\left(F_{\otimes}\left(\Gamma_{1}\right), F_{\ngtr \gamma}(A), F_{\otimes}\left(\Gamma_{2}\right)\right) \rightarrow F_{\ngtr \gamma}\left(\otimes\left(\Gamma_{1}, A, \Gamma_{2}\right)\right)$ and a 8-costrength natural transformation $\nu_{\otimes}: F_{\otimes}\left(\mathcal{X}\left(\Delta_{1}, A, \Delta_{2}\right)\right) \rightarrow \mathcal{X}\left(F_{\mathcal{X}}\left(\Delta_{1}\right), F_{\otimes}(A), F_{\varnothing}\left(\Delta_{2}\right)\right)$, such that the following diagrams commute:


Remark 2.1.29. This strength and co-strength and their coherence laws are generalisations of the ones in [22]. It should be possible to extend the correspondence between unbiased
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linearly distributive categories and biased ones to an equivalence of categories where the morphisms are linear functors.

As mentioned above, these are more general than what we would get by considering functors between the underlying polycategories. On the nlab, the latter are called Frobenius linear functors.

Definition 2.1.30. A Frobenius linear functor between luldc is a linear functor such that $F_{\otimes}=F_{\gg}$ and the $\otimes$-strength is laxity $\nu_{\rtimes}=\left(F_{\otimes}\right)_{m_{1}+1+m_{2}}$ and the $>$-costrength is oplaxity $\nu_{\otimes}=\left(F_{\ngtr X}\right)_{n_{1}+1+n_{2}}$.

Definition 2.1.31. A linear transformation between linear functors consists of a pair of monoidal transformations $\alpha_{\otimes}: F_{\otimes} \Rightarrow G_{\otimes}$ and $\alpha_{\otimes>}: F_{\gg} \Rightarrow G_{\gg}$ such that the following diagrams commute:



Notice that if $F$ is a Frobenius functor and $\alpha_{\otimes}$ is a natural transformation that is monoidal with respect to $\otimes$ and $\mathcal{P}$ then $(\alpha, \alpha)$ is a linear transformation. The two pentagons commute by monoidality:

Remark 2.1.32. In [22], the notion of linear transformation is taken to be a pair of
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$\alpha_{\otimes}: F_{\otimes} \Rightarrow G_{\otimes}$ and $\alpha_{\otimes}: G_{\gg} \Rightarrow F_{\gg}$ satisfying similar coherence conditions as above. The reverse direction of $\alpha_{\gamma>}$ is justified by the definition of $F_{\gamma}$ and $\alpha_{x>}$ as ${ }^{*} F\left((-)^{*}\right)$ and ${ }^{*} \alpha_{(-)^{*}}$ when $F$ and $\alpha$ are monoidal functors/transformations between $*$-autonomous categories. However with this definition, the equivalence between the category of linearly distributive categories and Frobenius functors and the category of two-tensor polycategories and functors does not extend to a 2 -equivalence.

From now on we will write $\mathbf{L U L D C}_{\text {lin }}\left(\mathbf{L N U L D C}_{\text {lin }}\right)$, and $\mathbf{L U L D C}_{\text {Frob }}\left(\mathbf{L N U L D C}_{\text {Frob }}\right)$ for the 2-categories of lax (normal) unbiased linearly distributive categories with linear/Frobenius functors and linear transformations.

### 2.1.3. Comments

Some things that I haven't mentioned or proven in this section.
Proposition 2.1.33. A linear functor $\left(F_{\otimes}, F_{\curlyvee}\right)$ between $*$-autonomous categories is equivalent to the data of a monoidal functor $F_{\otimes}$ such that ${ }^{*} F_{\otimes}\left(A^{*}\right) \simeq F_{\otimes}\left({ }^{*} A\right)^{*}$.

In the latter case we define $F_{\gg}(-):={ }^{*} F_{\otimes}\left((-)^{*}\right)$.
This gives a situation where the following diagram commutes in the 2-category of oplax monoidal categories, lax monoidal functors and monoidal transformations:


When considering functors between $*$-autonomous categories we also have that:
Proposition 2.1.34. A Frobenius linear functor between *-autonomous categories is equivalent to the data of a monoidal functor $F$ that preserves the dual $F\left({ }^{*}-\right) \simeq{ }^{*} F(-)$ and $F\left(-^{*}\right) \simeq F(-)^{*}$.
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It would be interesting to consider how this can be relaxed. I don't think that similar statements can be made in the full generality of (Frobenius) linear functors between lax unbiased linearly distributive categories. However, it could be the case that it is true when restricted to the lax normal case.

### 2.2. Polycategories

There are several different definitions of "polycategory" in the literature. We will consider the following definition of (non-symmetric) polycategory due to Cockett and Seely [21], which differs slightly from Szabo's original definition [84] in imposing a planarity condition on composition. The ideas in this thesis may be transferred in an almost straightforward way to the setting of symmetric polycategories (cf. [42, [78]), but we work with planar polycategories for the sake of greater generality.

Definition 2.2.1. A polycategory $\mathcal{P}$ consists of:

- a collection of objects $\operatorname{Ob}(\mathcal{P})$
- for any pair of finite lists of objects $\Gamma$ and $\Delta$, a set $\mathcal{P}(\Gamma ; \Delta)$ of polymaps from $\Gamma$ to $\Delta$ denoted $f: \Gamma \rightarrow \Delta$ (we refer to objects in $\Gamma$ as inputs of $f$, and to objects in $\Delta$ as outputs)
- for every object $A$, an identity polymap $i d_{A}: A \rightarrow A$
- for any pair of polymaps $f: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ and $g: \Gamma_{1}^{\prime}, A, \Gamma_{2}^{\prime} \rightarrow \Delta^{\prime}$ satisfying the restriction that [either $\Delta_{1}$ or $\Gamma_{1}^{\prime}$ is empty] and [either $\Delta_{2}$ or $\Gamma_{2}^{\prime}$ is empty], a polymap $g \circ_{A} f: \Gamma_{1}^{\prime}, \Gamma, \Gamma_{2}^{\prime} \rightarrow \Delta_{1}, \Delta^{\prime}, \Delta_{2}$
subject to appropriate unitality, associativity, and interchange laws whenever these make
sense:

$$
\begin{align*}
i d_{A} \circ_{A} f & =f  \tag{2.1}\\
f \circ_{A} i d_{A} & =f  \tag{2.2}\\
\left(h \circ_{B} g\right) \circ_{A} f & =h \circ_{B}\left(g \circ_{A} f\right)  \tag{2.3}\\
\left(h \circ_{B} g\right) \circ_{A} f & =\left(h \circ_{A} f\right) \circ_{B} g  \tag{2.4}\\
h \circ_{B}\left(g \circ_{A} f\right) & =g \circ_{A}\left(h \circ_{B} f\right) \tag{2.5}
\end{align*}
$$

Remark 2.2.2. The notation $\circ_{A}$ for the composition can be ambiguous when there are multiple copies of the same object. This can be dealt with more carefully by indexing or labelling each input and output of a polymap. However, we will stick with the more relaxed (albeit less precise) notation in this thesis, since it will never lead to ambiguity in the examples.

Remark 2.2.3. We will sometimes find it useful to represent polymaps by string diagrams. In this diagrammatic syntax, the composition operation may be depicted schematically as follows:


The restriction on the composition operation that either $\Delta_{1}$ or $\Gamma_{1}^{\prime}$ is empty and that either $\Delta_{2}$ or $\Gamma_{2}^{\prime}$ is empty is called a "planarity" condition, since in the picture above it means that there are actually no crossing wires. In general, the string diagram of a polymap corresponds to a planar tree with the edges oriented from left to right, and the polycategory axioms correspond to natural isotopies between diagrams. For example, the interchange law (2.4) states that when composing along two different inputs, the order should not matter:
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This justifies drawing the two polymaps $f$ and $g$ above on the same level, as we will sometimes do in examples.

Definition 2.2.4. Given polycategories $\mathcal{P}$ and $\mathcal{Q}$, a functor of polycategories $F$ is the data of:

- for each $A$ in $\mathcal{P}$, an object $F(A)$ in $\mathcal{Q}$
- for each $f: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ in $\mathcal{P}$, a polymap

$$
F(f): F\left(A_{1}\right), \ldots, F\left(A_{m}\right) \rightarrow F\left(B_{1}\right), \ldots, F\left(B_{n}\right)
$$

in $\mathcal{Q}$
such that

- $F\left(i d_{A}\right)=i d_{F(A)}$
- $F\left(g \circ_{A} f\right)=F(g) \circ_{F(A)} F(f)$

Definition 2.2.5. Given functors of polycategories $F, G: \mathcal{P} \rightarrow \mathcal{Q}$, a natural transformation $\alpha: F \Rightarrow G$ is a family of polymaps $\alpha_{A}: F(A) \rightarrow G(A)$ such that the following diagram commutes:


Proposition 2.2.6. There is a (strict) 2-category PolyCat of polycategories, functors and natural transformations.
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### 2.3. Two-tensor polycategories with duals

Any lax unbiased linearly distributive category has an underlying polycategory. In this section I will characterise the polycategories that arise this way. Furthermore, I will describe those that are the underlying polycategory of (nonlax) linearly distributive categories.

### 2.3.1. Underlying polycategory of a luldc

Let $\left(\mathcal{C}, \otimes_{n}, \otimes_{n}\right)$ be a luldc.
We define a polycategory $\mathcal{P}(\mathcal{C})$ with:

- objects, those of $\mathcal{C}$
- polymaps $f: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$, maps $\otimes_{m} A_{i} \rightarrow \mathscr{X}_{n} B_{j}$ in $\mathcal{C}$
- $i d_{A}: A \rightarrow A$ in $\mathcal{P}(\mathcal{C}), \otimes_{1} A \xrightarrow{\eta_{A}} A \xrightarrow{\iota_{A}} \otimes_{1} A$ in $\mathcal{C}$
- given $f: \otimes \Gamma \rightarrow \mathcal{P}\left(\Delta_{1}, A, \Delta_{2}\right)$ and $f: \otimes\left(\Gamma_{1}, A, \Gamma_{2}\right) \rightarrow \mathcal{P} \Delta$, we define $g \circ_{A} f$ by:

$$
\begin{aligned}
\otimes\left(\Gamma_{1}, \Gamma, \Gamma_{2}\right) & \xrightarrow{\alpha^{\prime}} \otimes\left(\Gamma_{1}, \otimes \Gamma, \Gamma_{2}\right) \\
& \xrightarrow{\otimes\left(\Gamma_{1}, f, \Gamma_{2}\right)} \otimes\left(\Gamma_{1}, \not\left(\Delta_{1}, A, \Delta_{2}\right), \Gamma_{2}\right) \\
& \stackrel{\delta}{\rightarrow} \not\left(\left(\Delta_{1}, \otimes\left(\Gamma_{1}, A, \Gamma_{2}\right), \Delta_{2}\right)\right. \\
& \xrightarrow{\ngtr\left(\Delta_{1}, g, \Delta_{2}\right)} \not \subset\left(\Delta_{1}, \ngtr \Delta, \Delta_{2}\right) \\
& \xrightarrow{\gamma^{\prime}} \mathcal{P}\left(\Delta_{1}, \Delta, \Delta_{2}\right)
\end{aligned}
$$

Notice that the constraints on composition of polymaps and the existence of the distributivity law coincide.

Proposition 2.3.1. For any luldc $\mathcal{C}, \mathcal{P}(\mathcal{C})$ forms a polycategory.
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Proof. First, let us prove that the identity is unital. The following diagram commutes:

where the top left and bottom right triangles commutes by definition of $\alpha^{\prime} / \gamma^{\prime}$ and their coherence laws. The other triangle is one of the coherence laws for a luldc, while the square is by naturality of $\iota$. Similarly the following diagram commutes:
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Now we want to prove associativity of composition:

where the laws involving $\alpha^{\prime}$ and $\gamma^{\prime}$ follow from similar ones for $\alpha$ and $\gamma$, namely from topleft to bottom-right: coherence law of an oplax monoidal structure, naturality, coherence law of a luldc, naturality, coherence law of a luldc, naturality and coherence law of a lax monoidal structure.

Now given $g: \otimes\left(\Gamma_{1}^{\prime}, A_{1}, \Gamma_{2}^{\prime}, A_{2}, \Gamma_{3}^{\prime}\right) \rightarrow \mathcal{P} \Delta^{\prime}$ and $f_{1}: \otimes \Gamma_{1} \rightarrow \mathcal{P}\left(\Delta_{1}, A_{1}\right)$ and $f_{2}: \otimes \Gamma_{2} \rightarrow$ $\mathcal{P}\left(A_{2}, \Delta_{2}\right)$ we have $\left(g \circ f_{1}\right) \circ f_{2}=\left(g \circ f_{2}\right) \circ f_{1}: \otimes\left(\Gamma_{1}^{\prime}, \Gamma_{1}, \Gamma_{2}^{\prime}, \Gamma_{2}, \Gamma_{3}^{\prime}\right) \rightarrow \mathcal{P}\left(\Delta_{1}, \Delta^{\prime}, \Delta_{2}\right)$. This
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is given by the following commuting diagram:


Similarly for composing on two different outputs:


We can extend $\mathcal{P}$ to a 2 -functor $\mathcal{P}:$ LULDC $_{\text {Frob }} \rightarrow$ PolyCat. It is defined on functors by:

- $\mathcal{P}(F)(A):=F(A)$
- $\mathcal{P}(F)(f):=\otimes_{m} F\left(A_{i}\right) \xrightarrow{F_{m}} F\left(\otimes_{m} A_{i}\right) \xrightarrow{F(f)} F\left(\mathcal{X}_{n} B_{j}\right) \xrightarrow{F^{n}} \mathcal{X}_{n} F\left(B_{j}\right)$ where $F_{m}$ comes from the $\otimes$-lax structure of $F$ and $F^{n}$ from its $\mathcal{X}$-oplax structure.

Proposition 2.3.2. For a Frobenius functor $F: \mathcal{C} \rightarrow \mathcal{D}, \mathcal{P}(F): \mathcal{P}(\mathcal{C}) \rightarrow \mathcal{P}(\mathcal{D})$ is a functor of polycategories.
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Proof. First it preserves identity:


Furthermore it preserves composition:


On transformations it is defined as $\mathcal{P}(\alpha)_{A}:=\otimes_{1} F(A) \xrightarrow{\eta_{A}} F(A) \xrightarrow{\alpha_{A}} G(A) \xrightarrow{\iota_{A}} \mathcal{X}_{1} G(A)$

Proposition 2.3.3. If $\alpha: F \Rightarrow G$ is a linear transformation between Frobenius functors then $\mathcal{P}(\alpha): \mathcal{P}(F) \rightarrow \mathcal{P}(G)$ is a natural transformation between functors of polycategories.

Proof. We need to prove that for any $f: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ in $\mathcal{P}(\mathcal{D})$,

$$
\left(\mathcal{P}(\alpha)_{B_{1}}, \ldots, \mathcal{P}(\alpha)_{B_{n}}\right) \circ \mathcal{P}(F)(f)=\mathcal{P}(G)(f) \circ\left(\mathcal{P}(\alpha)_{A_{1}}, \ldots, \mathcal{P}(\alpha)_{A_{n}}\right)
$$

First, let prove that the polymap $\left(\mathcal{P}(\alpha)_{B_{1}}, \ldots, \mathcal{P}(\alpha)_{B_{n}}\right) \circ \mathcal{P}(F)(f)$ in $\mathcal{P}(\mathcal{D})$ is the map $\mathcal{P}\left(\alpha_{B_{1}}, \ldots, \alpha_{B_{n}}\right) \circ F^{n} \circ F(f) \circ F_{m}$ in $\mathcal{D}$. The proof is given in a figure on the next page. It uses the coherence laws of a luldc, functoriality of 8 and naturality of $\eta$.

Similarly, one can prove that the polymap $\mathcal{P}(G)(f) \circ\left(\mathcal{P}(\alpha)_{A_{1}}, \ldots, \mathcal{P}\left(\alpha_{A_{m}}\right)\right.$ in $\mathcal{P}(\mathcal{D})$ is
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the map $G^{n} \circ G(f) \circ G_{m} \circ \otimes\left(\alpha_{A_{1}}, \ldots, \alpha_{A_{m}}\right)$ in $\mathcal{D}$.
Finally the following diagram commutes:

where the left and right squares commute because $\alpha$ is a monoidal transformation with respect to both monoidal structures and the middle one by naturality.

Proposition 2.3.4. $\mathcal{P}:$ LULDC $_{\text {Frob }} \rightarrow$ PolyCat is a 2-functor.

Proof. We have already proven that it is well-defined. We have that $\mathcal{P}\left(i d_{\mathcal{C}}\right)(A)=A$ and $\mathcal{P}\left(i d_{\mathcal{C}}\right)(f)=f$ by definition. Furthermore, $\mathcal{P}(G \circ F)(A)=(G \circ F)(A)=(\mathcal{P}(G) \circ \mathcal{P}(F))(A)$. The equality is also true on morphisms.


Finally, for the identity linear transformation $\mathcal{P}\left(i d_{F}\right)_{A}=\iota_{F(A)} \circ \eta_{F(A)}$ which is the
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identity in $\mathcal{P}(\mathcal{D})$ and composition of linear transformations is given by:


### 2.3.2. Weak two-tensor polycategories with duals

In this section we will introduce the notion of weak two-tensor polycategories with duals. These are categories equipped with objects, the tensors, pars, and duals, having some weak universal property. We will prove that it characterises the polycategories that are the underlying polycategories of a lax normal linearly distributive category. As the name suggests, these correspond to a weakening of the notion of two-tensor polycategories with duals.

Definition 2.3.5. Let $\Gamma, \Delta$ be lists of objects in a polycategory $\mathcal{P}$.
A (weak) tensor product of $\Gamma$ is an object $\otimes \Gamma$ equipped with a polymap $m_{\Gamma}: \Gamma \rightarrow \otimes \Gamma$ such that for any polymap $f: \Gamma \rightarrow \Delta$ there is a unique polymap $f / m_{\Gamma}: \otimes \Gamma \rightarrow A$ such that $f=\left(f / m_{\Gamma}\right) \circ m_{\Gamma}$.
$A$ (weak) par product of $\Delta$ is an object $8 \Delta$ equipped with a polymap $w_{\Delta} 8 \Delta \rightarrow \Delta$ such
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that for any polymap $f: \Gamma \rightarrow \Delta$ there is a unique $w_{\Delta} \backslash f$ such that $f=w_{\Delta} \circ w_{\Delta} \backslash f$.
When working with polymaps in weak two-tensor polycategories we will often write $g f$ for $g \circ f$, so we have that $f=\left(f / m_{\Gamma}\right) m_{\Gamma}$ for example.

Proposition 2.3.6. Tensor and par products are unique up to unique isomorphism.
Proof. Suppose that we have $\otimes \Gamma$ and $(\otimes \Gamma)^{\prime}$ with weakly universal polymaps $m_{\Gamma}: \Gamma \rightarrow \otimes \Gamma$ and $m_{\Gamma}^{\prime}: \Gamma \rightarrow(\otimes \Gamma)^{\prime}$. We can use the weakly universality of each polymap to factor the other through it giving polymaps $m_{\Gamma} /\left(m_{\Gamma}^{\prime}\right):(\otimes \Gamma)^{\prime} \rightarrow \otimes \Gamma$ and $m_{\Gamma}^{\prime} / m_{\Gamma}: \otimes \Gamma \rightarrow(\otimes \Gamma)^{\prime}$. These polymaps are inverse to each other. Indeed we have that

$$
m_{\Gamma}=\left(m_{\Gamma} /\left(m_{\Gamma}\right)^{\prime}\right) m_{\Gamma}^{\prime}=\left(m_{\Gamma} /\left(m_{\Gamma}\right)^{\prime}\right)\left(m_{\Gamma}^{\prime} / m_{\Gamma}\right) m_{\Gamma}
$$

But then the polymap $m_{\Gamma}$ factors through $m_{\Gamma}$ by $m_{\Gamma} /\left(m_{\Gamma}\right)^{\prime} m_{\Gamma}^{\prime} / m_{\Gamma}$ and $i d_{\otimes \Gamma}$. By uniqueness of the factorisation through $m_{\Gamma}$ we have $m_{\Gamma} /\left(m_{\Gamma}\right)^{\prime} m_{\Gamma}^{\prime} / m_{\Gamma}=i d_{\otimes \Gamma}$.

Similarly $m_{\Gamma}^{\prime} / m_{\Gamma} m_{\Gamma} /\left(m_{\Gamma}^{\prime}\right)=i d_{(\otimes \Gamma)^{\prime}}$.
The proof for $8 \Delta$ is similar.
Given a list of lists of objects in a polycategory $\mathcal{P},\left(A_{i, j}\right)_{1 \leq i \leq p, 1 \leq j \leq n_{i}}$, we have a polymap $\otimes A_{i, j} \rightarrow \otimes \otimes A_{i, j}$ from the tensor of the concatenation of the lists to the tensor of the tensors of the individual list. To build it first consider the following weakly universal polymaps:

- for $1 \leq i \leq p, m_{\left(A_{i, j}\right)_{j}}: A_{i, 1}, \ldots, A_{i, n_{i}} \rightarrow \otimes A_{i, j}$
- $m_{\left(\otimes A_{i, j}\right)_{i}}: \otimes A_{1, j}, \ldots, \otimes A_{p, j} \rightarrow \otimes \otimes A_{i, j}$

We can compose them to get

$$
m_{\left(\otimes A_{i, j}\right)_{i}}\left(m_{\left(A_{1, j}\right)_{j}}, \ldots, m_{\left(A_{p, j}\right)_{j}}\right): A_{1,1}, \ldots, A_{1, n_{1}}, \ldots, A_{p, 1}, \ldots, A_{p, n_{p}} \rightarrow \otimes \otimes A_{i, j}
$$

Finally we can factor through

$$
m_{\left(A_{i, j}\right)_{(i, j)}}: A_{1,1}, \ldots, A_{1, n_{1}}, \ldots, A_{p, 1}, \ldots, A_{p, n_{p}} \rightarrow \otimes A_{i, j}
$$

|  |  |  |
| :---: | :---: | :---: |
|  |  |  |

Figure 2.1.: Graphical calculus for a weak two tensor polycategory
to get

$$
m_{\left(\otimes A_{i, j}\right)_{i}}\left(m_{\left(A_{1, j}\right)_{j}}, \ldots, m_{\left(A_{p, j}\right)_{j}}\right) / m_{\left(A_{i, j}\right)_{(i, j)}}: \otimes A_{i, j} \rightarrow \otimes \otimes A_{i, j}
$$

Similarly we get a polymap $\mathcal{P} \mathcal{P} A_{i, j} \rightarrow \mathcal{X} A_{i, j}$.
These polymaps are not in general invertible. In particular, weakly universal polymaps don't compose in general. If it were the case, since tensors/pars are unique up to unique isomorphisms we would have $\otimes \otimes A_{i, j} \simeq \otimes A_{i, j}$ which is not the case.

Definition 2.3.7. A weak two-tensor polycategory is a polycategory that has all weak tensors and pars.

There is a graphical calculus for weak two-tensor polycategories that extend the one for representable polycategories. We have a white multiplicative node that represent the multiplication polymap $m_{\Gamma}$ and correspond to the introduction of the tensor. It is oplax monoidal. There is a black comultiplicative node. Precomposing a polymap $f$ by it represent the polymap $f / m_{\Gamma}$, so it is only possible to precompose all the inputs of $f$ at once by a black node. It corresponds to elimination of the tensor and is lax comonoidal. Then there are black multiplicative and white comultiplicative nodes corresponding to the par. These are lax and oplax respectively, and the black one can only by use to postcompose all the output of a polymap. Furthermore, black and white nodes cancel each other. The rules are given in figure 2.1.
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Given a weak two-tensor polycategory $\mathcal{P}$, one can define a lnuldc that consists of unary co-unary maps in $\mathcal{P}$. We define $\mathcal{R}(\mathcal{P})$ as the category with:

- objects those of $\mathcal{P}$
- maps, unary co-unary polymaps $f: A \rightarrow B$ in $\mathcal{P}$
- $\otimes_{n}\left(A_{i}\right)_{i}:=\otimes\left(A_{i}\right)_{i}$
- $\otimes_{n}\left(f_{i}\right)_{i}:=m_{\left(B_{i}\right)}\left(f_{1} \ldots f_{n}\right) / m_{\left(A_{i}\right)}$ which is represented graphically

- $\mathcal{P}_{n}\left(A_{i}\right)_{i}:=\mathcal{P}\left(A_{i}\right)$
- $\mathcal{P}_{n}\left(f_{i}\right)_{i}:=w_{\left(B_{i}\right)} \backslash\left(f_{1} \ldots f_{n}\right) w_{\left(A_{i}\right)}$ which is represented graphically by

- $\alpha_{\left(A_{i, j}\right)}:=m_{\left(\otimes\left(A_{1, j}\right), \ldots, \otimes\left(A_{n, j)}\right)\right.}\left(m_{\left(A_{1, j}\right)}, \ldots, m_{\left(A_{n, j}\right)}\right) / m_{\left(A_{i, j}\right)}$, graphically:

- $\eta_{A}:=i d_{A} / m_{A}: \otimes A \rightarrow A$
- $\gamma_{\left(A_{i, j}\right)}$ is given by:

- $\iota_{A}:=w_{A} \backslash i d_{A}: A \rightarrow>A$
- the distributivity law $\delta: \otimes\left(\Gamma_{1}, \mathcal{P}\left(\Delta_{1}, A, \Delta_{2}\right), \Gamma_{2}\right) \rightarrow \mathcal{P}\left(\Delta_{1}, \otimes\left(\Gamma_{1}, A, \Gamma_{2}\right), \Delta_{2}\right)$ is given graphically by the following figure:
 Notice that it involves crossing of wires which is not possible in general. However the restriction on the contexts in which $\delta$ is defined exactly prevents these crossing to happen. For example when we take $\Gamma_{1}$ and $\Delta_{2}$ to be empty we get the following map


Proposition 2.3.8. For any weak two-tensor polycategory $\mathcal{P}, \mathcal{R}(\mathcal{P})$ is a lax normal unbiased linearly distributive category.

Proof. First, it is a category: unitality of the identities and associativity of composition follow directly from those in the polycategory.

Now let us prove that it is oplax $\otimes$-monoidal. First we want to prove that the following diagram commutes:



Figure 2.2.: Coherence for $\alpha$


Figure 2.3.: Coherence for $\eta$

We will prove that both paths give polymaps equal to

$$
m_{\left(\otimes_{n_{i}} \otimes_{m_{i, j}} A_{i, j, k}\right)_{i}}\left(m_{\left(\otimes_{m_{1, j} A_{1, j, k}}\left(m_{\left.\left.\left(A_{1,1, k}\right)_{k}, \ldots, m_{\left(A_{\left.1, n_{1}, k\right)}\right)_{k}}\right)\right)_{j}}, \ldots, m_{\left(\otimes_{m_{p, j} A_{p, j}, k}\left(m_{\left.\left.\left(A_{p, 1, k}\right)_{k}, \ldots, m_{\left.\left(A_{p, n_{p}, k}\right)_{k}\right)}\right)\right)_{j}}\right)\right.}\right) m_{\left(A_{i, j, k}\right)_{i, j},},\right.}\right.
$$

which can be understood as eliminating the tensor product in $\otimes_{\sum_{i, j} m_{i, j}} A_{i, j, k}$ then introducing first the tensor products $\otimes_{m_{i, j}} A_{i, j, k}$ followed by the tensor products $\otimes_{n_{i}} \otimes_{m_{i, j}} A_{i, j, k}$ and finally the tensor product $\otimes_{p} \otimes_{n_{i}} \otimes_{m_{i, j}} A_{i, j, k}$

The proof is given graphically in figure 2.2. Then we need to prove that the following diagram commutes:


The proof is given in figure 2.3 .
The proofs of the coherence laws for $\gamma$ and $\iota$ are obtained by doing a horizontal reflection
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Figure 2.4.: Coherence for $\delta$
of each figure.
Finally we want to prove coherence for the distributivity law. First, we shall prove that the following diagram commutes:


The proof is given in figure 2.4. Notice that the symmetry between the two paths means that the two corresponding digrams are a vertical reflection of one another.

Then we want to prove that:


It is proven in figure 2.5
Last, we want to prove that:
$\otimes \mathcal{P}\left(\Delta_{1}, A, \Delta_{2}\right) \longrightarrow \delta \longrightarrow \mathcal{P}\left(\Delta_{1}, \otimes A, \Delta_{2}\right)$




Figure 2.5.: Coherence for $\delta$


Figure 2.6.: Coherence for $\delta$

The proof is given by figure 2.6 .
This concludes the proof that $\mathcal{R}(\mathcal{P})$ is a lax unbiased linearly distributive category.
For the fact that it is normal, we have that $\eta_{A}:=i d_{A} / m_{A}$ has an inverse: $m_{A}$. We have by definition that $i d_{A} / m_{A} \circ m_{A}=i d_{A}$. Furthermore,

$$
\left(m_{A} \circ i d_{A} / m_{A}\right) \circ m_{A}=m_{A} \circ i d_{A}=m_{A}=i d_{\otimes A} \circ m_{A}
$$

But by the unicity of prefactorisation by $m_{A},\left(m_{A} \circ i d_{A}\right)=i d_{\otimes A}$. Similarly, $\iota_{A}$ has for inverse $w_{A}$.

Now we can extend $\mathcal{R}$ to functors to get a Frobenius functor. Given a functor $F: \mathcal{P} \rightarrow \mathcal{Q}$ we define $\mathcal{R}(F): \mathcal{R}(\mathcal{P}) \rightarrow \mathcal{R}(\mathcal{Q})$

- it is the restriction of $F$ to the category of unary counary polymaps in $\mathcal{P}$
- $\mathcal{R}(F)_{n}: \otimes_{n} F(-) \Rightarrow F\left(\otimes_{n}-\right)$ is given on components $\Gamma$ by $F\left(m_{\Gamma}\right) / m_{F(\Gamma)}$. Graphically it will be represented as follows where a functor is represented as a box:
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Figure 2.7.: Coherence for $\otimes$-lax monoidality


- $\mathcal{R}(F)^{n}: F\left(\mathcal{X}_{n}-\right) \Rightarrow \mathcal{X}_{n} F(-)$ is given dually by


Proposition 2.3.9. Given a functor of polycategories $F: \mathcal{P} \rightarrow \mathcal{Q}, \mathcal{R}(F): \mathcal{R}(\mathcal{P}) \rightarrow \mathcal{R}(\mathcal{Q})$ is a Frobenius functor.

Proof. First let prove that $F$ is lax $\otimes$-monoidal. We first want to prove that the following diagram commutes:


The proof is given in figure 2.7.
Then we want to prove that the following diagram commutes:
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Figure 2.8.: Coherence for $\otimes$-lax monoidality

It is given in figure 2.8.
This ends the proof of lax $\otimes$-monoidality of $\mathcal{R}(F)$. The proofs for oplax $\mathcal{X}$-monoidality of $\mathcal{R}(F)$ are dual.

Finally given a natural transformation $\beta: F \Rightarrow G$ between functors of polycategories, we define a transformation $\mathcal{R}(\beta): \mathcal{R}(F) \Rightarrow \mathcal{R}(G)$ given by $\mathcal{R}(\beta):=\beta$.

Proposition 2.3.10. Any natural transformation $\beta: F \Rightarrow G$ between functors of polycategories induces a linear transformation between Frobenius functors $\alpha$ : $\mathcal{R}(F) \Rightarrow \mathcal{R}(G)$.

Proof. The naturality of $\alpha$ followed directly from its naturality as a transformation between functors of polycategories.

To prove that it is $\otimes$-monoidal we want to show that the following diagram commutes:


The proof is given by the following commuting diagram:
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Dually, $F$ is 8 -monoidal.

Proposition 2.3.11. There is a 2-functor $\mathcal{R}$ : PolyCat $_{w t t} \rightarrow$ LNULDC $_{\text {Frob }}$.

Proof. We have proven that it is well defined. We now just need to prove the functoriality conditions.
$\mathcal{R}\left(i d_{\mathcal{P}}\right)=i d_{\mathcal{R}(\mathcal{P})}$ by definition. Furthermore, $\mathcal{R}\left(i d_{\mathcal{P}}\right)_{n}: \otimes_{n}-\Rightarrow \otimes-$ is given on $\Gamma$ by $\mathcal{R}\left(i d_{\mathcal{P}}\right)\left(m_{\Gamma}\right) /\left(m_{\mathcal{R}\left(i d_{\mathcal{P}}\right)(\Gamma)}\right)=m_{\Gamma} / m_{\Gamma}=i d_{\otimes \Gamma}$. Similarly, $\mathcal{R}\left(i d_{\mathcal{P}}\right)_{\Gamma}^{n}=i d_{\otimes_{\Gamma}}$. So we get that $\mathcal{R}\left(i d_{\mathcal{P}}\right)$ is the identity in $\mathbf{L N U L D C}$ Frob .
$\mathcal{R}(G \circ F)=G \circ F=\mathcal{R}(G) \circ \mathcal{R}(F)$. Furthermore, $\mathcal{R}(G \circ F)_{n}=\mathcal{R}(G)_{n} \circ \mathcal{R}(F)_{n}$ is given by the following figure:


And similarly for $\mathcal{R}(G \circ F)^{n}$.
Since $\mathcal{R}$ is defined as the identity on transformations and there is no extra structure on them, 2-functoriality follows directly.

Proposition 2.3.12. There is a 2-equivalence of 2-categories

$$
\text { LNULDC }_{\text {Frob }} \simeq \text { PolyCat }_{w t t}
$$

Proof. First, notice that the 2-functor $\mathcal{P}$ : LNULDC $_{\text {Frob }} \rightarrow$ PolyCat factors through PolyCat $_{w t t}$.

Furthermore, its restriction $\mathcal{P}_{w t t}$ is essentially surjective on objects since for any weak two-tensor polycategory $\mathcal{Q}, \mathcal{Q} \simeq \mathcal{P}(\mathcal{R}(\mathcal{Q}))$. Indeed, we have that $\mathcal{P}(\mathcal{R}(\mathcal{Q}))$ has the same objects as $\mathcal{Q}$ and polymaps $f: \Gamma \rightarrow \Delta$ in $\mathcal{P}(\mathcal{R}(\mathcal{Q}))$ are polymaps $f: \otimes \Gamma \rightarrow \mathcal{X} \Delta$ in $\mathcal{Q}$. Given a polymap in $\mathcal{Q} f: \Gamma \rightarrow \Delta$, one gets one in $\mathcal{P}(\mathcal{R}(\mathcal{Q}))$ by factorisation $w_{\Delta} \backslash f / m_{\Gamma}$. In the other direction, given a polymap in $\mathcal{P}(\mathcal{R}(\mathcal{Q})) g: \otimes \Gamma \rightarrow \mathcal{P} \Delta$, one gets one in $\mathcal{Q}$
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$w_{\Delta} \circ g \circ m_{\Gamma}$. The factorisation properties and its unicity ensure that these operations are inverse.

Now let us prove that it is fully-faithful, i.e. that $\mathcal{P}$ induces an isomorphism of categories $\mathcal{P}_{\mathcal{C}, \mathcal{D}}: \operatorname{LNULDC} \mathrm{Frob}(\mathcal{C}, \mathcal{D}) \simeq \operatorname{PolyCat}_{w t t}(\mathcal{P}(\mathcal{C}), \mathcal{P}(\mathcal{D}))$. Notice that we cannot directly takes $\mathcal{R}_{\mathcal{P}(\mathcal{C}), \mathcal{P}(\mathcal{D})}$ as an inverse to $\mathcal{P}_{\mathcal{C}, \mathcal{D}}$ because we only have an isomorphism $\mathcal{C} \simeq \mathcal{R}(\mathcal{P}(\mathcal{C}))$ and not an equality. This is because a morphism $f: A \rightarrow B$ in $\mathcal{C}$ is sent to $\mathcal{R}(\mathcal{P}(f)): \otimes A \rightarrow \mathcal{X} B$. Instead we consider the functor $\mathcal{U}: \operatorname{PolyCat}_{w t t}(\mathcal{P}(\mathcal{C}), \mathcal{P}(\mathcal{D})) \rightarrow$ $\operatorname{LNULDC}_{\text {Frob }}(\mathcal{C}, \mathcal{D})$ that sends a functor of polycategories $G: \mathcal{P}(\mathcal{C}) \rightarrow \mathcal{P}(\mathcal{D})$ to the Frobenius functor $\mathcal{U}: \mathcal{C} \rightarrow \mathcal{D}$ that acts like $G$ on objects and such that $\mathcal{U}(f)=\iota_{G(B)}^{-1} \circ f \circ$ $\eta_{G(A)}^{-1}$. Similarly, its takes a natural transformation $\alpha: G \Rightarrow G^{\prime}$ to one $\iota_{G^{\prime}(-)}^{-1} \circ \alpha \circ \eta_{G(-)}^{-1}$. It can be checked that those define Frobenius functors and linear transformations. Furthermore, it is easy to verify that this is inverse to $\mathcal{P}_{\mathcal{C}, \mathcal{D}}$ since the latter acts on morphisms via $\iota \circ-\circ \eta$ and the former via $\iota^{-1} \circ-\circ \eta^{-1}$.

### 2.3.3. Two-tensor polycategories

Now we will consider how the 2 -equivalence above reduces to a 2 -equivalence involving (non-lax) linearly distributive categories. One option is simply to ask for the universal polymaps defining the weak tensor products and par products to be closed under composition. This is equivalent to ask for a stronger universal property given below.

Definition 2.3.13. Let $\Gamma, \Delta$ be lists of objects in a polycategory $\mathcal{P}$.
A (strong) tensor product of $\Gamma$ is an object $\otimes \Gamma$ equipped with a polymap $m_{\Gamma}: \Gamma \rightarrow \otimes \Gamma$ such that for any polymap $f: \Gamma_{1}, \Gamma, \Gamma_{2} \rightarrow \Delta$ there is a unique polymap $f / m_{\Gamma}: \otimes \Gamma \rightarrow A$ such that $f=f / m_{\Gamma} \circ m_{\Gamma}$.
$A$ (strong) par product of $\Delta$ is an object $8 \Delta$ equipped with a polymap $w_{\Delta} \mathcal{8} \Delta \rightarrow \Delta$ such that for any polymap $f: \Gamma \rightarrow \Delta_{1}, \Delta, \Delta$ there is a unique $w_{\Delta} \backslash f$ such that $f=w_{\Delta} \circ w_{\Delta} \backslash f$.

Definition 2.3.14. A two-tensor polycategory is a polycategory that has all strong tensors and pars.
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Any strong tensor/par product is a weak one by restricting the universal property to $\Gamma_{i}=\emptyset / \Delta_{i}=\emptyset$.

From now on, we will talk of the tensor/par product and only specify weak/strong when it is not clear from the context.

Now, given a lax linearly distributive category $\mathcal{C}$, let us consider $\mathcal{P}(\mathcal{C})$. As a reminder, polymaps $f: \Gamma \rightarrow \Delta$ in $\mathcal{P}(\mathcal{C})$ correspond to polymaps $f: \otimes \Gamma \rightarrow \mathcal{X} \Delta$ in $\mathcal{C}$. We have that $\mathcal{P}(\mathcal{C})$ has weak tensors given by the ones in $\mathcal{C}$ with universal map $m_{\Gamma}:=\iota_{\otimes \Gamma}: \otimes \Gamma \rightarrow \mathcal{8} \otimes \Gamma$. Then for a polymap $f: \otimes \Gamma \rightarrow \mathcal{P} \Delta$,

$$
f / m_{\Gamma}:=\otimes \otimes \Gamma \xrightarrow{\eta_{\otimes \Gamma}} \otimes \Gamma \xrightarrow{f} \ngtr \Delta
$$

Now if $\mathcal{C}$ is a linearly distributive category, given a polymap $f: \Gamma_{1}, \Gamma, \Gamma_{2} \rightarrow \Delta$ we can define

$$
f / m_{\Gamma}: \otimes\left(\Gamma_{1}, \otimes \Gamma, \Gamma_{2}\right) \xrightarrow{\alpha^{\prime-1}} \otimes\left(\Gamma_{1}, \Gamma, \Gamma_{2}\right) \xrightarrow{f} \ngtr \Delta
$$

It makes $\otimes$ a strong tensor product. Similarly for $\mathcal{X}$.
So we can restrict $\mathcal{P}$ to $\mathbf{L D C}_{\text {Frob }} \rightarrow$ PolyCat $_{t t}$ from linearly distributive categories to two-tensor polycategories.

Now given a weak two-tensor polycategory $\mathcal{P}$, we consider a category $\mathcal{R}(\mathcal{P})$ by restricting to unary co-unary polymaps. It is lax linearly distributive with $\alpha: \otimes A_{i, j} \rightarrow \otimes \otimes A_{i, j}$
given by


If $\otimes$ is a strong tensor product we can define an inverse to $\alpha$ by:


This is not possible with the weak universal property since precomposing by a black
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dot means factorising through the multiplication. In the weak case it is only possible to do so for the whole domain of a polymap at once. But to define the inverse we need to do it multiple times on a partition of the domain of $m_{\left(A_{i, j}\right)}$, the white dot. The fact that it provides an inverse is clear by the usual rules that white and black dots cancel each other out.

Similarly, the $\gamma: \mathcal{P} \mathcal{P} A_{i, j} \rightarrow \mathcal{X} A_{i, j}$ are invertible when the par product is strong.
So, we can restrict $\mathcal{R}$ to PolyCat $_{t t} \rightarrow \mathbf{L D C}_{\text {Frob }}$.

Proposition 2.3.15. The 2-equivalence $\mathbf{L N U L D C}_{\text {Frob }} \simeq$ PolyCat $_{\text {wtt }}$ restricts to a 2equivalence $\mathbf{L D C}_{\text {Frob }} \simeq$ PolyCat $_{t t}$

### 2.3.4. Duals

In this section we recall the notion of duals in a polycategory. The theory of weak twotensor polycategories with duals is still to be explored. In particular, the question of a potential equivalence with lax normal linearly distributive category with duals. More generally, the theory of lax $*$-autonomous categories has still a lot of unanswered challenges. For example, is it enough to consider the usual notion of duals or should they be also relaxed? Does the equivalence between two-tensor polycategories with duals and birepresentable polycategories that we will see in the next section have a lax version? In which case, what is the lax notion of $*$-autonomous category related to it? All of this is left to further work.

From now on, we will consider everything to be strong. We will see that the 2 equivalence between linearly distributive categories and two-tensor polycategories restricts to one between $*$-autonomous categories and two-tensor polycategories with duals.

Definition 2.3.16. In a polycategory, a right dual of an object $A$ is an object $A^{*}$ equipped with polymaps rcup $_{A}: \cdot \rightarrow A, A^{*}$ and rcap $_{A}: A^{*}, A \rightarrow \cdot$ such that $\operatorname{rcup}_{A} \circ_{A^{*}}$ rcap $_{A}=i d_{A}$ and $\operatorname{rcap}_{A}{ }^{\circ} A$ rcup $_{A}=i d_{A^{*}}$. A left dual of $A$ is an object ${ }^{*} A$ equipped with polymaps lcup $A_{A}$ :
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Definition 2.3.17. A polycategory is said to have duals if every object has a right and a left dual.

Note that this definition may be simplified in the case of a symmetric polycategory because left and right duals coincide in that case, although following Cockett and Seely we have chosen to consider the more general situation.

We will write PolyCat* for the sub-2-category of PolyCat consisting of polycategories with duals and PolyCat ${ }_{t t}^{*}$ for the one consisting of two-tensor polycategories with duals.

Now consider $\mathcal{C}$ a ${ }^{*}$-autonomous category. One way to think about $\mathcal{C}$ is as a linearly distributive category with duals. The duals in $\mathcal{C}$ come equipped with cups and caps given for example in the left dual case by $l$ cup $A_{A}: \otimes_{0} \rightarrow \mathcal{P}_{2}\left({ }^{*} A, A\right)$ and $l c a p_{A}: \otimes_{2}\left(A,{ }^{*} A\right) \rightarrow \mathcal{X}_{0}$. These induce polymaps $l c u p_{A}: \cdot \rightarrow{ }^{*} A, A$ and $l c a p_{A}: A,{ }^{*} A \rightarrow \cdot$ in $\mathcal{P}(\mathcal{C})$ that exhibit ${ }^{*} A$ as a left dual in $\mathcal{P}(\mathcal{C})$.

Dually, if $\mathcal{P}$ is a two-tensor polycategory with duals, the polymaps $l c u p_{A}: \cdot{ }^{*} A, A$ and $l c a p_{A}: A,{ }^{*} A \rightarrow \cdot$ induce maps $w_{\left({ }^{*} A, A\right)} \backslash l c u p_{A} / m_{()}: \otimes_{0} \rightarrow \Re_{2}\left({ }^{*} A, A\right)$ and $w_{()} \backslash l c a p_{A} / m_{\left(A,{ }^{*} A\right)}: \otimes_{2}$ $\left(A,{ }^{*} A\right) \rightarrow \mathcal{X}_{0}$ in $\mathcal{R}(\mathcal{P})$.

Proposition 2.3.18. The 2-equivalence $\mathbf{L D C} \mathbf{F r o b} \simeq$ PolyCat $_{t t}$ restricts to a 2-equivalence * - Aut $\simeq$ PolyCat $_{t t}^{*}$.

### 2.4. Birepresentable polycategories

In this section, we will introduce a notion of birepresentability for polycategories. The idea is to have a general notion of object equipped with an universal polymap that encompasses all the connectives defined above. To do that we will introduce the notion of a polymap being universal in one of its inputs or one of its outputs. When restricted to unary polymaps universal in their only input and co-unary polymaps universal in their only input we get the polymap $w$ and $m$ defining $\gamma$ and $\otimes$. Maybe more surprisingly, when we restrict to polymaps with two inputs and no output or no input and two outputs we get the cups and cups defining the duals. So any birepresentable polycategory is a two-tensor
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polycategory with duals. We will prove that the converse holds and that any universal polymap can be decomposed into instances of $m$, $w$, lcup, lcap, rcup, rcap.

Definition 2.4.1. A polymap $u: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ is said to be universal in the output A (or out-universal for short, or simply universal when there is no ambiguity), written $u: \Gamma \rightarrow \Delta_{1}, \underline{A}, \Delta_{2}$ if for any polymap $h: \Gamma_{1}, \Gamma, \Gamma_{2} \rightarrow \Delta_{1}, \Delta, \Delta_{2}$ such that $\Gamma_{i}=\emptyset$ or $\Delta_{i}=\emptyset$, there is a unique polymap $h / u: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ such that $h=h / u \circ_{A} u$.

Dually, a polymap $n: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ is universal in the input $A$ (or in-universal), written $n: \Gamma_{1}, \underline{A}, \Gamma_{2} \rightarrow \Delta$ if for any polymap $h: \Gamma_{1}, \Gamma, \Gamma_{2} \rightarrow \Delta_{1}, \Delta, \Delta_{2}$ such that $\Gamma_{i}=\emptyset$ or $\Delta_{i}=\emptyset$ there is a unique polymap $n \backslash h: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ such that $h=n \circ_{A} n \backslash h$.

Remark 2.4.2. By extension, we say that $A$ is an out-universal object (resp. in-universal object) with respect to the surrounding context $\left.\Gamma \rightarrow \Delta_{1},\right\lrcorner, \Delta_{2}\left(\right.$ resp. $\left.\Gamma_{1}, \stackrel{ }{\iota}, \Gamma_{2} \rightarrow \Delta\right)$ if there is an out-universal polymap $\Gamma \rightarrow \Delta_{1}, \underline{A}, \Delta_{2}$ (resp. in-universal polymap $\Gamma_{1}, \underline{A}, \Gamma_{2} \rightarrow$ $\Delta)$. For a fixed surrounding context, in-universal and out-universal objects are unique up to unique isomorphism.

Definition 2.4.3. A polycategory is said to be birepresentable if it has all in-universal and out-universal objects, that is, if for any $\Gamma, \Delta_{1}, \Delta_{2}$ there is an object $A$ equipped with an out-universal polymap $\Gamma \rightarrow \Delta_{1}, \underline{A}, \Delta_{2}$, and similarly, for any $\Gamma_{1}, \Gamma_{2}, \Delta$ there is an object $A$ equipped with an in-universal polymap $\Gamma_{1}, \underline{A}, \Gamma_{2} \rightarrow \Delta$.

In [11] we called such polycategories *-representable. The term birepresentable has been introduced by Mike Shulman in [79].

These universal polymaps are generalisations of the universal polymaps for $\otimes$ and $\mathcal{P}$. In Section 4, we will see that these concepts are special cases of more general fibrational concepts. Like strong universal multimaps in a multicategory, both in-universal and outuniversal polymaps are closed under composition in an appropriate sense.

Proposition 2.4.4. In-universal polymaps compose, in the sense that if $f: \Gamma_{1}, \underline{A}, \Gamma_{2} \rightarrow$ $\Delta_{1}, B, \Delta_{2}$ and $g: \Gamma_{1}^{\prime}, \underline{B}, \Gamma_{2}^{\prime} \rightarrow \Delta^{\prime}$, then $g \circ_{B} f: \Gamma_{1}^{\prime}, \Gamma_{1}, \underline{A}, \Gamma_{2}, \Gamma_{2}^{\prime} \rightarrow \Delta_{1}, \Delta^{\prime}, \Delta_{2}$. Similarly,
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out-universal maps compose in the sense that if $f: \Gamma \rightarrow \Delta_{1}, \underline{B}, \Delta_{2}$ and $g: \Gamma_{1}^{\prime}, B, \Gamma_{2}^{\prime} \rightarrow$ $\Delta_{1}^{\prime}, \underline{C}, \Delta_{2}^{\prime}$, then $g \circ_{B} f: \Gamma_{1}^{\prime}, \Gamma, \Gamma_{2}^{\prime} \rightarrow \Delta_{1}, \Delta_{1}^{\prime}, \underline{C}, \Delta_{2}^{\prime}, \Delta_{2}$.

Proof. Given $h: \Gamma_{1}^{\prime}, \Gamma_{1}, \Gamma^{\prime \prime}, \Gamma_{1}, \Gamma_{2}^{\prime} \rightarrow \Delta_{1}^{\prime \prime}, \Delta_{1}, \Delta^{\prime}, \Delta_{2}, \Delta_{2}^{\prime \prime}$, we take $(g f) \backslash h:=f \backslash(g \backslash h): \Gamma^{\prime \prime} \rightarrow$ $\Delta_{1}^{\prime \prime}, A, \Delta_{2}^{\prime \prime}$. First we have that

$$
g f((g f) \backslash h)=g f(f \backslash(g \backslash h))=g(g \backslash h)=h
$$

Furthermore, let $k: \Gamma^{\prime \prime} \rightarrow \Delta_{1}^{\prime \prime}, A, \Delta^{\prime \prime}$ be a polymap such that

$$
g f k=h=g f((g f) \backslash h)
$$

Then by uniqueness of the factorisation through $g$ we have that $f k=f((g f) \backslash h)$ and by uniqueness of the factorisation through $f$ that $k=(g f) \backslash h$.

An immediate consequence of these definitions is that tensor products can be considered as out-universal objects, and par products as in-universal objects.

Proposition 2.4.5. An object $\otimes \Gamma$ equipped with a polymap $m: \Gamma \rightarrow \bigotimes \Gamma$ is a tensor product of $\Gamma$ iff $m$ is out-universal (in its unique output). Dually, an object $\mathcal{X} \Delta$ equipped with a polymap $w: \not \subset \Delta \rightarrow \Delta$ is a par product of $\Delta$ iff $w$ is in-universal (in its unique input).

Somewhat more surprisingly, duals can also be characterised as either in-universal or out-universal objects.

Proposition 2.4.6. Let $A$ and $A^{*}$ be objects of a polycategory $\mathcal{P}$. The following are equivalent:

1. there is an out-universal map rcup $: \cdot \rightarrow A, \underline{A}^{*}$
2. there is an in-universal map rcap ${ }_{A}: \underline{A^{*}}, A \rightarrow$.
3. there is an out-universal map rcup $A: \rightarrow \underline{A}, A^{*}$
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4. there is an in-universal map $\operatorname{rcap}_{A}: A^{*}, \underline{A} \rightarrow$.
5. $A^{*}$ is the right dual of $A$

Proof. Let prove that $1 \Leftrightarrow 5$. The others $-2 \Leftrightarrow 5$ and so on - are proved similarly.
First, let suppose that we have an universal polymap $\operatorname{rcup}_{A}: \cdot \rightarrow A, \underline{A^{*}}$. We can define $\operatorname{rcap}_{A}:=i d_{A} /$ rcup $_{A}: A^{*}, A \rightarrow \cdot$. By definition we have that

$$
\operatorname{rcap}_{A} \circ_{A^{*}} r c u p_{A}=i d_{A} / r c u p_{A} \circ \circ_{A^{*}} r c u p_{A}=i d_{A}
$$

Furthermore, by postcomposing $\operatorname{rcap}_{A}$ we have that

$$
\operatorname{rcap}_{A} \circ_{A} \text { rcap }_{A} \circ_{A^{*}} \text { rcup }_{A}=\operatorname{rcup}_{A}=i d_{A^{*}} \circ_{A^{*}} \text { rcup }_{A}
$$

. But since factorisation through $\operatorname{rcup}_{A}$ in $A^{*}$ is unique, we have that

$$
\operatorname{rcup}_{A} \circ_{A} \operatorname{rcap}_{A}=i d_{A^{*}}
$$

Conversely, suppose that $A^{*}$ is a right dual. Consider a polymap $f: \Gamma \rightarrow A, \Delta$. We define $f /$ rcup $_{A}:=\operatorname{rcap}_{A} \circ_{A} f: A^{*}, \Gamma \rightarrow \Delta$. Then we have that

$$
f / r c u p_{A} \circ_{A^{*}} \operatorname{rcup}_{A}=\operatorname{rcap}_{A} \circ_{A} f \circ_{A^{*}} r c u p_{A}=\operatorname{rcap}_{A} \circ_{A^{*}} \operatorname{rcup}_{A} \circ_{A} f=i d_{A} \circ_{A} f=f
$$

Furthermore, assume that $g: A^{*}, \Gamma \rightarrow \Delta$ is such that $g \circ_{A^{*}} r c u p_{A}=f$. Then,

$$
\operatorname{rcap}_{A} \circ_{A} f=\operatorname{rcap}_{A} \circ_{A} g \circ_{A^{*}} \operatorname{rcup}_{A}=\operatorname{rcap}_{A} \circ_{A^{*}} \operatorname{rcup}_{A} \circ_{A} g=i d_{A} g=g
$$

So $f /$ rcup $_{A}$ is uniquely determined which concludes the proof.

There is of course a similar result for left duals.

Theorem 2.4.7. $\mathcal{P}$ is a two-tensor polycategory with duals iff it is birepresentable.
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Proof. The right to left direction follows by propositions 2.4.5 and 2.4.6. For the left to right direction we want to construct in-universal and out-universal objects for any contexts just using $\otimes, \mathcal{P}$ and $*$. Given contexts $\Gamma, \Delta_{1}, \Delta_{2}$ consider the object $A:=\otimes\left(\Delta_{1}^{*}, \Gamma,{ }^{*} \Delta_{2}\right)$ where $\Delta_{1}^{*}:=B_{1, n_{1}}^{*}, \ldots, B_{1,1}^{*}$ for $\Delta_{1}=B_{1,1}, \ldots, B_{1, n_{1}}$ and similarly for ${ }^{*} \Delta_{2}$. This object comes with the following polymap, which is a composition of universal polymaps along their universal objects. So by proposition 2.4.4, it is universal.


Similarly given $\Gamma_{1}, \Gamma_{2}, \Delta$ the object $A:=\mathcal{P}\left({ }^{*} \Gamma_{1}, \Delta, \Gamma_{2}^{*}\right)$ is in-universal with in-universal polymap.


There is a string diagram calculus for birepresentable polycategories that extends the one of two-tensor polycategories with duals and the one of monoidal biclosed categories. The idea is to represent a universal polymap as a white spider with an arrow indicating the object it is universal in. Then, its factorisation property is given by a dual black spider with the universal object marked. The same color spiders compose along marked objects. Furthermore, there are two cancellation possibilities for a white and a black spider with mirrored types: either they are connecting along their marked arrows or they are connecting along all the non-marked ones. The equations for the graphical calculus are given in figure 2.9. To understand how to use the black spider to factor, consider the universal polymap $u: \Gamma_{1}, \underline{A}, \Gamma_{2} \rightarrow \Delta$ and a polymap $f: \Gamma_{1}, \Gamma, \Gamma_{2} \rightarrow \Delta_{1}, \Delta, \Delta$, then the


Figure 2.9.: Graphical calculus for a birepresentable polycategory
polymap $u \backslash f: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ is given by:


In a birepresentable polycategory $\mathcal{P}$, any polymap $A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ is equivalent to a polymap $\rightarrow{ }^{*} A_{m}, \ldots,{ }^{*} A_{1}, B_{1}, \ldots, B_{n}$ by precomposing with cups. This gives a one-sided presentation of the maps in the polycategory. If $\mathcal{P}$ is the syntactic polycategory of a two-sided sequent calculus for MLL, restricting to co-nullary polymaps corresponds to considering a one-sided presentation of the sequent calculus.

Furthermore, consider the polymaps ${ }^{*} A, A \rightarrow \cdot,{ }^{*} B, B \rightarrow \cdot, A, B \rightarrow A \otimes B$ and $A \otimes$
$B,(A \otimes B)^{*} \rightarrow \cdot$ universal in $A, B, A \otimes B$ and $(A \otimes B)^{*}$ respectively. Since universal maps compose, we get a polymap $(A \otimes B)^{*} \rightarrow{ }^{*} B,{ }^{*} A$ universal in $A \otimes B{ }^{*}$. This means that in the graphical calculus, all the white dots - except the $(0,1)$-ones - can be generated by only $(2,1)$-white dots introducing the tensor, and cups and caps. Similarly, all the black dots - except the $(0,1)$-ones - can be generated by only $(2,1)$-black dots introducing the par, and cups and caps. If we rename the cup "axiom" and the cap "cut", the one-sided graphical calculus generated by axiom, cut, (binary) tensor introduction and (binary) par introduction is the graphical calculus known in linear logic as proof-nets for MLL without units. More precisely, these correspond to proof structures, and not all proof structures represent a proof. The ones that do are called proof nets and there are criterion to identify these. It would be an interesting question to adapt these criterion to the graphical calculus of polycategories to make it complete.

### 2.5. Examples

Example 2.5.1. Any linearly distributive category $\mathcal{C}$ gives a polycategory $\mathcal{P}(\mathcal{C})$ called its underlying polycategory. It has the same objects as $\mathcal{C}$ and a polymap $f: A_{1}, \ldots, A_{m} \rightarrow$ $B_{1}, \ldots, B_{n}$ in $\mathcal{P}(\mathcal{C})$ is a map $f: A_{1} \otimes \ldots \otimes A_{m} \rightarrow B_{1} \vee \ldots \not \subset B_{n}$ in $\mathcal{C}$.

Example 2.5.2. In particular any monoidal category gives rises to a polycategory with the same objects and with polymaps $f: A_{1} \otimes \ldots \otimes A_{m} \rightarrow B_{1} \otimes \ldots \otimes B_{n}$.

Example 2.5.3. The terminal polycategory $\mathbf{1}$ has one object $*$ and a unique arrow $s_{m, n}$ : $*^{m} \rightarrow *^{n}$ for every arity $m$ and co-arity $n$. Although this example is trivial, we will see that it plays an important role when looking at bifibrations.

Example 2.5.4. Any category induces a polycategory with only unary-counary maps. Conversely any polycategory has an underlying category obtained by forgetting about the non-unary-counary maps.

Example 2.5.5. From any multicategory $\mathcal{M}$ we can define two polycategories $\mathcal{M}^{+}$and $\mathcal{M}^{-}$that have the same objects as $\mathcal{M}$. The polymaps of $\mathcal{M}^{+}$have always exactly one
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output and correspond to multimaps in $\mathcal{M}$ while the polymaps in $\mathcal{M}^{-}$have always exactly one input and correspond to multimaps in $\mathcal{M}$ reversed. Conversely from any polycategory we get two multicategories by restricting to polymaps with exactly one output and (reversed) polymaps with exactly one input.

Example 2.5.6. There are polycategories Vect and $\mathbf{F V e c t}$ of vector spaces (resp. finite dimensional vector spaces) and polylinear maps. Both of these can be seen as the underlying polycategories of monoidal categories of vector spaces and linear maps. FVect is a representable polycategory with duals while Vect is representable but does not have duals in general. In fact the vector spaces that admit a dual are precisely the finite dimensional ones.

Example 2.5.7. Free polycategories give examples of polycategories which are not representable. Let a "poly-signature" $\Sigma$ consist of a collection of types, together with for any finite lists of types $\Gamma$ and $\Delta$, a set of operations $\Sigma(\Gamma ; \Delta)$. The free polycategory generated by $\Sigma$, denoted $\mathcal{P}(\Sigma)$, has types as objects, and polymaps given by planar oriented trees with a boundary of free edges, whose nodes are labelled by operations and whose edges are labelled by types subject to the constraints specified by the signature. For example, here is a depiction of the composite polymap $f \circ_{A}\left(g \circ_{B} f\right): A, B, B \rightarrow A, B$ in the free polycategory generated by the signature containing a pair of types $A$ and $B$ and a pair of operations $f: A, B \rightarrow B$ and $g: B \rightarrow A, A$ (in the diagram, the edges are implicitly oriented from left to right):


In general, composition is performed by grafting two trees along an edge, while the identity on a type $A$ is given by the trivial tree with no nodes and one oriented edge labelled $A$. Observe this polycategory is not representable, for example there is no polymap $A, A \rightarrow$ $A \otimes A$.
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Example 2.5.8. A one-object multicategory is commonly referred to as an operad, while a one-object polycategory is also known as a dioperad [31]. For any polycategory $\mathcal{P}$ and any object $A \in \mathcal{P}$ there is a dioperad called the endomorphism dioperad of $A$, denoted $\operatorname{End}_{\mathcal{P}}(A)$, defined as the full subpolycategory of $\mathcal{P}$ containing only the object $A$. It has one object and its polymaps correspond to polymaps $A, \ldots, A \rightarrow A, \ldots, A$ in $\mathcal{P}$.

### 2.6. Example of Banach spaces

In this section, we focus on Banach spaces. Although the use of polycategories is new most of the results are standard. The question of what norms can be assigned to the tensor product of Banach spaces, and more generally of topological vector spaces, was the focus of Grothendieck's PhD thesis, see [35]. The standard theory of Banach spaces can be found in [75]. We will only consider finite dimensional Banach spaces. Some of the results might be extended to the general case, although not all of them. For example, a vector space has duals in the polycategorical sense iff it is finite dimensional. Furthermore, in the treatment of this example we often rely on the fact that every finite-dimensional normed vector space is complete. This allows us to skip the subtleties about completeness.

We fix a field $\mathbb{K}$ that is either $\mathbb{R}$ or $\mathbb{C}$. Given a ( $\mathbb{K}$-)vector space $A$, we denote $A^{*}$ the vector space of functionals over $A$, i.e., linear maps $A \rightarrow \mathbb{K}$.

Definition 2.6.1. A polylinear map $f: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots B_{n}$ between vectors spaces, is a functional assignment of a scalar $\left(\varphi_{1}, \ldots, \varphi_{n}\right) f\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{K}$ for each $a_{i} \in A_{i}$ and each $\varphi_{j} \in B_{j}{ }^{*}$ that is linear in each variable, i.e.,

- $(\ldots) f\left(\ldots, \lambda a_{i}+a_{i}^{\prime}, \ldots\right)=\lambda(\ldots) f\left(\ldots, a_{i}, \ldots\right)+(\ldots) f\left(\ldots, a_{i}^{\prime}, \ldots\right)$
- $\left(\ldots, \lambda \varphi_{i}+\varphi_{i}^{\prime}, \ldots\right) f(\ldots)=\lambda\left(\ldots, \varphi_{i}, \ldots\right) f(\ldots)+\left(\ldots, \varphi_{i}^{\prime}, \ldots\right) f(\ldots)$

Consider two polylinear maps $f: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ and $g: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ and lists of vectors and functionals $\overrightarrow{a_{i}} \in \Gamma_{i}, \vec{a} \in \Gamma, \overrightarrow{\varphi_{j}} \in \Delta_{j}$, and $\vec{\varphi} \in \Delta$. The expression $(\vec{\varphi}) g\left(\overrightarrow{a_{1}},-, \overrightarrow{a_{2}}\right)$ defines a functional on $A$. Indeed, for any $x \in A$ it assigns a scalar
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$(\vec{\varphi}) g\left(\overrightarrow{a_{1}}, x, \overrightarrow{a_{2}}\right)$ in a linear way. On the other hand, $\left(\overrightarrow{\varphi_{1}},-, \overrightarrow{\varphi_{2}}\right) f(\vec{x})$ assigns a scalar to any functional on $A$. So we get a scalar $\left(\overrightarrow{\varphi_{1}},(\vec{\varphi}) g\left(\overrightarrow{a_{1}},-, \overrightarrow{a_{2}}\right), \overrightarrow{\varphi_{2}}\right) f(\vec{x})$ that we will note $\left(\overrightarrow{\varphi_{1}}, \vec{\varphi}, \overrightarrow{\varphi_{2}}\right) g \circ f\left(\overrightarrow{a_{1}}, \vec{a}, \overrightarrow{a_{2}}\right)$. This assignment is linear in each of the variables since $f$ and $g$ are. This defines a polylinear map $g \circ f$, their composition.

Furthermore, the polylinear map $i d_{A}: A \rightarrow A$ is defined by $(\varphi) i d_{A}(a):=\varphi(a)$.
Remark 2.6.2. Technically, we should only define the composition in a planar setting, i.e. with the constraint that both input and output have one empty side. That would not capture all the structure of the polylinear composition, but it would be enough for everything we do in this thesis: defining the connectives and extending to Banach spaces via the fibrational structure. Instead of constraining the composition to a planar one, one could also take into account the symmetries and consider symmetric polycategories.

Proposition 2.6.3. There is a polycategory FVect of finite dimensional vector spaces and polylinear maps. It has all tensors and pars both given by $\otimes$ the tensor product of vector spaces. It also has all duals given by the dual space $A^{*}$, so it is birepresentable.

Proof. $m_{A_{i}}: A_{1}, \ldots, A_{n} \rightarrow A_{1} \otimes \cdots \otimes A_{n}$ is defined by

$$
(\varphi) m\left(a_{1}, \ldots, a_{n}\right):=\varphi\left(a_{1} \otimes \cdots \otimes a_{n}\right)
$$

Any polymap $f: \Gamma_{1}, A_{1}, \ldots, A_{n}, \Gamma_{2} \rightarrow \Delta$ uniquely factorises into a polymap $f / m_{A_{i}}: \Gamma_{1}, A_{1} \otimes \cdots \otimes A_{n}, \Gamma_{2} \rightarrow \Delta$ by

$$
(\vec{\psi}) f / m\left(\overrightarrow{x_{1}}, \sum_{i} a_{1}^{i} \otimes \cdots \otimes a_{n}^{i}, \overrightarrow{x_{2}}\right):=\sum_{i}(\vec{\psi}) f\left(\overrightarrow{x_{1}}, a_{1}^{i}, \ldots, a_{n}^{i}, \overrightarrow{x_{2}}\right)
$$

$w_{B_{j}}: B_{1} \otimes \cdots \otimes B_{n} \rightarrow B_{1}, \ldots, B_{n}$ is defined by

$$
\left(\varphi_{1}, \ldots, \varphi_{n}\right) w\left(\sum_{i} b_{1}^{i} \otimes \cdots \otimes b_{n}^{i}\right):=\sum_{i} \varphi_{1}\left(b_{1}^{i}\right) \ldots \varphi_{n}\left(b_{n}^{i}\right)
$$
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Any polymap $f: \Gamma \rightarrow \Delta_{1}, B_{1}, \ldots, B_{n}, \Delta_{2}$ uniquely factorises through $w \backslash f$ defined by:

$$
\left(\overrightarrow{\psi_{1}}, \sum_{i} \varphi_{1}^{i} \otimes \cdots \otimes \varphi_{n}^{i}, \overrightarrow{\psi_{2}}\right) w \backslash f(\vec{x}):=\sum_{i}\left(\overrightarrow{\psi_{1}}, \varphi_{1}, \ldots, \varphi_{n}, \overrightarrow{\psi_{2}}\right) f(\vec{x})
$$

For the duals, the map $\operatorname{rcup}_{A}: \cdot \rightarrow A, A^{*}$ is given by $(\varphi, \check{a}) r c u p_{A}=\check{a}(\varphi)$ where $(\varphi, \check{a}) \in$ $A^{*} \otimes A^{* *}$. While the map $\operatorname{rcap}_{A}: A^{*}, A \rightarrow \cdot$ is given by $\operatorname{rcap}_{A}(\varphi, a)=\varphi(a)$. We can check that these verify the snake identities.

$$
\begin{aligned}
& (\varphi)\left(r c a p_{A} \circ_{A^{*}} r c u p_{A}\right)(a)=\left(\varphi, \operatorname{rcap}_{A}(-, a)\right) r c u p_{A}=\operatorname{rcap}_{A}(\varphi, a)=\varphi(a) \\
& (\check{a})\left(r c a p_{A} \circ_{A} r c u p_{A}\right)(\varphi)=\left(r c a p_{A}(\varphi,-), \check{a}\right) r c u p_{A}=(\varphi, \check{a}) r c u p_{A}=\check{a}(\varphi)
\end{aligned}
$$

Given a finite dimensional Banach space $\left(A,\|-\|_{A}\right)$ one can define a finite dimensional Banach space $\left(A^{*},\|-\|_{A^{*}}\right)$ where $\|-\|_{A^{*}}$ is the dual norm defined on functionals by:

$$
\|\varphi\|:=\sup _{\|a\|_{A} \leq 1}|\varphi(a)|
$$

Continuous linear maps between Banach spaces correspond to bounded maps. This can be generalised to polylinear maps.

Definition 2.6.4. A polylinear map $f: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ between normed vector spaces $\left(A_{i},\|-\|_{A_{i}}\right)$ and $\left(B_{j},\|-\|_{B_{j}}\right)$ is bounded if

$$
\exists K, \forall a_{i} \in A_{i}, \forall \varphi_{j} \in B_{j}^{*},\left|\left(\varphi_{1}, \ldots, \varphi_{n}\right) f\left(a_{1}, \ldots, a_{m}\right)\right| \leq K \prod_{i, j}\left\|a_{i}\right\|_{A_{i}}\left\|\varphi_{j}\right\|_{B_{j}^{*}}
$$

Proposition 2.6.5. A unary polymap $f: A \rightarrow B$ is bounded if it is bounded as a linear map.

We write $\|f\|_{A \rightarrow B}$ for the smallest such $K$. It defines a norm on $A \rightarrow B$ the vector
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space of linear maps from $A$ to $B$ and $f$ is contractive when its norm is smaller than 1 .

Definition 2.6.6. A polylinear map $f: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ between normed vector spaces $\left(A_{i},\|-\|_{A_{i}}\right)$ and $\left(B_{j},\|-\|_{B_{j}}\right)$ is contractive if

$$
\forall a_{i} \in A_{i}, \forall \varphi_{j} \in B_{j}^{*},\left|\left(\varphi_{1}, \ldots, \varphi_{n}\right) f\left(a_{1}, \ldots, a_{m}\right)\right| \leq \prod_{i, j}\left\|a_{i}\right\|_{A_{i}}\left\|\varphi_{j}\right\|_{B_{j}^{*}}
$$

Definition 2.6.7. There are polycategories:

- FBan of finite dimensional Banach spaces and bounded polylinear maps
- FBan $_{1}$ of finite dimensional Banach spaces and contractive polylinear maps

For objects in any of those polycategories to be isomorphic they need to be isomorphic as vector spaces. $(A,\|-\|)$ and $\left(A,\|-\|^{\prime}\right)$ are isomorphic in FBan if $\exists K, K^{\prime}, \forall a \in$ $A, K\|a\| \leq\|a\|^{\prime} \leq K^{\prime}\|a\|$. Such norms are called equivalent. On the other hand, two Banach spaces are isomorphic in $\mathbf{F B a n}_{1}$ if their norms are equal in the sense that they are equal on every vector. Since all the norms on a given finite dimensional vector space are equivalent, FBan is not an interesting polycategory to study.

## Proposition 2.6.8. FBan is equivalent to FVect.

On the other hand, $\mathbf{F B a n}_{1}$ is a $*$-representable polycategory that does not come from a compact closed category. It is one of the examples of $*$-autonomous categories described in Barr's original paper [3]. In this article, the $*$-autonomous structure of the cateogry of finite dimensional Banach spaces and contractive linear maps is proved by using a characterisation of a $*$-autonomous category as a symmetric monoidal closed category where the canonical maps $A \rightarrow A^{* *}$ are isomorphisms. In particular, the induced norm for the par is never discussed. We did not find any reference in the literature linking it to the well-known injective norm in the theory of Banach spaces.

Definition 2.6.9. Let $\left(A_{i},\|-\|_{A_{i}}\right)_{i}$ be Banach spaces. The projective norm $\|-\|_{\otimes A_{i}}$ and the injective norm $\|-\|_{X_{A}}$ are the norms defined on the vector space $A_{1} \otimes \cdots \otimes A_{n}$ by
the following formulae:

$$
\|u\|_{\otimes A_{i}}:=\inf _{u=\sum_{j} a_{1}^{j} \otimes \cdots \otimes a_{n}^{j}} \sum_{j}\left\|a_{1}^{j}\right\|_{A_{1}} \ldots\left\|a_{n}^{j}\right\|_{A_{n}} \quad\|u\|_{\ngtr A_{i}}:=\sup _{\left\|\varphi_{i}\right\|_{A_{i}^{*}} \leq 1}\left|\left(\varphi_{1} \otimes \cdots \otimes \varphi_{n}\right)(u)\right|
$$

These norms are known to be extremal among the set of well-behaved norms that one can put on the tensor.

Definition 2.6.10. For Banach spaces $\left(A_{i},\|-\|_{A_{i}}\right)$, a norm $\|-\|$ on $A_{1} \otimes \cdots \otimes A_{n}$ is a crossnorm if

- $\forall a_{i} \in A_{i},\left\|a_{1} \otimes \cdots \otimes a_{n}\right\| \leq\left\|a_{1}\right\|_{A_{1}} \ldots\left\|a_{n}\right\|_{A_{n}}$
$\bullet \forall \varphi_{j} \in A_{j}^{*},\left\|\varphi_{1} \otimes \cdots \otimes \varphi_{n}\right\|^{\prime} \leq\left\|\varphi_{1}\right\|_{A_{1}^{*}} \ldots\left\|\varphi_{n}\right\|_{A_{n}^{*}}$ where $\|-\|^{\prime}$ is the dual norm associated to $\|-\|$

Remark 2.6.11. It is equivalent to ask for equalities in the definition. A proof can by found in [75].

Proposition 2.6.12. $A$ norm is a crossnorm iff it makes $m: A_{1}, \ldots, A_{n} \rightarrow A_{1} \otimes \cdots \otimes A_{n}$ and $w: A_{1} \otimes \cdots \otimes A_{n} \rightarrow A_{1}, \ldots, A_{n}$ contractive.

Proof. Suppose that $\|-\|$ is a crossnorm. Then we want to prove that for any $\left\|a_{i}\right\|_{A_{i}} \leq 1$ and any $\|\varphi\|^{\prime} \leq 1$,

$$
\left|(\varphi) m\left(a_{1}, \ldots, a_{n}\right)\right|:=\left|\varphi\left(a_{1} \otimes \cdots \otimes a_{n}\right)\right| \leq 1
$$

By definition $\|\varphi\|^{\prime}:=\sup _{\|u\| \leq 1}|\varphi(u)| \leq 1$. Since $\|-\|$ is contractive we have that

$$
\left\|a_{1} \otimes \cdots \otimes a_{n}\right\| \leq\left\|a_{1}\right\|_{A_{1}} \cdots\left\|a_{n}\right\|_{A_{n}} \leq 1
$$

So $\left|\varphi\left(a_{1} \otimes \cdots \otimes a_{n}\right)\right| \leq 1$, proving that $m$ is contractive.
Now we want to prove that $w$ is contractive. That is for any $\left\|\varphi_{i}\right\|_{A_{i}{ }^{*}} \leq 1$ and any $\|u\| \leq 1$,

$$
\left|\left(\varphi_{1}, \ldots, \varphi_{n}\right) w(u)\right| \leq 1
$$
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By definition we have that $\left(\varphi_{1}, \ldots, \varphi_{n}\right) w(u)=\left(\varphi_{1} \otimes \cdots \otimes \varphi_{n}\right)(u)$. Since $\|-\|$ is contractive we have

$$
\left\|\varphi_{1} \otimes \cdots \otimes \varphi_{n}\right\|^{\prime} \leq 1
$$

which means by definition of $\|-\|^{\prime}$ and since $\|u\| \leq 1$ that

$$
\left|\left(\varphi_{1} \otimes \cdots \otimes \varphi_{n}\right)(u)\right| \leq 1
$$

Now suppose that $m$ and $w$ are contractive. Since $m$ is contractive we have that for any $\left\|a_{i}^{\prime}\right\|_{A_{i}} \leq 1$ and any $\|\varphi\|^{\prime} \leq 1,\left|\varphi\left(a_{1} \otimes \cdots \otimes a_{n}\right)\right| \leq 1$. Now let us fix $a_{i} \neq 0 \in A_{i}$ and consider the vectors $\frac{a_{i}}{\left\|a_{i}\right\|_{A_{i}}}$. We have that by the property of a norm that

$$
\left\|\frac{a_{i}}{\left\|a_{i}\right\|_{A_{i}}}\right\|_{A_{i}}=\frac{\left\|a_{i}\right\|_{A_{i}}}{\left\|a_{i}\right\|_{A_{i}}}=1
$$

Furthermore, as a corollary of the Hahn-Banach theorem (see [75]) there exists a functional $\|\varphi\|^{\prime} \leq 1$ such that

$$
\varphi\left(\frac{a_{1}}{\left\|a_{1}\right\|_{A_{1}}} \otimes \cdots \otimes \frac{a_{n}}{\left\|a_{n}\right\|_{a_{n}}}\right)=\left\|\frac{a_{1}}{\left\|a_{1}\right\|_{A_{1}}} \otimes \cdots \otimes \frac{a_{n}}{\left\|a_{n}\right\|_{a_{n}}}\right\|
$$

By the property of a norm

$$
\left\|\frac{a_{1}}{\left\|a_{1}\right\|_{A_{1}}} \otimes \cdots \otimes \frac{a_{n}}{\left\|a_{n}\right\|_{a_{n}}}\right\|=\frac{\left\|a_{1} \otimes \cdots \otimes a_{n}\right\|}{\left\|a_{1}\right\|_{A_{1}} \cdots\left\|a_{n}\right\|_{A_{n}}}
$$

and since $m$ is contractive

$$
\frac{\left\|a_{1} \otimes \cdots \otimes a_{n}\right\|}{\left\|a_{1}\right\|_{A_{1}} \cdots\left\|a_{n}\right\|_{A_{n}}} \leq 1
$$

So $\left\|a_{1} \otimes \cdots \otimes a_{n}\right\| \leq\left\|a_{1}\right\|_{A_{1} \ldots \|}\left\|a_{n}\right\|_{A_{n}}$. If at least one of the $a_{i}$ is 0 then both sides equal 0 and the inequality holds. This proves one property of the crossnorm.

For the other property, we want to prove that for any $\varphi_{i} \in A_{i}{ }^{*}$ we have

$$
\left\|\varphi_{1} \otimes \cdots \otimes \varphi_{n}\right\|^{\prime} \leq\left\|\varphi_{1}\right\|_{A_{1}{ }^{*}} \ldots\left\|\varphi_{n}\right\|_{A_{n}{ }^{*}}
$$
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If at least one of the $\left\|\varphi_{i}\right\|_{A_{i}{ }^{*}}=0$ then by definition of a norm $\varphi_{i}=0$ and the left side is also 0 . Otherwise the above inequality is equivalent to

$$
\left\|\frac{\varphi_{1}}{\left\|\varphi_{1}\right\|_{A_{1}}} \otimes \cdots \otimes \frac{\varphi_{n}}{\left\|\varphi_{n}\right\|_{A_{n}}}\right\|^{\prime} \leq 1
$$

By definition of $\|-\|^{\prime}$ this is equivalent to prove that for any $\|u\| \leq 1$,

$$
\left|\frac{\varphi_{1}}{\left\|\varphi_{1}\right\|_{A_{1}}} \otimes \cdots \otimes \frac{\varphi_{n}}{\left\|\varphi_{n}\right\|_{A_{n}}}(u)\right| \leq 1
$$

which is true since $\left\|\frac{\varphi_{i}}{\left\|\varphi_{i}\right\|_{A_{i} *}}\right\|_{A_{i}} \leq 1$ and $w$ is contractive.
The injective and projective norms are crossnorms. The following property of the injective and projective crossnorm made us consider the injective crossnorm as a potential candidate for interpreting the par, and was one of our original motivations for studying the notion of bifibration of polycategories that we will develop later in this thesis.

Proposition 2.6.13. Let $\|-\|$ be a crossnorm then for any $u \in A_{1} \otimes \cdots \otimes A_{n}$ we have

$$
\|u\|_{A_{1} \gamma \cdots>A_{n}} \leq\|u\| \leq\|u\|_{A_{1} \otimes \cdots \otimes A_{n}}
$$

Proof. Consider a decomposition $u=\sum_{j} a_{1}^{j} \otimes \cdots \otimes a_{n}^{j}$ then by properties of a norm we have

$$
\|u\|=\left\|\sum_{j} a_{1}^{j} \otimes \cdots \otimes a_{n}^{j}\right\| \leq \sum_{j}\left\|a_{1}^{j} \otimes \cdots \otimes a_{n}^{j}\right\|
$$

Now since $\|-\|$ is a crossnorm,

$$
\sum_{j}\left\|a_{1}^{j} \otimes \cdots \otimes a_{n}^{j}\right\| \leq \sum_{j}\left\|a_{1}^{j}\right\|_{A_{1}} \ldots\left\|a_{n}^{j}\right\|_{A_{n}}
$$

Since this is true for any decomposition, this is true on the infimum and $\|u\| \leq\|u\|_{A_{1} \otimes \cdots \otimes A_{n}}$.
Now consider functionals $\left\|\varphi_{i}\right\|_{A_{i}{ }^{*}} \leq 1$. Since $\|-\|$ is a crossnorm,

$$
\left\|\varphi_{1} \otimes \cdots \otimes \varphi_{n}\right\|^{\prime} \leq\left\|\varphi_{1}\right\|_{A_{1}{ }^{*}} \cdots\left\|\varphi_{n}\right\|_{A_{n}} \leq 1
$$
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By definition of $\|-\|^{\prime}$ this means that

$$
\sup _{\|w\| \leq 1}\left|\left(\varphi_{1} \otimes \cdots \otimes \varphi_{n}\right)(w)\right| \leq 1
$$

But then since $\left\|\frac{u}{\|u\|}\right\| \leq 1$,

$$
\left|\left(\varphi_{1} \otimes \cdots \otimes \varphi_{n}\right)\left(\frac{u}{\|u\|}\right)\right| \leq 1
$$

And so,

$$
\left|\left(\varphi_{1} \otimes \cdots \otimes \varphi_{n}\right)(u)\right| \leq\|u\|
$$

Since this is true for any $\left\|\varphi_{i}\right\|_{A_{i}{ }^{*}}$ it is true on the sup and $\|u\|_{A_{1} \ngtr \ldots \gamma A_{n}} \leq\|u\|$.

Theorem 2.6.14. $\mathrm{FBan}_{1}$ is $a *$-representable polycategory with tensor, par and duality defined above.

Proof. Let us first prove that the projective norm defines a tensor product. Given a contractive polylinear map $f: \Gamma_{1}, A_{1}, \ldots, A_{n}, \Gamma_{2} \rightarrow \Delta$ it factors uniquely as a polylinear map $f / m: \Gamma_{1}, A_{1} \otimes \cdots \otimes A_{n}, \Gamma_{2} \rightarrow \Delta$. It then suffices to show that $f / m$ is contractive. That is we want to prove that

$$
\left|(\vec{\psi}) f / m\left(\overrightarrow{x_{1}}, u, \overrightarrow{x_{2}}\right)\right| \leq 1
$$

when all the vectors and functionals considered are of norm lesser than 1. Consider a decomposition $u=\sum_{j} a_{1}^{j} \otimes \cdots \otimes a_{n}^{j}$, then, by definition,

$$
\left|(\vec{\psi}) f / m\left(\overrightarrow{x_{1}}, \sum_{j} a_{1}^{j} \otimes \cdots \otimes a_{n}^{j}, \overrightarrow{x_{2}}\right)\right|=\left|\sum_{j}(\vec{\psi}) f\left(\overrightarrow{x_{1}}, a_{1}^{j}, \ldots, a_{n}^{j}, \overrightarrow{x_{2}}\right)\right|
$$

Using the properties of the norm we get
$\left|(\vec{\psi}) f / m\left(\overrightarrow{x_{1}}, \sum_{j} a_{1}^{j} \otimes \cdots \otimes a_{n}^{j}, \overrightarrow{x_{2}}\right)\right| \leq \sum_{j}\left\|a_{1}^{j}\right\|_{A_{1}} \ldots\left\|a_{n}^{j}\right\|_{A_{n}}\left|(\vec{\psi}) f\left(\overrightarrow{x_{1}}, \frac{a_{1}^{j}}{\left\|a_{1}^{j}\right\|_{A_{1}}}, \ldots, \frac{a_{n}^{j}}{\left\|a_{n}^{j}\right\|_{A_{n}}}, \overrightarrow{x_{2}}\right)\right|$
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Now since $\frac{a_{i}^{j}}{\left\|a_{i}^{j}\right\|_{A_{i}}} \leq 1$ and $f$ is contractive we get:

$$
\left|(\vec{\psi}) f / m\left(\overrightarrow{x_{1}}, \sum_{j} a_{1}^{j} \otimes \cdots \otimes a_{n}^{j}, \overrightarrow{x_{2}}\right)\right| \leq \sum_{j}\left\|a_{1}^{j}\right\|_{A_{1}} \ldots\left\|a_{n}^{j}\right\|_{A_{n}}
$$

Since this holds for any decomposition of $u$, by definition of the projective norm:

$$
\left|(\vec{\psi}) f / m\left(\overrightarrow{x_{1}}, \sum_{j} a_{1}^{j} \otimes \cdots \otimes a_{n}^{j}, \overrightarrow{x_{2}}\right)\right| \leq\|u\|_{A_{1} \otimes \cdots \otimes A_{n}} \leq 1
$$

As usual, we assumed that all the vectors are non-zero. If one is 0 both sides are too and the inequality holds.

The proof that $\mathcal{P}$ is universal is similar. For the dual, any polylinear map $f: \Gamma \rightarrow A, \Delta$ factorises uniquely into a polylinear map $f / \operatorname{rcap}_{A}: A^{*}, \Gamma \rightarrow \Delta$ where

$$
(\vec{\psi}) f / r c a p_{A}(\varphi, \vec{x})=(\varphi, \vec{\psi}) f(\vec{x})
$$

From the definition it is straightforward that if $f$ is contractive then $f / r c a p_{A}$ is too.

Remark 2.6.15. More than just a model of classical MLL, $\mathbf{F B a n}_{1}$ is a model of classical MALL. The additive connectives are given by the vector space $A \oplus B$ with the norms $\|(a, b)\|_{1}:=\sum_{i}\|a\|_{A}+\|b\|_{B}$ and $\|(a, b)\|_{\infty}:=\max \left(\|a\|_{A},\|b\|_{B}\right)$. These norms are extremal among the $p$-norms.

After introducing bifibrations of polycategories in next chapter, we will reexamined the example of $\mathbf{F B a n} 1$ from a fibrational view in section 4.5.

## 3. Bicategories, double categories and virtual double categories

This section is a review of bicategories, double categories and virtual double categories. Nothing in it is new. These concepts were introduced in the sixties and seventies, bicategories by Bénabou [8], double categories by Ehresmann [28] and virtual double categories by Burroni [18] under the name multicatégories. A recent textbook by Johnson and Yau [45] offers an extensive review of the theory of bicategories and of double categories. Modern accounts of virtual double categories are given in [60] and in [23].

### 3.1. 2-categories as categories enriched in Cat

In order to generalise the notion of category, one can reformulate it as follows. A (locally small) category is given by

- a collection of objects $\mathrm{Ob}(\mathcal{C})$
- for any two objects $A, B$ a set $\mathcal{C}(A, B)$ of morphisms
- for any object $A$, an identity function $i d_{A}: \mathbf{1} \rightarrow \mathcal{C}(A, A)$ from the terminal set
- for any objects $A, B, C$, a composition function -○-: $\mathcal{C}(B, C) \times \mathcal{C}(A, B) \rightarrow \mathcal{C}(A, C)$
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such that the following diagrams commute:


From this definition one can replace the set of morphisms $\mathcal{C}(A, B)$ and the identity and composition functions by objects and morphisms in another category $\mathcal{V}$. In order to state this definition one sufficient condition on $\mathcal{V}$ is that it is monoidal. This gives the notion of category enriched in $\mathcal{V}$, or $\mathcal{V}$-category. In particular, one can consider categories enriched in Cat. These are called 2-categories. If we unravel the definition we get the following.

Definition 3.1.1. $A \underline{\text { 2-category } \mathcal{C}}$ is given by

- a collection of object $\operatorname{Ob}(\mathcal{C})$
- for any object $A, B$, a category $\mathcal{C}(A, B)$ of morphisms, i.e.
- a collection of morphisms $f: A \rightarrow B$
- for any pair of morphisms $f, g: A \rightarrow B$, a collection of 2-morphisms $\mathcal{C}(f, g)$ written $\alpha: f \Rightarrow g$
- an identity 2-morphism $i d_{f}: f \Rightarrow f$
- for any $f, g, h: A \rightarrow B$ and any 2-morphisms $\alpha: f \Rightarrow g$ and $\beta: g \rightarrow h$ a vertical composition $\beta \bullet \alpha: f \Rightarrow h$
such that

$$
-\alpha \bullet i d_{f}=\alpha=i d_{g} \bullet \alpha
$$
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$-(\gamma \bullet \beta) \bullet \alpha=\gamma \bullet(\beta \bullet \alpha)$

- for any $A$, an identity functor $i d_{A}: \mathbf{1} \rightarrow \mathcal{C}(A, A)$, i.e.
- a morphism id $A_{A}: A \rightarrow A$
- a composition functor $\circ: \mathcal{C}(B, C) \times \mathcal{C}(A, B) \rightarrow \mathcal{C}(A, C)$, i.e.
- for any morphisms $g: B \rightarrow C$ and $f: A \rightarrow B$, a morphism $g \circ f: A \rightarrow C$
- for any morphisms $g, g^{\prime}: B \rightarrow C$ and $f, f^{\prime}: A \rightarrow B$, and any 2-morphisms $\alpha: g \Rightarrow g^{\prime}$ and $\beta: g \Rightarrow f^{\prime}$, a horizontal composition $\beta \circ \alpha: g \circ f \Rightarrow g^{\prime} \circ f^{\prime}$
such that

$$
\begin{aligned}
& -i d_{g} \circ i d_{f}=i d_{g \circ f} \\
& -\left(\beta^{\prime} \bullet \beta\right) \circ\left(\alpha^{\prime} \bullet \alpha\right)=\left(\beta^{\prime} \circ \alpha^{\prime}\right) \bullet(\beta \circ \alpha)
\end{aligned}
$$

such that the following diagrams commutes:

$$
(\mathcal{C}(C, D) \times \mathcal{C}(B, C)) \times \mathcal{C}(A, B) \xrightarrow{-\circ-\times 1_{\mathcal{C}(A, B)}} \mathcal{C}(B, D) \times \mathcal{C}(A, B)
$$


i.e.
$-(h \circ g) \circ f=h \circ(g \circ f)$
$-(\gamma \circ \beta) \circ \alpha=\gamma \circ(\beta \circ \alpha)$

```
i.e.
    - f\circid A}=f=i\mp@subsup{d}{B}{}\circ
```

Definition 3.1.2. $A$ 2-category $\mathcal{C}$ is locally small if for any $A, B \in \operatorname{Ob}(\mathcal{C}), \mathcal{C}(A, B)$ is small.

Example 3.1.3. The archetypal 2-category is Cat, the 2-category of categories, functors and natural transformations.

Example 3.1.4. Any category can be seen as a 2-category whose category of morphisms is discrete.

Example 3.1.5. There is a 2-category Poset whose objects are posets, morphisms are monotone maps functions and there is a unique 2-morphism $\alpha: f \Rightarrow g$ between functions $f, g: A \rightarrow B$ iff $f \leq g$, where the order is defined pointwise: $f \leq g$ iff for all $x \in A$, $f(x) \leq g(x)$.

Example 3.1.6. There is a 2-category Rel whose objects are sets, morphisms are relations and there is a unique 2-morphism $\alpha: R \Rightarrow S$ iff $R \subseteq S$ as subsets of $A \times B$, or equivalently iff for any $(a, b) \in A \times B, a R b \Rightarrow a S b$.

A category can be seen as an many-object generalisation of a monoid. That is, any monoid $M$ gives a one-object category $\mathcal{B}(M)$ called the delooping of $M$. And conversely, any one-object (locally small) category is a monoid, since for any object $A$ of a category, the set of its endomorphisms forms a monoid under composition. A similar relationship holds for 2-categories and strict monoidal categories.

Example 3.1.7. For any object $A$ in a 2-category $\mathcal{C},\left(\mathcal{C}(A, A), \circ, i d_{A}\right)$ forms a strict monoidal category, i.e. a monoidal category where associativity and unitality holds strictly. Reciprocally, any strict monoidal category gives a one-object 2-category called its delooping.

A way to categorify the notion of relation between sets is to consider distributors between categories. A distributor $p: A \rightarrow B$ between categories $A$ and $B$ is a functor
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$p: A^{\mathrm{op}} \times B \rightarrow$ Set. Distributors compose via a coend formula. One might expect that small categories and distributors for a 2-category Dist with 2-morphisms given by natural transformations between distributors.

However, it is not the case. Let us fix a category $A$ and consider the endo-distributors on $A$. It defines a category $\operatorname{Dist}_{A}:=\boldsymbol{\operatorname { C a t }}\left(A^{\mathrm{op}} \times A\right.$, Set $)$ whose:

- objects are distributors $P: A \rightarrow A$
- morphisms are natural transformations

Now the identity and composition in Dist are given by the homfunctor $i d_{A}:=A(-,-): A \rightarrow$ $A$ and given $P: A \rightarrow B$ and $P^{\prime}: B \rightarrow C$, by the coend $\left(P^{\prime} \circ P\right)(a, c)=\int{ }^{b \in B} P(a, b) \times$ $P^{\prime}(b, c)$. This makes $\mathrm{Dist}_{A}$ into a monoidal category. However, it is not strict since the coend is a colimit defined up to natural isomorphism. So Dist does not form a 2-category.

### 3.2. Bicategories

In order to get examples such as Dist where the identity morphisms and composition of morphisms does not hold on the nose but up to 2-isomorphism, one can relax the condition that the pentagon and triangle diagrams above commute and ask for 2-isomorphisms between those.

Definition 3.2.1. A bicategory $\mathcal{C}$ is given by the data of:

- a collection of objects $\mathrm{Ob}(\mathcal{C})$
- for any objects $A, B$, a category $\mathcal{C}(A, B)$
- identity functors $i d_{A}: \mathbf{1} \rightarrow \mathcal{C}(A, A)$
- horizontal composition functors $-{ }^{o_{A, B, C}}-: \mathcal{C}(B, C) \times \mathcal{C}(A, B) \rightarrow \mathcal{C}(A, C)$
- natural isomorphisms $\mathrm{A}_{A, B, C, D}:\left(-\circ_{A, B, D}-\right)\left(-\circ_{B, C, D}-\right) \times 1_{\mathcal{C}(A, B)} \simeq\left(-\circ_{A, C, D}\right.$ $-)\left(1_{\mathcal{C}(C, D)} \times\left(-\circ_{A, B, C}-\right) \alpha_{\mathcal{C}(C, D), \mathcal{C}(B, C), \mathcal{C}(A, B)}\right.$, i.e. for any morphisms $f: A \rightarrow B$,
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$g: B \rightarrow C$ and $h: C \rightarrow D$ an invertible 2-morphism $A_{f, g, h}:(h \circ g) \circ f \Rightarrow h \circ(g \circ f)$ such that for any 2-morphisms $\alpha: f \Rightarrow f^{\prime}, \beta: g \Rightarrow g^{\prime}$ and $\gamma: h \Rightarrow h^{\prime}$ the following diagram commutes:


- natural isomorphisms $\mathrm{R}_{A, B}:\left(-\circ_{A, A, B}-\right)\left(1_{\mathcal{C}(A, B)} \times i d_{A}\right) \rightarrow \rho_{\mathcal{C}(A, B)}$ and $\Lambda_{A, B}:\left(-\circ_{A, B, B}\right.$ $-)\left(i d_{B} \times 1_{\mathcal{C}(A, B)}\right) \rightarrow \lambda_{\mathcal{C}(A, B)}$, i.e. invertible 2-morphisms $R_{f}: f \circ i d_{A} \Rightarrow f$ and $\Lambda_{f}: i d_{B} \circ f \Rightarrow f$ such that for any 2-morphism $\alpha: f \rightarrow f^{\prime}$ the following diagrams commute:

where the composition of functors $F, G$ is written as concatenation $G F$ and $\alpha, \rho, \lambda$ are the associator and unitors of the monoidal category (Cat, $\times, \mathbf{1}$ )
such that the following diagram commutes
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Example 3.2.2. Any strict 2-category is a bicategory for which the natural isomorphisms $\mathrm{A}, \mathrm{R}$ and $\Lambda$ are all equalities. Reciprocally, if all of those natural isomorphisms are equalities then the bicategory is a strict 2-category.

Example 3.2.3. Monoidal categories correspond to one-object bicategories through their delooping.

Example 3.2.4. Dist is a bicategory.

Definition 3.2.5. $A$ (lax) functor between bicategories $F: \mathcal{C} \rightarrow \mathcal{D}$ is the data of:

- an assignment for each object $A \in O b(\mathcal{C})$ of an object $F(A) \in O b(\mathcal{D})$
- for each object $A, B$ a functor $F: \mathcal{C}(A, B) \rightarrow \mathcal{D}(F(A), F(B))$
- for each object $A, B, C$ a natural transformation:

i.e. a family of 2-morphisms $F_{2}(f, g): F(g) \circ F(f) \Rightarrow F(g \circ f)$ such that for any 2-morphisms $\alpha: f \Rightarrow f^{\prime}$ and $\beta: g \Rightarrow g^{\prime}$, the following square commutes:
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- for any object A, a natural transformation:

i.e. a 2-morphism $F_{0}: i d_{F(A)} \Rightarrow F\left(i d_{A}\right)$
such that the following diagrams commute:



Definition 3.2.6. A functor $F$ between bicategories is called a pseudofunctor if the $F_{2}$ and $F_{0}$ are natural isomorphisms and a strict functor if they are identities.

Definition 3.2.7. A (lax) natural transformation $\alpha: F \Rightarrow G$ between parallel functors
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$F, G: \mathcal{C} \rightarrow \mathcal{D}$ is given by a family of morphisms $\alpha_{A}: F(A) \rightarrow G(A)$ and of 2-morphisms

such that the equalities holds:


Definition 3.2.8. A pseudo-natural transformation is a natural transformation where all the $\alpha_{f}$ are invertible. A strict natural transformation is one where they are equalities.

Remark 3.2.9. Although pseudo-natural transformations can be defined between arbitrary functors, strict natural transformations only make sense between strict functors.
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### 3.3. Virtual double category

Definition 3.3.1. A virtual double category, or vdc, $\mathbb{C}$ is the data of:

- a category $\mathbb{V}(\mathbb{C})$ called its vertical category, whose morphisms are called vertical morphisms of $\mathbb{C}$
- for any objects $A_{0}, A_{1} \in \operatorname{Ob}(\mathbb{C}):=O b(\mathbb{V}(\mathbb{C}))$, a collection of horizontal morphisms $\mathbb{H}(\mathbb{C})$
- for any (possibly empty) finite chain of horizontal morphisms $p_{i}: A_{i-1} \rightarrow A_{i}$, any horizontal morphism $q: B_{0} \rightarrow B_{1}$ and any vertical morphisms $f: A_{0} \rightarrow B_{0}$ and $g: A_{n} \rightarrow B_{1}$, a collection of cells:

- for any horizontal morphism, an identity cell:

- for any composable cells, $\alpha_{i}, \beta$, i.e. of the following form:

$a \operatorname{cell} \beta\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ :
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such that

- $\alpha\left(i d_{p_{1}}, \ldots, i d_{p_{n}}\right)=\alpha=i d_{q}(\alpha)$
- $\gamma\left(\beta_{1}, \ldots, \beta_{n}\right)\left(\alpha_{1,1}, \ldots, \alpha_{n, m_{n}}\right)=\gamma\left(\beta_{1}\left(\alpha_{1,1}, \ldots, \alpha_{1, m_{1}}\right), \ldots, \beta_{n}\left(\alpha_{n, 1}, \ldots, \alpha_{n, m_{n}}\right)\right.$

Example 3.3.2. From any bicategory $\mathcal{C}$ we can define a vdc with:

- vertical category the discrete category with objects those of $\mathcal{C}$
- horizontal morphisms the 1-morphisms of $\mathcal{C}$
- cells $\alpha: p_{1}, \ldots, p_{n} \Rightarrow q$, the 2-morphisms $\alpha: p_{n} \circ \cdots \circ p_{1} \Rightarrow q$ in $\mathcal{C}$

Not every vdc with a discrete vertical category defines a bicategory though. This is because in a vdc, horizontal morphisms do not generally compose. When it is the case, we call it a (pseudo) double category.

Example 3.3.3. From any multicategory $\mathcal{M}$ we can define a vdc called its delooping $\mathcal{B}(\mathcal{M})$ with:

- vertical category the terminal category $\mathbf{1}$
- horizontal morphisms, the objects of $\mathcal{M}$
- cells, the multimap in $\mathcal{M}$

This vdc is a double category iff $\mathcal{M}$ is representable.
In particular, a monoidal category is a vdc either by considering the underlying vdc of its delooping bicategory or by considering the delooping vdc of its underlying multicategory. Both definitions coincide.

Example 3.3.4. There is a vdc Dist with:
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- vertical category Cat
- horizontal morphisms, distributors
- cells, natural transformations

Example 3.3.5. The terminal vdc 1 has:

- for vertical category the terminal category $\mathbf{1}$
- one horizontal arrow $* \rightarrow *$
- for each arity $n \geq 0$ one cell $\underline{n}$ from $n$ copies of the arrow to it:


Example 3.3.6. There is a vdc Rel with:

- vertical category Set
- horizontal morphisms relations
- a unique cell

iff for any $\left(a_{0}, a_{n}\right) \in A_{0} \times A_{n}$ if there exists $a_{i}$ for $0<i<n$ with $r_{i}\left(a_{i-1}, a_{i}\right)$ then $s\left(f\left(a_{0}\right), g\left(a_{n}\right)\right)$.

Example 3.3.7. For any category with pullbacks $\mathcal{C}$, we denote by $\operatorname{Span}(\mathcal{C})$ the virtual category with:

- vertical category $\mathcal{C}$
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Figure 3.1.: Composition in the vdc Span
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- horizontal morphisms $P: A \rightarrow B$ are spans $A \longleftarrow p_{A}-P \longrightarrow p_{B} \longrightarrow B$
- cells are morphisms from the pullback of the $P_{i}$ to $Q$ making the following diagram

- the identity cell is given by the identity cell in $\mathcal{C}$ :

- the composition of $\left(f_{i-1}, \alpha_{i}, f_{i}\right)$ and $\left(g_{0}, \beta, g_{1}\right)$ is given by

$$
\left(g_{0} \circ f_{0}, \beta \circ\left\langle\alpha_{i} \circ\left\langle\pi_{j}\right\rangle_{n_{i} \leq j \leq n_{i+1}}\right\rangle_{1 \leq i \leq k-1}, g_{1} \circ f_{k}\right)
$$

where $\pi_{i}$ is the projection of the pullback to $A_{i}$ and $\left\langle f_{i}\right\rangle$ is the unique factorisation corresponding to the universal property of the pullback, as represented in figure 3.1 where the dotted lines corresponds to the morphisms obtained by the universal property of the pullback and the blue ones corresponds to the cells being composed.

This is a virtual double category. One can check that

$$
\beta \circ\left\langle i d_{A_{i}}\left\langle\pi_{j}\right\rangle_{i \leq j \leq i}\right\rangle_{1 \leq i \leq k}=\beta \circ\left\langle\pi_{i}\right\rangle_{1 \leq i \leq k}=\beta \circ i d_{P_{1} \times_{A_{1}} \cdots \times_{A_{k}} P_{k}}=\beta
$$

and

$$
i d_{Q} \circ\left\langle\beta \circ\left\langle\pi_{j}\right\rangle_{1 \leq j \leq k}\right\rangle_{1 \leq i \leq 1}=i d_{Q} \circ \beta=\beta
$$

The associativity follows from the property of pullbacks.
Example 3.3.8. There is a vdc Ring whose:
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- objects are rings
- vertical morphisms are ring homomorphisms
- horizontal morphisms are bimodules
- cells are balanced multimorphisms with the bimodule structure on the target obtained through restriction along the vertical morphisms


Let look at this example in more detail. $A$ ring $(A,+, \times, 0,1)$ is an abelian group $(A,+, 0)$ together with a monoid structure $(A, \times, 1)$ compatible with the abelian structure, i.e. $a \times$ $(b+c)=(a \times b)+(a \times c)$. A ring homomorphism is a group homomorphism that is also a monoid homomorphism. An $(A, B)$-bimodule $\left(M,+, 0,{ }_{A} \cdot, \cdot{ }_{B}\right)$ is an abelian group $(M,+, 0)$ equipped with a left action by $A$ and a right action by B, i.e. $a_{A} \cdot\left(m+m^{\prime}\right)=$ $a_{A} \cdot m+a_{A} \cdot m^{\prime},\left(a+a^{\prime}\right)_{A} \cdot m=a_{A} \cdot m+a^{\prime}{ }_{A} \cdot m,\left(\left(a_{1} \times a_{2}\right)_{A} \cdot m=a_{1 A} \cdot\left(a_{2 A} \cdot m\right), 1_{A} \cdot m=m\right.$ and similarly for $\cdot_{B}$. $A$ balanced multimorphism $\alpha: M_{1}, \ldots, M_{n} \Rightarrow N$ from $\left(A_{i-1}, A_{i}\right)$ bimodules to a $\left(A_{0}, A_{n}\right)$-bimodule is a multivariable function $\alpha: M_{1} \times \cdots \times M_{n} \rightarrow N$ which is additive in each variable and balanced:

- $\alpha\left(m_{1}, \ldots, m_{i}+m_{i}^{\prime}, \ldots m_{n}\right)=\alpha\left(m_{1}, \ldots, m_{i}, \ldots, m_{n}\right)+\alpha\left(m_{1}, \ldots, m_{i}^{\prime}, \ldots, m_{n}\right)$
- $\alpha\left(m_{1}, \ldots, m_{i-1} \cdot_{A_{i}} a_{i}, m_{i}, \ldots, m_{n}\right)=\alpha\left(m_{1}, \ldots, m_{i-1}, a_{i A_{i}} \cdot m_{i}, m_{n}\right)$
- $a_{0} A_{0} \cdot \alpha\left(m_{1}, \ldots, m_{n}\right)=\alpha\left(a_{0} A_{0} \cdot m_{1}, \ldots, m_{n}\right)$
- $\alpha\left(m_{1}, \ldots, m_{n} \cdot A_{n} a_{n}\right)=\alpha\left(m_{1}, \ldots, m_{n}\right) \cdot A_{n} a_{n}$

Given a $\left(B_{0}, B_{1}\right)$-bimodule $N$ and ring homomorphisms $f_{i}: A_{i} \rightarrow B_{i}$ one can define a $\left(A_{0}, A_{1}\right)$-bimodule structure on $N$ by $a_{0} A_{0} \cdot m:=f_{0}\left(a_{0}\right)_{B_{0}} \cdot m$ and similarly for the right

## 3. Bicategories, double categories and virtual double categories

action. One can check that it defines an action using the fact that $f_{0}$ is a homomorphism and ${ }_{B_{0}} \cdot$ an action.

Example 3.3.9. There is a vdc Mon whose

- objects are monoids
- vertical morphisms are monoid homomorphisms
- horizon morphisms are bimodules of monoids, i.e. sets equipped with a left action by one monoid and a right action by the other
- cells are balanced multimorphims of bimodules, i.e. multivariable functions such that the image of the left action of a monoid and of its right action are equated (see the balanced multimorphisms of bimodules in Ring)

Definition 3.3.10. The examples above can be extended to monoids internal to any monoidal category $\mathcal{V}$.

As mentioned above, double categories are virtual double categories in which we can also compose horizontal morphisms (and where we have an horizontal identity). An explicit description of a double category can be given. Then, it is possible to characterise the vdcs that are the underlying vdc of a double category universally, in a similar way that we can characterise monoidal categories in multicategories. Due to lack of space, we will not recall the definition of a double category but instead directly give their characterisation in vdc. In [23] the universal cells that characterise composition are called opcartesian. We will prefer the term universal. First because we want to stay coherent with the rest of this manuscript. Also because we want to reserve this term for cartesian cells relatively to a functor of vdc in order to define pushfibrations of vdcs. We will see that universal cells are a special case of opcartesian one (relatively to the functor into the terminal vdc).

Definition 3.3.11. In a vdc $\mathbb{C}$, a cell
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there is a unique factorisation:


We call $q$ the composite of $p_{1}, \ldots, p_{n}$ and we write it $p_{n} \bullet \cdots \bullet p_{n}$.

Proposition 3.3.12. The composite of horizontal cells is unique up to unique invertible cell.

Proof. Take two universal cells:


Since $\alpha^{\prime}$ is universal we can factorise $\alpha$ through it:

and similarly, $\alpha^{\prime}$ can be factorised through $\alpha$.
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But then, we have:

which by unicity of the factorisation through $\alpha$ give $\alpha / \alpha^{\prime} \circ \alpha^{\prime} / \alpha=i d_{q}$. And similarly $\alpha / \alpha^{\prime} \circ \alpha^{\prime} / \alpha=i d_{q^{\prime}}$.

Furthermore, universal cells compose.

Proposition 3.3.13. Given universal cells
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is universal.

Proof. First, we can using associativity and unitality we have:

$$
\begin{aligned}
\beta\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) & =\beta\left(i d_{q_{1}}\left(\alpha_{1}\right), \alpha_{2}\left(i d_{p_{2,1}}, \ldots, i d_{p_{2, m_{2}}}\right), \ldots, \alpha_{n}\left(i d_{p_{n, 1}}, \ldots, i d_{p_{n, m_{n}}}\right)\right) \\
& =\beta\left(i d_{q_{1}}, \alpha_{2}, \ldots, \alpha_{n}\right)\left(\alpha_{1}, i d_{p_{2,1}}, \ldots, i d_{p_{n, m_{n}}}\right) \\
& \vdots \\
& =\beta\left(i d_{p_{1,1}}, \ldots, i d_{p_{n-1, m_{n}-1}}, \alpha_{n}\right) \ldots\left(\alpha_{1}, i d_{p_{2,1}}, \ldots, i d_{p_{n, m_{n}}}\right)
\end{aligned}
$$

i.e. we can arrange for vertical composition of cells to only have a single non-identity cell at each layer:

since $\alpha_{1}$ is universal we can factor $\gamma$ through it:


But then since $\alpha_{2}$ is universal we can factorise $\gamma / \alpha_{1}$ by it and so on. Finally, we get a unique cell $\left(\left(\left(\gamma / \alpha_{1}\right) / \ldots\right) / \alpha_{n}\right) / \beta$ such that $\gamma$ factorise through it and $\beta\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ :
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We also have that the identity cell is universal.

Proposition 3.3.14. The identity cell $1_{p}$ is universal.

Proof. It follows directly from unitality of the identity cell.

Remark 3.3.15. To gain some space we will not write the objects of the cells when it is not necessary.

We will write $1_{A}$ for the 0 -composite, i.e. the codomain of a universal cell with empty source:


Corollary 3.3.16. For any horizontal morphisms $f, g$, $h$ we have invertible cells:

- $f \bullet 1_{A} \simeq f \bullet 1_{B}$
- $(h \bullet g) \bullet f \simeq h \bullet(g \bullet f)$

Those cells satisfy the coherence law of a double category.

Proof. Since universal cells compose and composites are unique up to unique invertible cell we get the cells. The coherence law follow from unicity of the factorisation by a universal cell.

Definition 3.3.17. A vdc that admits a composite for any chain of horizontal morphisms is said to be representable.

Given a vdc $\mathbb{C}$, we write $\mathbb{H}(\mathbb{C})$ for the data of:

- the objects of $\mathbb{C}$
- the horizontal morphisms
- the cells whose vertical morphisms are identities
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Proposition 3.3.18. For a vdc $\mathbb{C}$, if $\mathbb{C}$ is representable then $\mathbb{H}(\mathbb{C})$ forms a bicategory. Example 3.3.19. The underlying vdc of a bicategory is representable with • given by horizontal composition. In fact, the vertical category of a representable vdc is discrete iff it is the underlying vdc of a bicategory.

Example 3.3.20. The delooping of a multicategory is representable iff the multicategory is. Horizontal composition is given by tensor product.

Example 3.3.21. Dist is representable with horizontal composition given by composition of distributors, i.e. by a coend.

Example 3.3.22. Recall that the terminal vdc has exactly one object $*$, one vertical morphism id $_{*}$, one horizontal morphism $* \rightarrow *$ and one cell for each arity:


It is representable with $1_{*}:=* \rightarrow *$ and $(* \rightarrow *) \bullet \cdots \bullet(* \rightarrow *):=* \rightarrow *$. In particular, its vertical category is $\mathbf{1}$ the terminal category and its horizontal bicategory is $\mathbf{1}$ the terminal bicategory.

Example 3.3.23. Rel is representable where the horizontal composition is the relation given by $a\left(R_{1} \bullet R_{0}\right) c$ iff $\exists b, a R_{0} b \wedge b R_{1} c$.

Example 3.3.24. For a category with pullbacks $\mathcal{C}, \operatorname{Span}(\mathcal{C})$ is representable with horizontal composition given by pullback.

Example 3.3.25. Ring is representable with composition of bimodules given by their tensor product. By definition, the tensor product of bimodules is characterised by the universal property of "linearising" balanced multimorphisms, i.e. it is equipped with a balanced multimorphism $M_{1}, \ldots, M_{n} \rightarrow M_{1} \otimes_{A_{1}} \cdots \otimes_{A_{n-1}} M_{n}$ that gives an equivalence between balanced multimorphisms and balanced (linear) morphisms out of the tensor product of the inputs.
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Let us construct the tensor product of the $\left(A_{i-1}, A_{i}\right)$-bimodules $M_{i}$. In the following we will use the correspondence between abelian groups and $\mathbb{Z}$-modules. First let $\left\langle M_{i}\right\rangle$ be the free $\mathbb{Z}$-module on $M_{1} \times \cdots \times M_{n}$. So its elements consist of formal sums $\sum_{i} k_{i}\left(m_{i, 1}, \ldots, m_{i_{n}}\right)$ with $k_{i} \in \mathbb{Z}$ and $m_{i, j} \in M_{j}$. We can quotient it by the ideal generated by elements of the form:

- $\left(m_{1}, \ldots, m_{i}+m_{i}^{\prime}, \ldots, m_{n}\right)-\left(m_{1}, \ldots, m_{i}, \ldots, m_{n}\right)-\left(m_{1}, \ldots, m_{i}^{\prime}, \ldots, m_{n}\right)$
- $\left(m_{1}, \ldots, m_{i-1} \cdot a_{i}, \ldots m_{n}\right)-\left(m_{1}, \ldots, m_{i-1}, a_{i} \cdot m_{i}, m_{n}\right)$
- $\left(m_{1}, \ldots, m_{i-1}, 0, m_{i+1}, \ldots, m_{n}\right)$

The abelian group that we get is the underlying abelian group of the tensor product $M_{1} \otimes_{A_{1}}$ $\cdots \otimes_{A_{n}} M_{n}$. We write its elements $\sum_{i} m_{i, 1} \otimes \ldots, \otimes m_{i, n}$. Notice that for a multivariable function $f: M_{1} \times \cdots \times M_{n} \rightarrow N$, we get a unique $\mathbb{Z}$-module morphism out of $\left\langle M_{i}\right\rangle$ whose kernel include I iff $f$ is balanced and additive. So for any balanced additive map we have the following universal property:


Following from the universal property of free module and quotient module.
We still need to define the $\left(A_{0}, A_{n}\right)$-bimodule structure on $M_{1} \otimes_{A_{1}} \cdots \otimes_{A_{n-1}} M_{n}$. The left action is inherited by the left action on $M_{1}$ in the following way:

$$
a_{0} \cdot \sum_{i} m_{i, 1} \otimes \cdots \otimes m_{i, n}:=\sum_{i}\left(a_{0} \cdot m_{i, 1}\right) \otimes \cdots \otimes m_{i_{n}}
$$

and similarly for the right action of $A_{n}$ This is well-defined: suppose that there are two representations of an element of the tensor products $\sum_{i} m_{i, 1} \otimes \cdots \otimes m_{i, n}=\sum_{j} m_{j, 1}^{\prime} \otimes \cdots \otimes$
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$m_{j, n}$ we want to prove that

$$
\sum_{i}\left(a_{0} \cdot m_{i, 1}\right) \otimes \cdots \otimes m_{i, n}=\sum_{j}\left(a_{0} \cdot m_{j, 1}^{\prime}\right) \otimes \cdots \otimes m_{j, n}
$$

for any $a_{0}$. This can be done by considering the action of $A_{0}$ on $M_{1} \times \cdots \times M_{n}$ defined by $\left(a_{0} \cdot m_{1}, \ldots, m_{n}\right)$, extend it to $\left\langle M_{i}\right\rangle$ and then prove that it sends generators of the ideal for balanced additiveness to other generators.

In particular, for $R$ a commutative ring and considering a $R$-module as a $(R, R)$ bimodule, this gives the usual tensor product of modules and balanced multimorphisms gives multilinear maps.

Remark 3.3.26. There is a subtlety about the previous example. In the format above it does not quite work for the case $n=0$ :


Indeed, when performing the construction above for $n=0$, we get that $1_{A_{0}}$ is $\mathbb{Z}$ equipped with a trivial action by $A_{0}: a_{0} \bullet z \bullet a_{0}^{\prime}=z$. This forgets everything about $A_{0}$. What we would want instead is for $1_{A_{0}}$ to be $A_{0}$ considered as an ( $A_{0}, A_{0}$ )-bimodule by multiplication. We can remedy that in two ways. One would be to simply separate the case: give the $n$-ary tensor product as above for $n>0$, and take $A_{0}$ as a bimodule for $n=0$. A more uniform approach is to define the $n$-ary composition to be $A_{0} \otimes_{A_{0}} M_{1} \otimes_{A_{1}} \cdots \otimes_{A_{n-1}} M_{n} \otimes_{A_{n}} A_{n}$ where $A_{0}$ and $A_{n}$ are considered as bimodules with multiplication. It can then be checked that the $(A, A)$-bimodule $A$ is a unit for $\otimes_{A}$. So in the case $n>0$ we get

$$
A_{0} \otimes_{A_{0}} M_{1} \otimes_{A_{1}} \cdots \otimes_{A_{n-1}} M_{n} \otimes_{A_{n}} A_{n} \simeq M_{1} \otimes_{A_{1}} \cdots \otimes_{A_{n-1}} M_{n}
$$

and in the case $n=0$ we get

$$
A_{0} \otimes_{A_{0}} A_{0} \simeq A_{0}
$$
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This subtlety also arises for $\operatorname{Span}(\mathcal{C})$ and Dist. We can also fix it in two ways, by considering the nullary case independently or by composing by $1_{A}$ on both part. For $\operatorname{Span}(\mathcal{C})$ it will be $A_{0} \times_{A_{0}} P_{0} \times_{A_{1}} \cdots \times_{A_{n-1}} P_{n} \times_{A_{n}} A_{n}$ and for Dist,

$$
\int^{a_{i}} A_{0}\left(-, a_{0}\right) \times P_{1}\left(a_{0}, a_{1}\right) \times \cdots \times P_{n}\left(a_{n-1}, a_{n}\right) \times A_{n}\left(a_{n},-\right)
$$

Example 3.3.27. For any category with reflexive coequalisers preserved by tensor product in each variable, we can define a tensor product of bimodules (of internal monoids) by the reflexive coequaliser:

$$
M_{1} \otimes A_{1} \otimes M_{2} \xrightarrow[M_{1} \otimes A_{1} \cdot]{\stackrel{A_{1} \otimes M_{2}}{\longrightarrow}} M_{1} \otimes M_{2} \longrightarrow M_{1} \otimes_{A_{1}} M_{2}
$$

A functor of vdcs is an assignment on objects, vertical and horizontal morphisms, and cells that preserves all the structure involved.

Definition 3.3.28. A functor of vdcs $F: \mathbb{C} \rightarrow \mathbb{D}$ is given by:

- a functor $F: \mathbb{V}(\mathbb{C}) \rightarrow \mathbb{V}(\mathbb{D})$ between the vertical categories
- for any horizontal morphism $p: A_{0} \rightarrow A_{1}$ in $\mathbb{C}$, one $F(p): F\left(A_{0}\right) \rightarrow F\left(A_{1}\right)$ in $\mathbb{D}$
- for any cell

in $\mathbb{C}$, one in $\mathbb{D}$ :
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such that

- $F\left(i d_{p}\right)=i d_{F(p)}$
- $F\left(\beta\left(\alpha_{1}, \ldots, \alpha_{n}\right)\right)=F(\beta)\left(F\left(\alpha_{1}\right), \ldots, F\left(\alpha_{n}\right)\right)$

Consider a functor of representable vdcs $F: \mathbb{C} \rightarrow \mathbb{D}$. Then we can consider the image of a universal cell from $\mathbb{C}$ :


Then it can be factored uniquely through the universal cell in $\mathbb{D}$ :


These cells obtained by factorisation verify coherence laws because of the unicity of said factorisation. This correspond to the definition of (lax) functor of double categories. If these cells are invertible/identities then we talk of pseudo/strict functor. If these cells are identities only for the units 1 , i.e. the nullary composite, we say that the functor is normal.

Example 3.3.29. Functors between the underlying vdc of bicategories correspond to (lax) functors of bicategories. They are pseudo/strict as functors of vdcs iff they are as functors of bicategories. Similarly for monoidal categories.

### 3.4. Monoids and modules

Given a vdc $\mathbb{C}$, we can form a new vdc $\operatorname{Mon}(\mathbb{C})$ whose objects are monoids in $\mathbb{C}$. This generalises the construction that produce a monoidal category of monoids internal to a
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monoidal category. Some examples of interest for us arise in this way.

Definition 3.4.1. Given a vdc $\mathbb{C}$, a monoid in $\mathbb{C}$ is an object $M$ and a horizontal morphisms $m: M \rightarrow M$ equipped with cells:

satisfying:


Alternatively, one could ask for an unbiased notion.
Definition 3.4.2. An unbiased monoid in $a v d c \mathbb{C}$ is an object $M$ and an horizontal morphism $m: M \rightarrow M$ equipped with for each arity $n \geq 0$ a cell from $n$ copies of $m$ to itself:

such that $m_{1}=i d_{m}$ and they compose, i.e. for any arities $n, n^{\prime}$ :
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Proposition 3.4.3. The biased and unbiased notions of monoid coincide.

Proof. If $m$ is an unbiased monoid then we have

$$
m_{2}\left(i d_{m}, m_{0}\right)=m_{2}\left(m_{1}, m_{0}\right)=m_{1}=i d_{m}
$$

and similarly for $m_{2}\left(m_{0}, i d_{m}\right)=i d_{m}$

$$
m_{2}\left(m_{2}, i d_{m}\right)=m_{2}\left(m_{2}, m_{1}\right)=m_{3}=m_{2}\left(m_{1}, m_{2}\right)=m_{2}\left(i d_{m}, m_{2}\right)
$$

So $m$ is a biased monoid.
Conversely, if $m$ is a monoid then we take $m_{0}:=m_{0}$ and $m_{n+1}:=m_{2}\left(i d_{m}, m_{n}\right)$. Notice that we have $m_{1}=i d_{m}$ and $m_{2}=m_{2}$ by the rules of a monoid.

Then let prove that $m_{2}\left(m_{n}, m_{n^{\prime}}\right)=m_{n+n^{\prime}}$ by induction:

- for $n=0$,

$$
m_{2}\left(m_{0}, m_{n^{\prime}}\right)=\left(m_{2}\left(m_{0}, i d_{m}\right)\right)\left(m_{n^{\prime}}\right)=i d_{m}\left(m_{n^{\prime}}\right)=m_{n^{\prime}}
$$

where the second equality use the fact that $m$ is a monoid

- now suppose that it is true for $n$,

$$
\begin{aligned}
m_{2}\left(m_{n+1}, m_{n^{\prime}}\right) & \left.=m_{2}\left(m_{2}\left(i d_{m}, m_{n}\right), m_{n^{\prime}}\right)\right) \\
& =m_{2}\left(m_{2}, i d_{m}\right)\left(i d_{m}, m_{n}, m_{n^{\prime}}\right) \\
& =m_{2}\left(i d_{m}, m_{2}\right)\left(i d_{m}, m_{n}, m_{n^{\prime}}\right) \\
& =m_{2}\left(i d_{m}, m_{2}\left(m_{n}, m_{n^{\prime}}\right)\right) \\
& =m_{2}\left(i d_{m}, m_{n+n^{\prime}}\right) \\
& =m_{n+n^{\prime}+1}
\end{aligned}
$$

Definition 3.4.4. A morphism of monoids $(f, F):(M, m) \rightarrow\left(M^{\prime}, m^{\prime}\right)$ is a pair of a vertical morphisms $f: M \rightarrow M^{\prime}$ and a cell $F: m \Rightarrow m^{\prime}$ with horizontal domain and
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codomain $f$ that preserves the multiplication cells of the monoids, i.e.:


Definition 3.4.5. A module from $(M, m)$ to $(N, n)$ or $(M, N)$-module is an horizontal morphism $p: M \rightarrow N$ with a left action by $m$ and a right action by $n$, i.e. cells:

such that applying $\cdot$ to a multiplication consists of applying it multiple times, i.e.:


Definition 3.4.6. Given modules $p_{i}$ from $\left(M_{i-1}, m_{i-1}\right)$ to $\left(M_{i}, m_{i}\right)$ and $q$ from $\left(N_{0}, n_{0}\right)$ to $\left(N_{1}, n_{1}\right)$, a module multimorphism $\alpha: p_{1}, \ldots, p_{n} \Rightarrow q$ is a cell in $\mathbb{C}$ that

- respects the action externally, i.e.:

- is balanced, i.e. respects the action internally:


Proposition 3.4.7. Monoids and monoid morphisms in $\mathbb{C}$ form a category with identity and composition inherited from $\mathbb{C}$.

Proof. These form a category by unitality and associativity of vertical morphisms and cells in $\mathbb{C}$.

Proposition 3.4.8. The identity cell is a module multimorphism and these compose.
Proof. For the identity it follows from unitality and for composition it uses associativity. For example the proof that the composite respect left action is given in figure 3.2.

So we can define a vdc $\operatorname{Mon}(\mathbb{C})$.
Definition 3.4.9. $\operatorname{Mon}(\mathbb{C})$ is the virtual double category with:
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Figure 3.2.: Left action on the composition
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- objects, monoids
- vertical morphisms, monoid morphisms,
- horizontal morphisms, modules
- cells, module multimorphisms

Example 3.4.10. Let $\mathcal{C}$ be a multicategory considered as a vdc with one object. Then we get the usual notion of monoids, bimodules and their morphisms internal to $\mathcal{C}$. In particular for Ab and Set we get Ring and Mon.

Example 3.4.11. Mon(Span) = Dist.

## Part III.

Fibrations

Fibrations have been introduced by Grothendieck in the context of of descent theory in [36] under the name catégories fibrées, fibered categories. Since then, they have been used in diverse contexts, for example to define categorical models of dependent type (see [44]). In this thesis, we will take the point-of-view of considering functors as type refinement systems advertised in [67].

A fibration of categories is a functor $p: \mathcal{E} \rightarrow \mathcal{B}$ such that for any morphism $f: A \rightarrow B$ in $\mathcal{B}$ and any object $S$ in $\mathcal{E}$ such that $p(S)=B$ one can compute an object $R$ in $\mathcal{E}$, called the pullback of $R$ along $f$, such that $p(R)=A$ equipped with a map $\varphi: R \rightarrow S$ such that $p(\varphi)=f$ satisfying some universal property. One intuition for understanding fibrations is given by the example $\mathcal{U}:$ SubSet $\rightarrow$ Set where SubSet is the category whose objects $(A, R \subseteq A)$ are sets equipped with a subset and morphisms $f:(A, R) \rightarrow(B, S)$ are functions such that $f(R) \subseteq S$, and $\mathcal{U}$ is the functor forgetting the subset. Then, given a function $f: A \rightarrow B$ and a subset $S \subseteq B$, the pullback of $S$ along $f$ is the inverse image $f^{-1}(S)$. Using Set as a denotational semantics for a programming language and a subset of (the interpretation of) a type as a property of this type, the pullback can be use to interpret the weakest precondition of Hoare logic (see [67] for more on this). Similarly, an opfibration is a functor $p: \mathcal{E} \rightarrow \mathcal{B}$ such that for any map $f: A \rightarrow B$ in $\mathcal{B}$ and any object $R \in \mathcal{E}$ with $p(R)=A$ there is a universal choice of an object $S$ called the pushforward of $R$ along $f$. It corresponds to the image $f(R)$ in $\mathcal{U}$ : SubSet $\rightarrow$ Set and can be used to interpret the strongest postcondition in Hoare logic.

In a different direction, Hermida noticed that the universal property of a pushforward is similar to the universal property of the tensor product in a multicategory. To formalise this connection, he defines a notion of opfibration of multicategories in [39]. He then proves that tensor products are a particular case of pushforwards, namely the pushwards for the unique functor $\mathcal{M} \rightarrow \mathbf{1}$ into the terminal multicategory. Under this reading, the pushforward of a family of objects $\left(R_{i}\right)_{i}$ along a multimap $f: A_{1}, \ldots, A_{n} \rightarrow B$ is akin to a tensor product parametrised by $f$, hence in this thesis we will take the convention of denoting it by $\otimes_{f}\left(R_{1}, \ldots, R_{n}\right)$.

In the first chapter of this part, we will define a notion of bifibration of polycategories. We will show that pullbacks and pullforwards correspond to parametrised version of the universal objects introduced earlier. Namely, when considering the unique functor $\mathcal{P} \rightarrow \mathbf{1}$, they will correspond exactly to the universal objects. In other words, a polycategory $\mathcal{P}$ is birepresentable iff $\mathcal{P} \rightarrow \mathbf{1}$ is a bifibration.

The notion of bifibration can also be leveraged to lift a model of MLL to a more refined one. That is, given a bifibration of polycategories $p: \mathcal{E} \rightarrow \mathcal{B}$, if $\mathcal{B}$ is birepresentable then so is $\mathcal{E}$. The tensor in $\mathcal{E}$ is given by pushing along the universal map of the tensor in $\mathcal{B}$, and its par by pulling along the universal map of the par. We will illustrate this by recovering the birepresentability of $\mathbf{F B a n}_{1}$ from the bifibrational property of the forgetful functor $\mathcal{U}: \mathbf{F B a n}_{1} \rightarrow \mathbf{F V e c t}$. In particular, this explains the connection between the projective and injective norms being the norms of $\otimes$ and $\mathcal{P}$, and the fact that these are the largest and smallest crossnorm.

Finally, in a second chapter we will define a notion of opfibration of virtual double categories. In this context, it will be a functor of vdcs $p: \mathbb{E} \rightarrow \mathbb{C}$ where lists of composable horizontal maps can be pushed along cells. This will provide a parametrised notion of composition of horizontal maps. Opfibrations of vdcs will be used in the next part on the Grothendieck construction.

As far as the author is aware, everything in this part is original material. It has been highly influenced by Mellies and Zeilberger's perspective on fibrations (see [67, 68]) as well as Hermida's work on fibrations of multicategories [39].

## 4. Bifibrations of polycategories

In this section we introduce a notion of bifibration of polycategories, and prove that a polycategory is a representable polycategory with duals just in case it is bifibred over 1. We find it convenient to begin by adapting some terminological and notational conventions from the study of type refinement systems [67, 68].

### 4.1. Definitions

Definition 4.1.1. A poly-refinement system is defined as a functor of polycategories $p: \mathcal{E} \rightarrow \mathcal{B}$. Explicitly, $p$ sends objects $R \in \mathcal{E}$ to objects $p(R) \in \mathcal{B}$ and polymaps $\psi: R_{1}, \ldots, R_{m} \rightarrow S_{1}, \ldots, S_{n}$ in $\mathcal{E}$ to polymaps $p(f): p\left(R_{1}\right), \ldots, p\left(R_{m}\right) \rightarrow p\left(S_{1}\right), \ldots, p\left(S_{n}\right)$ in $\mathcal{B}$ in such a way that identities and composition are preserved strictly. We write $R \sqsubset A$ (pronounced " $R$ refines $A$ ") to indicate that $p(R)=A$, and extend this to lists of objects in the obvious way, writing $\Pi \sqsubset \Gamma$ to indicate that $\Pi=R_{1}, \ldots, R_{n}$ and $\Gamma=A_{1}, \ldots, A_{n}$ for some $R_{1} \sqsubset A_{1}, \ldots, R_{n} \sqsubset A_{n}$. Finally, we write $\psi: \Pi \underset{f}{\Longrightarrow} \Sigma$ to indicate that $\psi$ is a polymap $\Pi \rightarrow \Sigma$ in $\mathcal{E}$ such that $p(\psi)=f$, with the implied constraint that $f: \Gamma \rightarrow \Delta$ where $\Pi \sqsubset \Gamma$ and $\Sigma \sqsubset \Delta$.

Remark 4.1.2. We will draw poly-refinement systems vertically. The top diagram will be in $\mathcal{E}$ and the bottom one in $\mathcal{B}$ with objects and polymaps directly above their image, e.g. preservation of composition is given by:
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Definition 4.1.3. Fix $p: \mathcal{E} \rightarrow \mathcal{B}$ a poly-refinement system and $\psi: \Pi_{1}, R, \Pi_{2} \underset{g}{\Longrightarrow} \Sigma a$ polymap in $\mathcal{E}$ with $R \sqsubset A . \psi$ is $\underline{\text { in-cartesian in } R}$ (relative to $p$ ), written $\psi: \Pi_{1}, \underline{R}, \Pi_{2} \underset{g}{\Longrightarrow}$ $\Sigma$, if for any polymap $\xi: \Pi_{1}, \Pi, \Pi_{2} \underset{g \circ A f}{\Longrightarrow} \Sigma_{1}, \Sigma, \Sigma_{2}$ there exists a unique polymap $\psi \backslash \xi$ : $\Pi \underset{f}{\Longrightarrow} \Sigma_{1}, R, \Sigma_{2}$ such that $\xi=\psi \circ_{R}(\psi \backslash \xi)$.

Dually, $\varphi: \Pi \Longrightarrow \Sigma_{1}, S, \Sigma_{2}$, with $S \sqsubset B$, is out-cartesian in $S$, written $\varphi: \Pi \Longrightarrow$ $\Sigma_{1}, \underline{S}, \Sigma_{2}$, if for any polymap $\xi: \Pi_{1}, \Pi, \Pi_{2} \underset{\text { gob } f}{\Longrightarrow} \Sigma_{1}, \Sigma, \Sigma_{2}$ there is a unique polymap $\xi / \varphi$ : $\Pi_{1}, S, \Pi_{2} \underset{g}{\Longrightarrow} \Sigma$ such that $\xi=(\xi / \varphi) \circ_{S} \varphi$.

Graphically, the definitions are summarised by the following diagram:


Proposition 4.1.4. In-cartesian polymaps compose, in the sense that if $\varphi: \Pi_{1}, \underline{R}, \Pi_{2} \underset{g}{\longrightarrow}$ $\Sigma_{1}, S, \Sigma_{2}$ and $\psi: \Pi_{1}^{\prime}, \underline{S}, \Pi_{2}^{\prime} \Longrightarrow \underset{f}{\Longrightarrow} \Sigma^{\prime}$ then $\psi \circ_{S} \varphi: \Pi_{1}^{\prime}, \Pi_{1}, \underline{R}, \Pi_{2}, \Pi_{2}^{\prime} \underset{\text { gob } f}{\Longrightarrow} \Sigma_{1}, \Sigma^{\prime}, \Sigma_{2}$. Similarly, out-cartesian maps compose in the sense that if $\varphi: \Pi \underset{g}{\Longrightarrow} \Sigma_{1}, \underline{S}, \Sigma_{2}$ and $\psi: \Pi_{1}^{\prime}, S, \Pi_{2}^{\prime} \Longrightarrow \underset{f}{\Longrightarrow}$ $\Sigma_{1}^{\prime}, \underline{T}, \Sigma_{2}^{\prime}$ then $\psi \circ_{S} \varphi: \Pi_{1}^{\prime}, \Pi, \Pi_{2}^{\prime} \underset{\text { o }_{B} f}{\longrightarrow} \Sigma_{1}, \Sigma_{1}^{\prime}, \underline{T}, \Sigma_{2}^{\prime}, \Sigma_{2}$.

Proof. Given $\xi: \Pi_{1}^{\prime}, \Pi_{1}, \Pi^{\prime \prime}, \Pi_{2}, \Pi_{2}^{\prime} \underset{p\left(\psi \circ_{S \varphi}\right)_{\circ_{A} d}}{\Longrightarrow} \Sigma_{1}^{\prime \prime}, \Sigma_{1}, \Sigma_{1}^{\prime}, T, \Sigma_{2}^{\prime}, \Sigma_{2}, \Sigma_{2}^{\prime \prime}$. By functoriality of $p$ and associativity of composition we have

$$
p(\xi)=\left(p(\psi) \circ_{B} p(\varphi)\right) \circ_{A} d=p(\psi) \circ_{B}\left(p(\varphi) \circ_{A} d\right)
$$

Since $\psi$ is in-cartesian in $S$ there is a unique polymap $\epsilon$ such that $p(\epsilon)=p(\varphi) \circ_{A} d$ and $\xi=\psi \circ_{S} \epsilon$. Now since $\varphi$ is in-cartesian an $R$ there is a unique polymap $\delta$ such that $p(\delta)=d$ and $\epsilon=\varphi \circ_{R} \delta$. Putting these two results together there is a unique polymap $\delta$ such that $p(\delta)=d$ and $\xi=\psi \circ_{S}\left(\varphi \circ_{R} \delta\right)=\left(\psi \circ_{S} \varphi\right) \circ_{R} \delta$. Which proves that $\psi \circ_{S} \varphi$ is in-cartesian in $R$.

Definition 4.1.5. A poly-refinement system $p: \mathcal{E} \rightarrow \mathcal{B}$ is said to be a pull-fibration if for any $f: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ in $\mathcal{B}$ and any $\Pi_{1} \sqsubset \Gamma_{1}, \Pi_{2} \sqsubset \Gamma_{2}$, and $\Sigma \sqsubset \Delta$ there is an object $>_{f}\left(\Pi_{1} \backslash \Sigma / \Pi_{2}\right) \sqsubset$ A together with an in-cartesian polymap $\Pi_{1}, 叉_{f}\left(\Pi_{1} \backslash \Sigma / \Pi_{2}\right), \Pi_{2} \Longrightarrow \Sigma$. Dually, $p$ is said to be a push-fibration if for any $f: \Gamma \rightarrow \Delta_{1}, B, \Delta_{2}$ in $\mathcal{B}$ and any $\Pi \sqsubset \Gamma$, $\Sigma_{1} \sqsubset \Delta_{1}$, and $\Sigma_{2} \sqsubset \Delta_{2}$ there is an object $\otimes_{f}\left(\Sigma_{1} \backslash \Pi / \Sigma_{2}\right) \sqsubset B$ together with an outcartesian polymap $\Pi \underset{f}{\Longrightarrow} \Sigma_{1}, \otimes_{f}\left(\Sigma_{1} \backslash \Pi / \Sigma_{2}\right), \Sigma_{2}$. Finally, $p$ is said to be a bifibration if it is both a pull-fibration and a push-fibration.

Remark 4.1.6. When pulling along a map $f: A \rightarrow \Delta$ with only one input, we will write $\chi_{f}(\Sigma)$ as shorthand for $\mathcal{P}_{f}(\backslash \Sigma /)$. Similarly when pushing along a map $f: \Gamma \rightarrow A$, we will write $\otimes_{f}(\Gamma)$ for $\otimes_{f}(\backslash \Gamma /)$.

## 4.2. $*$-autonomous categories as <br> bifibrations of polycategories

Proposition 4.2.1. Let $\mathcal{P}$ be a polycategory. A polymap $u: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ (resp. $u$ : $\Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ ) is out-universal (resp. in-universal) in $A$ iff it is out-cartesian (resp. incartesian) with respect to the unique functor $\mathcal{P} \rightarrow \mathbf{1}$ into the terminal polycategory.
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Proof. Consider the definition of cartesian polymaps in If the bottom polycategory is $^{\text {I }}$ the terminal one, then there is only one choice of polymap of each arity and the bottom part of the diagram as no information. So in-cartesian and out-cartesian in this case only amounts to the unique factorisation property displayed on the top of the diagram. This is exactly the factorisation property of universal polymaps.

Proposition 4.2.2. $\mathcal{P}$ is a birepresentable polycategory iff $\mathcal{P} \rightarrow \mathbf{1}$ is a bifibration of polycategories.

So we get from the equivalence between birepresentable polycategories and $*$-autonomous categories.

Theorem 4.2.3. There is an equivalence between *-autonomous categories and bifibrations over the terminal polycategory 1 .

We also expect that this result may be stated more precisely as an equivalence of 2-categories, but we leave this to future work.

One application of Theorem 4.2.3 is that it provides a way of decomposing a *-autonomous structure on a category, using elementary facts about cartesian polymaps.

Proposition 4.2.4. For $p: \mathcal{P} \rightarrow \mathcal{E}$ and $q: \mathcal{E} \rightarrow \mathcal{B}$ poly-refinement systems and $\psi:$ $\Pi_{1}, R, \Pi_{2} \underset{g}{\Longrightarrow} \Sigma$ a polymap in $\mathcal{P}$, if $\psi$ is $p$-in-cartesian in $R \sqsubset A$ and $g$ is $q$-in-cartesian in $A \sqsubset X$ then $\psi$ is $q \circ p$-in-cartesian in $R \sqsubset X$.

Proof. Consider a polymap $\xi$ in $\mathcal{P}$ such that $(q \circ p)(\xi)=(q \circ p)(\psi) \circ d$. Then $q(p(\xi))=$ $q(p(\psi)) \circ d=q(g) \circ d$. Since $g$ is $q$-in-cartesian there is a unique polymap $g \backslash p(\xi)$ with $q(g \backslash p(\xi))=d$ such that

$$
p(\xi)=g \circ(g \backslash p(\xi))=p(\psi) \circ(g \backslash p(\xi))
$$

Now since $\psi$ is $p$-in-cartesian there is a unique polymap $\psi \backslash \xi$ with $p(\psi \backslash \xi)=g \backslash p(\xi)$ such that

$$
\xi=\psi \circ(\psi \backslash \xi)
$$
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But then,

$$
(q \circ p)(\psi \backslash \xi)=q(g \backslash p(\xi))=g
$$

So $\psi$ is $(q \circ p)$-in-cartesian.

Remark 4.2.5. Similarly, a $p$-out-cartesian polymap over a $q$-out-cartesian polymap is $(q \circ p)$-out-cartesian.

Proposition 4.2.6. Let $p: \mathcal{E} \rightarrow \mathcal{B}$ be a poly-refinement system, and suppose that $\mathcal{B}$ is *-representable. If $\mathcal{E}$ has all in-cartesian liftings of in-universal polymaps and all outcartesian liftings of out-universal polymaps then $\mathcal{E}$ is $a *$-representable polycategory.

Proof. By Propositions 4.2.1 and 4.2.4.

### 4.3. Frobenius monoids

Definition 4.3.1. In a polycategory $\mathcal{P}$ a Frobenius monoid is an object $A$ equipped with a polymap $\overline{(m, n)_{A}}: A^{m} \rightarrow A^{n}$ for each $m, n \in \mathbb{N}$ such that $\overline{(1,1)_{A}}=i d_{A}$ and these polymaps are stable under composition.

Proposition 4.3.2. Equivalently a Frobenius monoid in $\mathcal{P}$ is a functor $F: \mathbf{1} \rightarrow \mathcal{P}$.

Proof. The Frobenius monoid corresponds to $F(*)$ and the polymaps $\overline{(m, n)_{F(*)}}$ to $F(\overline{(m, n)})$. The properties needed on the polymaps are exactly functoriality of $F$.

Remark 4.3.3. For $\mathcal{P}$ representable with $\otimes=\mathcal{P}$, this reduces to the unbiased definition of a Frobenius monoid in a monoidal category.

Definition 4.3.4. Given a poly-refinement system $p: \mathcal{E} \rightarrow \mathcal{B}$ and a Frobenius monoid $A$ in $\mathcal{B}$ the polyfiber of $p$ over $A$, noted $p^{-1}(A)$ is the subcategory of $\mathcal{E}$ whose objects and polymaps are sent by $p$ to $A$ and the $\overline{(m, n)_{A}}$.

Proposition 4.3.5. $p^{-1}(A)$ is equivalent to the following pullback:
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We have that bifibrations are stable under pullback.

Proposition 4.3.6. Given a poly-refinement system $p: \mathcal{E} \rightarrow \mathcal{B}$ and a functor $s: \mathcal{B}^{\prime} \rightarrow \mathcal{B}$, let $\mathcal{E} \times{ }_{\mathcal{B}} \mathcal{B}^{\prime}$ be the pullback.


For a polymap $f: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ in $\mathcal{B}^{\prime}$ and lists of objects $\Pi_{1}, \Pi_{2}, \Sigma$ in $\mathcal{E} \times_{\mathcal{B}} \mathcal{B}^{\prime}$ lying over $\Gamma_{1}, \Gamma_{2}$ and $\Delta$, if there is a pullback $\mathcal{P}_{s(f)}\left(\pi_{1}\left(\Pi_{1}\right) \backslash \pi_{1}(\Sigma) / \pi_{1}\left(\Pi_{2}\right)\right)$ in $\mathcal{E}$ then there is a pullback $\mathcal{\gamma}_{f}\left(\Pi_{1} \backslash \Sigma / \Pi_{2}\right)$ in $\mathcal{E} \times \mathcal{B} \mathcal{B}^{\prime}$.

Proof. $\mathcal{E} \times{ }_{\mathcal{B}} \mathcal{B}^{\prime}$ is the polycategory whose objects are pairs of objects $\left(E, B^{\prime}\right)$ of $\mathcal{E}$ and $\mathcal{B}$ such that $p(E)=s\left(B^{\prime}\right)$ and whose polymaps are pairs of polymaps $\left(f, b^{\prime}\right)$ such that $p(f)=s\left(b^{\prime}\right)$.

Let us consider a polymap $f: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ in $\mathcal{B}^{\prime}$ and lists of objects $\left(\Pi_{1}, \Gamma_{1}\right),\left(\Pi_{2}, \Gamma_{2}\right),(\Sigma, \Delta)$ in $\mathcal{E} \times{ }_{\mathcal{B}} \mathcal{B}^{\prime}$.

From the pullback $\mathcal{P}_{s(f)}\left(\Pi_{1} \backslash \Sigma / \Pi_{2}\right)$ in $\mathcal{E}$ with in-cartesian polymap $\varphi: \Pi_{1}, \mathcal{X}_{s(f)}\left(\Pi_{1} \backslash \Sigma / \Pi_{2}\right), \Pi_{2} \rightarrow$ $\Sigma$ we get a pullback $\mathcal{P}_{f}\left(\left(\Pi_{1}, \Gamma_{1}\right) \backslash(\Sigma, \Delta) /\left(\Pi_{2}, \Gamma_{2}\right)\right):=\left(\mathcal{P}_{s(f)}\left(\Pi_{1} \backslash \Sigma / \Pi_{2}\right), A\right)$ with in-cartesian polymap $(\varphi, f)$. To prove that $(\varphi, f)$ is incartesian we need to show that any polymap ( $\psi, f \circ h$ ) can be decomposed uniquely as

$$
(\psi, f \circ h)=(\varphi, f) \circ(\varphi, f) \backslash(\psi, f \circ h)
$$

We can take $(\varphi, f) \backslash(\psi, f \circ h):=(\varphi \backslash \psi, h)$ using that $\varphi$ is incartesian and functoriality to prove that $p(\varphi \backslash \psi)=s(h)$.

Remark 4.3.7. Similarly if the pushforward exists in $\mathcal{E}$ it exists in $\mathcal{E} \times{ }_{\mathcal{B}} \mathcal{B}^{\prime}$.

In particular, if we can push and pull along the polymap defining a Frobenius monoid, then the fibre over the Frobenius monoid is birepresentable.

Corollary 4.3.8. Given a poly-refinement system $p: \mathcal{E} \rightarrow \mathcal{B}$ and a Frobenius monoid $\left(A,\left\{\overline{(m, n)_{A}}\right\}\right)$ in $\mathcal{B}$ if all in-cartesian and out-cartesian liftings of $\overline{(m, n)_{A}}$ exist then $p^{-1}(A)$ is birepresentable.

### 4.4. Examples

Example 4.4.1. Let $\mathcal{E}$ and $\mathcal{B}$ be ordinary categories considered as degenerate polycategories with only unary co-unary maps (i.e., polymaps of arity and co-arity 1), and let $p: \mathcal{E} \rightarrow \mathcal{B}$ be an ordinary (strict) functor. Then $p$ is a pull-fibration, push-fibration or bifibration just in case it is an ordinary (Grothendieck) fibration, opfibration or bifibration. Similarly, if $\mathcal{E}$ and $\mathcal{B}$ are multicategories considered as polycategories with only co-unary maps, then $p$ is a push-fibration just in case it is a covariant fibration of multicategories in the sense of Hermida [39], and more generally the polycategorical notions of pullback and pushforward coincide with the multicategorical ones described in [40, 61].

Example 4.4.2. The forgetful functor $\mathbf{C a t}_{*} \rightarrow \mathbf{C a t}$ from the category of pointed (small) categories to the category of (small) categories is an opfibration of 2-categories. The pushforward of $(\mathcal{A}, A)$ along $F: \mathcal{A} \rightarrow \mathcal{B}$ is $(\mathcal{B}, F(A))$. Similarly the forgetful functor $\mathbf{A d j}_{*} \rightarrow \mathbf{A d j}$ of pointed adjunctions is a bifibration of 2-categories. Here a pointed adjunction between pointed categories $(\mathcal{A}, A)$ and $(\mathcal{B}, B)$ consist of an adjunction $F \dashv G: \mathcal{A} \rightarrow \mathcal{B}$ and a morphism $f: F(A) \rightarrow B$ in $\mathcal{B}$ - or equivalently of a morphism $g: A \rightarrow G(B)$ in $\mathcal{A}$. The pushforward is given by the image by $F$ while the pullback is given by the image of G. While working on the polycategorical Grothendieck correspondences we will define the 2-polycategory of multivariable adjunction MAdj. It also has a pointed variant $\mathbf{M A d j} \mathbf{j}_{*}$. The forgetful functor induced is a bifibration of 2-polycategories.

Example 4.4.3. Consider a multicategories $\mathcal{E}$ and $\mathcal{B}$ as polycategories with only counary polymaps. A push-fibration then correspond to an opfibration of multicategories
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as defined in [39]. Then, a multicategory $\mathcal{E}$ is representable iff it is opfibred over the terminal multicategory 1. We also get a notion of fibration of multicategories from by asking for a pull-fibration of the polycategories. In it a pullback $\mathcal{X}_{f}\left(\Gamma_{1} \backslash A / \Gamma_{2}\right)$ can be seen as a parametrised notion of internal hom $\Gamma_{1} \multimap_{f} A \circ \Gamma_{2}$. Indeed, a multicategory is fibred over the terminal one iff it is closed. Putting these two results together, a multicategory is bifibred over $\mathbf{1}$ iff it is the underlying multicategory of a monoidal closed category.

Example 4.4.4. From the example above we get a notion of fibration of monoidal categories. Monoidal bifibrations have been studied in [80]. While monoidal opfibrations correspond to opfibrations of representable multicategories, this is not the case for monoidal fibrations. This is because in monoidal fibrations, $\otimes$ should preserves the in-cartesian morphisms. However, since the tensor is defined as a pushforward it only preserves opcartesian morphisms.

It is however possible to recover the notion of monoidal fibration using pull-fibrations of polycategories.

Example 4.4.5. Given a functor of multicategories $p: \mathcal{E} \rightarrow \mathcal{B}$, one can define a functor of polycategories $p^{\mathrm{op}}: \mathcal{E}^{\mathrm{op}} \rightarrow \mathcal{B}^{\mathrm{op}}$ where $\mathcal{E}^{\mathrm{op}}$ is the polycategory with only unary polymaps $A \rightarrow \Gamma$ corresponding to multimaps $\Gamma \rightarrow A$ in $\mathcal{E}$, and similarly for $\mathcal{B}$. If the multicategories $\mathcal{E}$ and $\mathcal{B}$ are representable then their tensor products define par products in $\mathcal{E}^{\mathrm{op}}$ and $\mathcal{B}^{\mathrm{op}}$ and $p$ is a monoidal fibration iff $p^{\mathrm{op}}$ is a pull-fibration.

We proved that an opfibration of multicategories $p: \mathcal{E} \rightarrow \mathbf{1}$ defines a monoidal category. Furthermore, a functor $\mathbf{1} \rightarrow \mathcal{E}$ is a monoid internal to $\mathcal{E}$. This let us define a monoid internal to a monoidal category as a section of an opfibration into $\mathbf{1}$, the free multicategory containing a monoid. This recipe can be extended to other algebraic structures by:

- considering the free multicategory/category containing such an structure
- an opfibration/bifibration over it will be a categorified version of the algebraic structure
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- a section of it will be an an internal version of it

An another example that we encounter is for Frobenius monoids internal to $*$-autonomous categories.

Example 4.4.6. Recall that Act is the free multicategory containing a monoid action. It has two objects $*, \star$, a family of multimaps making $*$ a monoid and a family of multimaps defining an action of $*$ on $\star$.

Consider a functor of multicategories $p: \mathcal{E} \rightarrow$ Act. The polyfibre over the monoid $*$, $p^{-1}(*)$ defines a multicategory. It consists of all the objects in $\mathcal{E}$ sent to $*$ and all the multimaps in $\mathcal{E}$ sent to the multiplication of $*$. The fibre over $\star p^{-1}(\star)$ defines a category. If $p$ is an opfibration then $p^{-1}(*)$ is representable. Furthermore, by pushing objects of $p^{-1}(*)$ over the action in Act, we get an action $p^{-1}(*)$ on $p^{-1}(\star)$, namely an actegory. This defines a correspondence between actegories and opfibred multicategories over Act. A section of $p$ is then a monoid action internal to an actegory. This is a monoid internal to the monoidal category acting on an object of the category acted on in a coherent way. If instead of an opfibration $p: \mathcal{E} \rightarrow$ Act we only have pushforwards over the actions (but not the multiplication) this defines a multicategory acting on a category.

Remark 4.4.7. The fact that opfibrations/bifibrations give a categorified version of the algebraic structures is explained by the Bénabou-Grothendieck correspondence that we will explore at the end of this thesis. For example, an opfibration of multicategories $\mathcal{E} \rightarrow \mathcal{B}$ correspond to a pseudofunctor $\mathcal{B} \rightarrow \mathbf{C a t}$. When $\mathcal{B}$ is the free multicategory on an algebraic structure, this gives a non-strict version of this algebraic structure in Cat.

Remark 4.4.8. Instead of Act it should be possible to define PolyAct, the free polycategory containing a monoid $*$ acting on a Frobenius monoid $\star$. Then by considering some fibred structures on a functor of polycategories $p: \mathcal{E} \rightarrow$ PolyAct we should recover the polyactegories and linear actegories of [20].
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### 4.5. Forgetful functor from Banach spaces

We will use proposition 4.2 .4 to derive the birepresentability of the polycategory $\mathbf{F B a n}_{1}$ defined in 2.6. In order to do that we consider the forgetful functor $\mathbf{F B a n}_{1} \rightarrow$ FVect. We want to characterise the polymaps that admit cartesian liftings.

In the following, given a finite list of Banach spaces $\left(A_{i},\|-\|_{A_{i}}\right)$ with $\Gamma:=A_{1}, \ldots, A_{n}$ we will write $\|-\|_{\Gamma}:=\|-\|_{A_{1}} \ldots\|-\|_{A_{n}}$ in equations. We will also write $\|-\|_{\Gamma}:=$ $\|-\|_{A_{1}}, \ldots,\|-\|_{A_{n}}$ for the list of the norms.

Given a polylinear map $g: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ and norms $\|-\|_{\Gamma_{i}},\|-\|_{\Delta}$ we want to define a norm on $A\|-\|_{g}$ that is a pullback. In particular, it should make $g$ contractive. That is, if $\|x\|_{g} \leq 1$ and given $\vec{a}^{k}, \vec{\varphi}$ composed of subunits, i.e., vectors of norm lesser than 1, we should have $\left|(\vec{\varphi}) g\left(\vec{a}^{1}, x, \vec{a}^{2}\right)\right| \leq 1$. To ensure that we will ask that it is true for their supremum.

Definition 4.5.1. Given $g: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ a polylinear map with norms $\|-\|_{\Gamma},\|-\|_{\Delta_{i}}$, we define a function $\|-\|_{g}: A \rightarrow \mathbb{K}$ by

$$
\|x\|_{g}:=\sup _{\substack{\vec{a}^{k} \in \Gamma^{k}, \vec{\phi} \in \Delta^{*} \\\left\|a_{i}^{k}\right\|_{A_{i}^{k}} \leq 1,\left\|\varphi_{j}\right\|_{B_{j}^{*}} \leq 1}}\left|(\vec{\varphi}) g\left(\vec{a}^{1}, x, \vec{a}^{2}\right)\right|
$$

This does not define a norm in general. Indeed, take $g: A \rightarrow B$ for simplicity. Then $\|x\|_{g}:=\sup _{\|\varphi\|_{B^{*}} \leq 1}|(\varphi) g(x)|$. Now $\|x\|_{g}=0$ iff for any $\|\varphi\|_{A^{*}} \leq 1$, we have $\varphi(g(x))=0$, which is true iff $g(x)=0$. Then if $g$ is not injective, there an element $x \neq 0$ such that $\|x\|_{g}=0$.

Proposition 4.5.2. $\|-\|_{g}$ defines a pseudonorm on $A$.
Proof. This follows from linearity of $g$ and the properties of the norms.
We want to characterise the polymaps for which this is a norm.
Definition 4.5.3. $g$ is injective in $A$ - or $\underline{A}$-injective - if

$$
\left(\forall \overrightarrow{a^{i}}, \forall \vec{\varphi},(\vec{\varphi}) g\left(\overrightarrow{a^{1}}, x, \overrightarrow{a^{2}}\right)=0\right) \Rightarrow x=0
$$
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Definition 4.5.4. The $\underline{A \text {-kernel of } g \text { is the set }}$

$$
\operatorname{Ker}_{A}(g):=\left\{x \in A \mid(\vec{\varphi}) g\left(\overrightarrow{a^{1}}, x, \overrightarrow{a^{2}}\right)=0 \forall \overrightarrow{a^{i}}, \forall \vec{\varphi}\right\}
$$

The $A$-kernel of $g$ forms a vector space. $g$ is $A$-injective iff its $A$-kernel is trivial. Remark 4.5.5. A polylinear map $g: A \rightarrow B$ is $A$-injective if it is injective as a linear map. Proposition 4.5.6. $\|-\|_{g}$ is a norm iff $g$ is $A$-injective.

It is worth noticing that the fact that it is a norm only depends on $g$ and not on any properties of the norms on $\Gamma_{i}$ and $\Delta$.

Proposition 4.5.7. For $g A$-injective and norms on $\Gamma$ and $\Delta_{i}$, the norm $\|-\|_{g}$ makes $g$ contractive.

This norm defines a pullback in $\mathbf{F B a n}_{1}$.

Proposition 4.5.8. Given a A-injective polylinear map $g: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ and norms $\|-\|_{\Gamma_{i}},\|-\|_{\Delta}$, the pullback is given by

$$
\mathcal{P}_{g}\left(\left(\Gamma_{1},\|-\|_{\Gamma_{1}}\right) \backslash\left(\Delta,\|-\|_{\Delta}\right) /\left(\Gamma_{2},\|-\|_{\Gamma_{2}}\right)\right)=\left(A,\|-\|_{g}\right)
$$

Proof. Consider a polylinear map $f: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ such that $g \circ f$ is contractive. We want to prove that $f$ is contractive when $A$ is equipped with $\|-\|_{g}$.

First by contractivity of $g \circ f$ we have that

$$
\left|\left(\overrightarrow{\varphi_{1}}, \vec{\varphi}, \overrightarrow{\varphi_{2}}\right) g \circ f\left(\overrightarrow{a_{1}}, \vec{a}, \overrightarrow{a_{2}}\right)\right| \leq 1
$$

for any subunits. By definition of composition this means that

$$
\begin{equation*}
\left|\left(\overrightarrow{\varphi_{1}},(\vec{\varphi}) g\left(\overrightarrow{a_{1}},-, \overrightarrow{a_{2}}\right), \overrightarrow{\varphi_{2}}\right) f(\vec{a})\right| \leq 1 \tag{4.1}
\end{equation*}
$$
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What we want to prove is that $f$ is contractive, i.e.

$$
\left|\left(\overrightarrow{\varphi_{1}}, \xi, \overrightarrow{\varphi_{2}}\right) f(\vec{a})\right| \leq 1
$$

for any subunits. First, notice that since $\left(\overrightarrow{\varphi_{1}},-, \overrightarrow{\varphi_{2}}\right) f(\vec{a})$ is a functional on $A^{*}$ and $A \rightarrow A^{* *}$ is an isomorphism since $A$ is finite dimensional, there exists a unique $u \in A$ such that for any $\xi \in A^{*}$

$$
\left(\overrightarrow{\varphi_{1}}, \xi, \overrightarrow{\varphi_{2}}\right) f(\vec{a})=\xi(u)
$$

So contractivity of $f$ is equivalent to ask that for any subunit $\xi$

$$
|\xi(u)| \leq 1
$$

Now since $g \circ f$ is contractive we have for any subunits

$$
\left(\vec { \varphi } g ( \vec { a _ { 1 } } , u , \vec { a _ { 2 } } ) \left|=\left|\left(\overrightarrow{\varphi_{1}},(\vec{\varphi}) g\left(\overrightarrow{a_{1}},-, \overrightarrow{a_{2}}\right), \overrightarrow{\varphi_{2}}\right) f(\vec{a})\right|=\left|\left(\overrightarrow{\varphi_{1}}, \vec{\varphi}, \overrightarrow{\varphi_{2}}\right) g \circ f\left(\overrightarrow{a_{1}}, \vec{a}, \overrightarrow{a_{2}}\right)\right| \leq 1\right.\right.
$$

So $\|u\|_{g} \leq 1$. This means by definition that for any subunit $\xi \in A^{*}, \| \xi(u) \mid \leq 1$, and $f$ is contractive.

So we have in-cartesian liftings of any polylinear map that is injective in the input considered. The injectivity condition is only needed for $\|-\|_{f}$ to be a norm, otherwise it is still a seminorm, i.e., $\|x\|_{f} \geq 0$ for all $x$ and $\|0\|_{f}=0$, but $\|x\|_{f}=0$ does not imply $x=0$.

Corollary 4.5.9. There is a polycategory $\mathbf{F B a n}{ }_{1}^{\mathrm{ps}}$ of finite dimensional complete seminormed vector spaces and contractive polylinear maps that comes with a forgetful functor that is pull-fibred.

Now we want to determine which polylinear maps have out-cartesian liftings.
Given a polylinear map $f: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ and norms of $\Gamma, \Delta_{i}$, we want to define a norm $\|-\|^{f}$ on $A$. Remember that $\left(\overrightarrow{\varphi_{1}},-, \overrightarrow{\varphi_{2}}\right) f(\vec{a})$ defines an element of $A$. We would
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like that

$$
\left\|\left(\overrightarrow{\varphi_{1}},-, \overrightarrow{\varphi_{2}}\right) f(\vec{a})\right\|^{f}=\left\|\overrightarrow{\varphi_{1}}\right\|_{\left(\Delta_{1}\right)^{*}}\left\|\overrightarrow{\varphi_{2}}\right\|_{\left(\Delta_{2}\right)^{*}}\|\vec{a}\|_{\Gamma}
$$

Then if all the vectors considers are subunits, this norm is less than 1. Furthermore, since $A$ is a vector space we can consider linear combinaison of elements such as above. In this case we would like to define the norm as the linear combination of the norms. However this is not well-defined since a vector of $A$ could potentially be decomposed as a linear combination of images of $f$ in multiple ways. So we take the infimum on all these decomposition.

Definition 4.5.10. For $f: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ and families of norms $\|-\|_{\Gamma},\|-\|_{\Delta_{1}},\|-\|_{\Delta_{2}}$, we define a function $\|-\|^{f}: A \rightarrow \overline{\mathbb{K}}$ where $\overline{\mathbb{K}}$ is the completion of $\mathbb{K}$, i.e., we add a point at infinity. It is given by $\|y\|^{f}:=\inf _{\tilde{y}=\sum_{i}\left(\vec{\varphi}_{1, i},-, \vec{\varphi}_{2, i}\right) f\left(\vec{a}_{i}\right)} \sum_{i}\left\|\vec{\varphi}_{1, i}\right\|\left\|\vec{\varphi}_{2, i}\right\|\left\|\vec{a}_{i}\right\|$ where the inf is over all the decompositions of $\check{y}$, the functional on $A^{*}$ given by evaluation at $y$.

Proposition 4.5.11. $\|-\|^{f}$ is an extended norm, i.e., a norm with value in $\overline{\mathbb{K}}$.
Proof. This is an extended norm since the decomposition may not exist in which case we take the infimum of an empty set. The properties of an extended norm follows from linearity of $f$.

Definition 4.5.12. $f: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ is $\underline{A \text {-surjective }}$ if

$$
\forall y \in A, \exists \vec{\varphi}_{1, i}, \vec{\varphi}_{2, i}, \vec{a}_{i}, y=\sum_{i}\left(\vec{\varphi}_{1, i},-, \vec{\varphi}_{2, i}\right) f\left(\vec{a}_{i}\right)
$$

The $A$-image of $f$ is the set $\operatorname{Im}_{A}(f):=\left\{\sum_{i}\left(\vec{\varphi}_{1, i},-, \vec{\varphi}_{2, i}\right) f\left(\vec{a}_{i}\right)\right\}$.
Proposition 4.5.13. $\operatorname{Im}_{A}(f)$ forms a vector space. $f$ is $A$-surjective iff $\operatorname{Im}_{A}(f)=A$.
Remark 4.5.14. A linear map $f: A \rightarrow B$ is $B$-surjective iff it is surjective. Indeed if for $y \in B$ there are $x_{i}$ such that $y=\sum_{i} f\left(x_{i}\right)$ then by linearity $y=f\left(\sum_{i} x_{i}\right)$.

Proposition 4.5.15. For $f$ and families of norms $\|-\|_{\Gamma},\|-\|_{\Delta_{1}},\|-\|_{\Delta_{2}},\|-\|^{f}$ is a norm iff $f$ is $A$-surjective.
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Proposition 4.5.16. For $f A$-surjective and families of norms as usual, $\|-\|^{f}$ makes $f$ contractive.

Proof. We want to prove that for any subunits,

$$
\left|\left(\vec{\varphi}_{1}, \varphi, \vec{\varphi}_{2}\right) f(\vec{a})\right| \leq 1
$$

This is equivalent to prove

$$
\left|\varphi\left(\left(\vec{\varphi}_{1},-, \vec{\varphi}_{2}\right) f(\vec{a})\right)\right| \leq 1
$$

Now since $\left(\|\varphi\|^{f}\right)^{\prime} \leq 1$ we have that $|\varphi(x)| \leq 1$ for any $\|x\|^{f} \leq 1$. But then

$$
\left\|\left(\vec{\varphi}_{1},-, \vec{\varphi}_{2}\right) f(\vec{a})\right\|^{f} \leq\left\|\vec{\varphi}_{1}\right\|_{\Delta_{1}^{*}}\left\|\vec{\varphi}_{2}\right\|_{\Delta_{2}^{*}}\|\vec{a}\|_{\Gamma} \leq 1
$$

because all of the vectors considered are subunits.

This norm defines a pushforward on $\mathbf{F B a n}_{1}$.
Proposition 4.5.17. For $f: \Gamma \rightarrow \Delta_{1}, A, \Delta_{2}$ an $A$-surjective polylinear map and the usual families of norms, we get the pushforward $\otimes_{f}\left(\Delta_{1} \backslash \Gamma / \Delta_{2}\right)=\left(A,\|-\|^{f}\right)$.

Proof. Suppose that $g: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$ is such that $g \circ f$ is contractive, i.e.

$$
\left|\left(\vec{\varphi}_{1}, \vec{\varphi}, \vec{\varphi}_{2}\right) g \circ f\left(\vec{a}_{1}, \vec{a}, \vec{a}_{2}\right)\right| \leq 1
$$

for any subunits. We have to prove that then, $g$ is contractive with $\|-\|^{f}$ on $A$. That is, for any subunits

$$
\left|(\vec{\varphi}) g\left(\vec{a}_{1}, x, \vec{a}_{2}\right)\right| \leq 1
$$

Now since

$$
\|x\|^{f}=\inf _{x=\sum_{i}\left(\vec{\psi}_{1, i,-}, \vec{\psi}_{2, i}\right) f\left(\vec{b}_{i}\right)} \sum_{i}\left\|\vec{\psi}_{1, i}\right\|\left\|\vec{\psi}_{2, i}\right\|\left\|\vec{a}_{i}\right\| \leq 1
$$
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Given any decomposition

$$
x=\sum_{i}\left(\vec{\psi}_{1, i},-, \vec{\psi}_{2, i}\right) f\left(\vec{b}_{i}\right)
$$

we have

$$
\begin{aligned}
\left|(\vec{\varphi}) g\left(\vec{a}_{1}, x, \vec{a}_{2}\right)\right| & =\left|(\vec{\varphi}) g\left(\vec{a}_{1}, \sum_{i}\left(\vec{\psi}_{1, i}-, \vec{\psi}_{2, i}\right) f\left(\vec{b}_{i}\right), \vec{a}_{2}\right)\right| \\
& \leq \sum_{i}\left|(\vec{\varphi}) g\left(\vec{a}_{1},\left(\vec{\psi}_{1, i},-, \vec{\psi}_{2, i}\right) f\left(\vec{b}_{i}\right), \vec{a}_{2}\right)\right| \\
& =\sum_{i}\left|\left(\vec{\psi}_{1, i}, \vec{\varphi}, \vec{\psi}_{2, i}\right) g \circ f\left(\vec{a}_{1}, \vec{b}_{i}, \vec{a}_{2}\right)\right| \\
& =\sum_{i}\left\|\vec{\psi}_{1, i}\right\|\left\|\vec{\psi}_{2, i}\right\|\left\|\vec{b}_{i}\right\|\left|\left(\vec{\psi}_{1, i}^{\prime}, \vec{\varphi}, \vec{\psi}_{2, i}^{\prime}\right) g \circ f\left(\vec{a}_{1}, \vec{b}_{i}^{\prime}, \vec{a}_{2}\right)\right|
\end{aligned}
$$

where $\vec{\psi}_{1, i}^{\prime}$ is the normalisation of $\vec{\psi}_{1, i}$, i.e., we divide each vector by its norm to make it a unit. Then, since $g \circ f$ is contractive:

$$
\begin{aligned}
\left|(\vec{\psi}) g\left(\vec{a}_{1}, x, \vec{a}_{2}\right)\right| & \leq \sum_{i}\left\|\vec{\psi}_{1, i}\right\| \vec{\psi}_{2, i}\| \| \vec{b}_{i}\| \|\left(\vec{\psi}_{1, i}^{\prime}, \vec{\varphi}, \vec{\psi}_{2, i}^{\prime}\right) g \circ f\left(\vec{a}_{1}, \vec{b}_{i}^{\prime}, \vec{a}_{2}\right) \mid \\
& \leq \sum_{i}\left\|\vec{\psi}_{1, i}\right\|\left\|\vec{\psi}_{2, i}\right\|\left\|\vec{b}_{i}\right\|
\end{aligned}
$$

Since this inequality holds for any decomposition it holds for their infimum which is $\|x\|^{f}$. And since $x$ is a subunits we get

$$
\left|(\vec{\varphi}) g\left(\vec{a}_{1}, x, \vec{a}_{2}\right)\right| \leq 1
$$

So we can take the out-cartesian lifting of any polymap that is surjective in the considered output.

Corollary 4.5.18. There are polycategories $\mathbf{F B a n}{ }_{1}^{\mathbf{e x}}$ and $\mathbf{F B a n}{ }_{1}^{\mathbf{e x}, p s}$ of f.d. extended normed/seminormed vector spaces and polylinear maps with forgetful functors that are push-fibred and bifibred respectively.
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When considering FBan $_{1}$ even without semi-/extended norms, there are still enough cartesian polymaps to lift the $*$-representability of FVect.

Proposition 4.5.19. In FVect, the universal polylinear maps $m_{A, B}: A, B \rightarrow A \otimes B$, $w_{A, B}: A \otimes B \rightarrow A, B$ and rcap ${ }_{A}: A^{*}, A \rightarrow \cdot$ are $A \otimes B$-surjective, $A \otimes B$-injective and $A^{*}$-injective, respectively.

Proof. By definition of the tensor product any $u \in A \otimes B$ is a linear combination of elements from $A$ and $B, u=\sum_{i} a_{i} \otimes b_{i}$. So $m_{A, B}$ is $A \otimes B$-surjective. $A \otimes B$-injectivity of $w_{A, B}$ is trivial. Finally given $\varphi \in A^{*}$ if, for all $a \in A, \varphi(a)=0$ then $\varphi=0$.

Corollary 4.5.20. FBan ${ }_{1}$ is birepresentable.

Remark 4.5.21. We get the projective, injective and dual norm using the norms above: $\|-\|_{A \otimes B}=\|-\|_{m_{A, B}},\|-\|_{A \rtimes B}=\|-\|^{w_{A, B}}$ and $\|-\|_{A^{*}}=\|-\|^{r^{r a p_{A}}}$. The fact that the projective and injective crossnorms are extremal follows directly from the factorisation properties of the cartesian polymaps $m_{A, B}$ and $w_{A, B}$.

## 5. Pushfibrations of

## virtual double categories

The notion of 2-pushfibration of bicategories that we will present here is different from the notion of 2-(op)fibration developed by Hermida and also studied in [2] and [17] for the purpose of a bicategorical Grothendieck correspondence. In these works, a 2-fibration comes equipped with pullbacks or pushforwards both for morphisms and for 2-morphisms. Furthermore, the pullback or pushforward of a cartesian 2-morphism is asked to be cartesian.

In order to talk about the Bénabou-Grothendieck correspondence, we will only need the existence of pushforward along 2-morphisms. Hence, our notion of 2-pushfibration will have only lifting of 2-morphisms. Also, our main example $\mathcal{U}:$ Dist $_{*} \rightarrow$ Dist is a strict functor. This makes it easier to define the notion of pushforward of 2-cell and it lets us make use of the vertical diagrammatic representation of functors. So we will required for a 2-pushfibration to be a strict 2-functor.

### 5.1. Virtual double pushfibration

In the following, we will fix a functor of vdc $p: \mathbb{E} \rightarrow \mathbb{B}$. We will represent it diagrammatically vertically.

Definition 5.1.1. $A$ cell $A$ in $\mathcal{E}$ with image $\alpha=p(A)$ in $\mathcal{B}$
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is opcartesian if any cell $\Lambda$ lying over a factorisation through $\alpha$,

can be uniquely factored through A :



We call $\sigma$ the pushforward of $\pi_{1}, \ldots, \pi_{n}$ along $\alpha$ and we write $\otimes_{\alpha}\left(\pi_{1}, \ldots, \pi_{n}\right)$.

It makes sense to talk about the pushforward since it is unique up to unique vertical invertible cell, where a vertical cell is one that lies over the identity cell.
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Proposition 5.1.2. The pushforward of a chain of horizontal morphisms along a cell is unique up to unique vertical invertible cell.

Proof. It is similar to the proof of unicity of the composite or of unicity of pushforward in categories. Given two opcartesian cells with the same domain and lying over the same cell, we can factor both through the other. Then the fact that the cells given by factorisation are invertible come from the unicity of the factorisation.

Proposition 5.1.3. Opcartesian cells compose, i.e. if all the $\mathrm{A}_{i}$ and B are opcartesian then $\mathrm{B}\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right)$ is opcartesian.

Proof. Similar to the proof of compositionality of universal cells: we first rearrange the composite so that we only have one cell per vertical layer and then we use the factorisation property. It is summed up in the following diagram.


Definition 5.1.4. A pushfibration of vdcs is a functor of vdcs $p: \mathbb{C} \rightarrow \mathbb{D}$ such that for any chain of horizontal morphisms $\pi_{i}: R_{i-1} \rightarrow R_{i}$ and any cell

there is a horizontal morphism $\otimes_{\alpha}\left(\pi_{1}, \ldots, \pi_{n}\right)$ with an opcartesian cell lying over $\alpha$ :


Example 5.1.5. A functor between the delooping of multicategories is a pushfibration of $v d c s$ iff the corresponding functor between multicategories is a pushfibration of multicategories.

Example 5.1.6. We will see later that there is a vdc Dist $_{*}$ of pointed distributors and that the forgetful functor Dist $_{*} \rightarrow$ Dist is a pushfibration of vdcs.

Example 5.1.7. Given a vdc $\mathbb{C}$ and $\mathbb{X}$ consisting of some of the objects, vertical morphisms, horizontal morphisms and cells of $\mathbb{C}$, not necessarily forming a vdc. We define the vdc $\mathbb{C}^{\mathbb{X}}$ with:

- objects are vertical morphisms $\varphi: R \rightarrow A$ in $\mathbb{X}$
- vertical morphisms $f:(\varphi: R \rightarrow A) \rightarrow(\psi: S \rightarrow B)$ are vertical morphisms $f: A \rightarrow$ $B$ in $\mathbb{C}$ such that $\psi=f \circ \varphi$
- horizontal morphisms $p:\left(\varphi_{0}: R_{0} \rightarrow A_{0}\right) \rightarrow\left(\varphi_{1}: R_{1} \rightarrow A_{1}\right)$ are cells in $\mathbb{X}$ of the shape:

- cells

are cells $\alpha$ in $\mathbb{C}$

s.t. $\Sigma=\alpha\left(\Pi_{1}, \ldots, P_{n}\right)$, in particular the domain should also agree

Since the vertical morphisms and the cells are those of $\mathbb{C}$ satisfying some preservation property, it suffices to check that this property is closed under identity and composition. It is the case and $\mathbb{C}^{\mathbb{X}}$ is a vdc. There is a functor of vdcs $\mathcal{U}: \mathbb{C}^{\mathbb{X}} \rightarrow \mathbb{C}$ that takes the objects and horizontal morphisms of $\mathbb{C}^{\mathbb{X}}$ to their codomain and is the identity on the vertical morphisms and cells. Given some $\Pi_{1}, \ldots, \Pi_{n}$ horizontal morphisms in $\mathbb{C}^{\mathbb{X}}$ and a cell $\alpha$ in $\mathbb{C}$ whose vertical parts are identities, $\otimes_{\alpha}\left(\Pi_{1}, \ldots, \Pi_{n}\right)$ exists iff $\alpha\left(\Pi_{1}, \ldots, \Pi_{n}\right) \in \mathbb{X}$ in which case it is the pushforward. In particular, $\mathcal{U}: \mathbb{C}^{\mathbb{X}} \rightarrow \mathbb{C}$ is a pushfibration iff the horizontal morphisms of $\mathbb{X}$ are closed under postcomposition by arbitrary cells
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The unique factorisation property of a universal cell and an opcartesian one are alike. The difference resides in the fact that the one for opcartesian cells depends on the existence of the factorisation in the base vdc (i.e. the codomain of the pushfibration). In turn, if the factorisation in the base is trivial, then we should recover the same notions.

Let !: $\mathbb{C} \rightarrow \mathbf{1}$ be the unique functor from a vdc $\mathbb{C}$ to the terminal one.

Proposition 5.1.8. A cell $\alpha$ in $\mathbb{C}$ is universal iff it is !-opcartesian.

## Proof. Consider a cell $\lambda$ in $\mathbb{C}$



We necessarily have that $!(\alpha)=\underline{n}$ and $!(\lambda)=\underline{m+n+k}$ since there is only one cell of each arity. But for the same reason, $\underline{m+n+k}=\underline{m+1+k}(i d, \ldots, i d, \underline{n}, i d, \ldots, i d)$ So $\lambda$ lies over a factorisation by the image of $\alpha$.

Now suppose that $\alpha$ is opcartesian, then we can uniquely factor $\lambda$ through it, so $\alpha$ is universal. Conversely, if $\alpha$ is universal, we can uniquely factor $\lambda$ through it, and the factorisation necessarily lies other $\underline{m+1+k}$, so $\alpha$ is opcartesian.

Corollary 5.1.9. A vdc is representable iff it is pushfibred over $\mathbf{1}$.

Now let us consider two functors of vdcs $p: \mathbb{P} \rightarrow \mathbb{E}$ and $q: \mathbb{E} \rightarrow \mathbb{B}$.

Proposition 5.1.10. If a cell $\alpha$ in $\mathbb{P}$ is $p$-opcartesian and $p(\alpha)$ is $q$-opcartesian, then $\alpha$ is $(q \circ p)$-opcartesian.

Proof. Let's consider a cell $\lambda$ in $\mathbb{P}$ such that its image $(q \circ p)(\lambda)=q(p(\lambda))$ factors through $(q \circ p)(\alpha)=q(p(\alpha))$. Then since $p(\alpha)$ is $q$-opcartesian we can factor $p(\lambda)$ through it. But since $p(\lambda)$ factors through $p(\alpha)$ and $\alpha$ is $p$-opcartesian we can factor $\lambda$ through $\alpha$.

So pushfibrations compose.

Corollary 5.1.11. If $p$ and $q$ are pushfibrations then $q \circ p$ is a pushfibration.

Proof. Given a chain of horizontal morphisms $p_{1}, \ldots, p_{n}$ in $\mathbb{P}$ and a cell $\alpha$ in $\mathbb{B}$, since $q$ is a pushfibration there is a $q$-opcartesian cell from $p\left(p_{1}\right), \ldots, p\left(p_{n}\right)$ to $\left.\otimes_{\alpha}\left(p\left(p_{1}\right), \ldots, p\left(p_{n}\right)\right)\right)$
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which lies over $\alpha$. But then we can push along this cell to get a $p$-opcartesian cell from $p_{1}, \ldots, p_{n}$ to $\otimes_{\otimes_{\alpha}\left(p\left(p_{1}\right), \ldots, p\left(p_{n}\right)\right)}\left(p_{1}, \ldots, p_{n}\right)$. But then since it is $p$-opcartesian over a $q$-opcartesian cell, it is $(q \circ p)$-opcartesian.

In particular, a pushfibration over a representable vdc is representable.

Corollary 5.1.12. If $p: \mathbb{E} \rightarrow \mathbb{B}$ is a pushfibration and $\mathbb{B}$ is representable, then $\mathbb{E}$ is representable.

Proof. Since $\mathbb{B}$ is representable $!_{\mathbb{B}}: \mathbb{B} \rightarrow \mathbf{1}$ is a pushfibration. But then since $p$ is a pushfibration we have that $!_{\mathbb{B}} \circ p=!_{\mathbb{E}}: \mathbb{E} \rightarrow \mathbf{1}$ is also. So $\mathbb{E}$ is representable.

The identities and composition in $\mathbb{E}$ are given by pushing along their universal cells in $\mathbb{B}$. In fact, one does not need for $p$ to be a pushfibration, but only that pushing along universal cells exist.

Proposition 5.1.13. Consider a functor $\mathbb{E} \rightarrow \mathbb{B}$ such that $\mathbb{B}$ is representable and all opcartesian liftings of universal cells exists. Then, it is a pushfibration iff for any $\pi$ in $\mathbb{E}$ lying over $p$ and any unary cell $\alpha$ out of $p$, there is a cell A out $\pi$ lying over it:

such that for any cell $\Lambda$
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there is a unique factorisation through A:


Proof. If it is a pushfibration then this property follows directly from the existence of
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opcartesian morphisms and their universal property.
So let us suppose that this is true. First, since the functor has all opcartesian liftings of universal cells, $\mathbb{E}$ is representable with the composite in $\mathbb{E}$ lying over the composite in $\mathbb{B}$ (i.e. it corresponds to a strict functor of double categories).

We will write the universal cells - - -:


For any chain of horizontal morphisms $p i_{i}: R_{i-1} \rightarrow R_{i}$ and any cell $\alpha$ we want to prove that the following cell is opcartesian:


So let's consider a cell $\Lambda$ lying over a composition by $\alpha$ :
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Then we can rearrange the inner cells in the bottom diagram to factor $\Lambda$ in the top diagram:
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where the blue lifting comes from the fact that $-\bullet$ - is an opcartesian lifting and the green lifting comes from our assumption.

Then we can rewrite the diagrams to get a cell into $\otimes_{\alpha /(-\bullet)}\left(\pi_{n} \bullet \cdots \bullet \pi_{1}\right)$ lying over $\alpha$ followed by a cell lying over $\beta$ :
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Furthermore, it is unique by uniqueness of the factorisations we used. This shows that $\mathrm{A}(-\bullet-)$ is opcartesian.

From the notion of pushfibration of vdcs we can derive a notion of pushfibration of double categories and of 2-pushfibration of bicategories.

Definition 5.1.14. Given a strict functor of double categories $p: \mathbb{E} \rightarrow \mathbb{B}$, a cell A
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is opcartesian if for any cell $\Lambda$ lying over a composite

there is a unique factorisation through A


Definition 5.1.15. A pushfibration of double categories is a functor of double categories $p: \mathbb{E} \rightarrow \mathbb{B}$ that is strict and such that for any horizontal morphism $\pi$ in $\mathbb{E}$ and any cell $\alpha$ in $\mathbb{B}$ with domain $p(\pi)$ (and vertical morphisms identities) there is an opcartesian cell $\pi \Rightarrow \otimes_{\alpha}(\pi)$.

Finally, by taking the vertical category to be discrete we get the notion of 2-pushfibration of bicategories.

Definition 5.1.16. Given a strict functor $p: \mathcal{E} \rightarrow \mathcal{B}$ of bicategories, a 2-morphism $\mathrm{A}: \varphi \Rightarrow \psi$ is opcartesian if any $\Lambda: \rho_{1} \circ \varphi \circ \rho_{0} \Rightarrow \tau$ lying over a factorisation by the image of $\varphi$ factors through it:
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Definition 5.1.17. A $\underline{\text { 2-pushfibration }}$ of bicategories is a strict 2-functor $p: \mathcal{E} \rightarrow \mathcal{B}$ such that for any morphism $\varphi$ in $\mathcal{E}$ and any 2-morphism $\alpha: p(\varphi) \Rightarrow g$ in $\mathcal{B}$ there is an opcartesian 2-morphism $\varphi \Rightarrow \otimes_{\alpha}(\varphi)$ lying over $\alpha$.

Proposition 5.1.18. In a 2-pushfibration, pushforwards preserve composition, i.e.

- for any $\varphi_{1}: R_{0} \rightarrow R_{1}, \varphi_{2}: R_{1} \rightarrow R_{2}, \alpha_{1}: p\left(\varphi_{1}\right) \Rightarrow g_{1}$, and $\alpha_{2}: p\left(\varphi_{2}\right) \Rightarrow g_{2}$, we have

$$
\otimes_{\alpha_{2} \bullet \alpha_{1}}\left(\varphi_{2} \bullet \varphi_{1}\right) \simeq \otimes_{\alpha_{2}}\left(\varphi_{2}\right) \circ \otimes_{\alpha_{1}}\left(\varphi_{1}\right)
$$

- for any $\varphi: R_{0} \rightarrow R_{1}, \alpha: p(\varphi) \Rightarrow g$, and $\beta: g \Rightarrow h$, we have

$$
\otimes_{\beta \circ \alpha}(\varphi) \simeq \otimes_{\beta}\left(\otimes_{\alpha}(\varphi)\right)
$$

Proof. We use that opcartesian cells compose in a vdc together with the fact that composition of morphisms in the bicategory is given by a pushforward in the underlying vdc.

### 5.2. Pullback in the category of vdcs

Let VDC denote the category of virtual double categories and functors between them.
Consider two functors $F: \mathbb{A} \rightarrow \mathbb{C}$ and $P: \mathbb{B} \rightarrow \mathbb{C}$. We will write $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ for the virtual double category consisting of pairs of objects, morphisms and cells in $\mathbb{A}$ and $\mathbb{B}$ whose
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image coincide. We will write diagrams in $\mathbb{B}$ that are sent to ones in $\mathbb{C}$ has lying over them and those in $\mathbb{A}$ sent to ones in $\mathbb{C}$ as lying on their left:

$\mathbb{A} \longrightarrow \mathbb{C}$
Proposition 5.2.1. The following diagram is a pullback, where the functors out of $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ are the obvious projections.


Now suppose that $\mathbb{A}, \mathbb{B}, \mathbb{C}$ are representable. It doesn't follow necessarily that $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ is. Indeed, representability only assures that there are cells $F\left(p_{n}\right) \bullet \cdots \bullet F\left(p_{1}\right) \Rightarrow F\left(p_{n} \bullet\right.$ $\left.\cdots \bullet p_{1}\right)=P\left(q_{n}, \ldots, q_{1}\right) \Leftarrow P\left(q_{n}\right) \bullet \cdots \bullet P\left(q_{1}\right)$. So the obvious choice of composing pointwise does not work since the image in $\mathbb{C}$ does not coincide. One possibility to make it work would be to ask for both functors to be strict. Instead, we will keep one functor lax and ask the second one to be a pushfibration, which in particular is strict. In the following we will take $P$ to be a pushfibration. Furthermore, we will denote $F_{\bullet}:=F(\bullet) / \bullet: F\left(p_{n}\right) \bullet \cdots \bullet F\left(p_{1}\right) \rightarrow F\left(p_{n} \bullet \cdots \bullet p_{1}\right)$. The idea is to define composition by pushing the composite in $\mathbb{B}$ along $F_{\bullet}$ :

$$
\left.\left(p_{n}, q_{n}\right) \bullet \cdots \bullet\left(p_{1}, q_{1}\right):=\left(p_{n} \bullet \cdots \bullet p_{1}, \otimes_{F_{\bullet}}\left(q_{n} \bullet \cdots \bullet q_{1}\right)\right)\right)
$$

The construction is summarised in the following diagram:
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By definition we have that $P\left(\otimes_{F_{\bullet}}\left(q_{n} \bullet \cdots \bullet q_{1}\right)=F\left(p_{n} \bullet \cdots \bullet p_{1}\right)\right.$ and we use the fact that $P$ is strict so $P\left(q_{n} \bullet \cdots \bullet q_{1}\right)=P\left(q_{n}\right) \bullet \cdots \bullet P\left(q_{1}\right)=F\left(p_{n}\right) \bullet \cdots \bullet F\left(p_{1}\right)$

Proposition 5.2.2. The cell $\left(p_{1}, q_{1}\right), \ldots,\left(p_{n}, q_{n}\right) \Rightarrow\left(p_{n} \bullet \cdots \bullet p_{1}, \otimes_{F_{\bullet}}\left(q_{n} \bullet \cdots \bullet q_{1}\right)\right)$ defined above is universal in $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$.

Proof. Let $F_{\bullet}^{*}: q_{n} \bullet \cdots \bullet q_{1} \Rightarrow \otimes_{F_{\bullet}}\left(q_{n} \bullet \cdots \bullet q_{1}\right)$ denote the opcartesian cell in $\mathbb{B}$ that we got from pushing along $F_{\bullet}$.

Now let's suppose that we have

$$
(\Lambda, M u):\left(r_{1}, s_{1}\right), \ldots,\left(r_{k}, s_{k}\right),\left(p_{1}, q_{1}\right), \ldots,\left(p_{n}, q_{n}\right),\left(r_{1}^{\prime}, s_{1}^{\prime}\right), \ldots,\left(r_{k^{\prime}}^{\prime}, s_{k^{\prime}}^{\prime}\right) \Rightarrow(t, u)
$$

in $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$. We want to show that it can be uniquely factored through $\left(\bullet, F_{\bullet}^{*} \circ \bullet\right)$.
Since $\bullet$ is universal, we can factor $\Lambda$ through it to get a unique cell $\Lambda / \bullet$. Now we have

$$
\begin{aligned}
P(\mathrm{M}) & =F(\Lambda) \\
& =F(\Lambda / \bullet \circ \bullet) \\
& =F(\Lambda / \bullet) \circ F(\bullet) \\
& =F(\Lambda / \bullet) \circ F \bullet \circ \bullet
\end{aligned}
$$

So M lies over a factorisation by $F \bullet \bullet \bullet$. But since $P$ is strict and opcartesian cell compose we can factor M through the opcartesian cell $F_{\bullet}^{*} \circ \bullet$ to get a unique cell $(M / \bullet) / F_{\bullet}^{*}$ such
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that $P\left((M / \bullet) / F_{\bullet}^{*}\right)=F(\Lambda / \bullet)$.
This is summarised in figure 5.1.

Furthermore, since composition on the left component in $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ is defined as composition in $\mathbb{A}$, the projection is strict. In general, this is not the case for the projection on $\mathbb{B}$. However, it will have the same properties as $F$.

Proposition 5.2.3. If $F$ is normal/pseudo/strict then the projection $\mathbb{A} \times_{\mathbb{C}} \mathbb{B} \rightarrow \mathbb{B}$ is normal/pseudo/strict.

Proof. The identity is opcartesian, if $F_{\bullet}$ is an identity we can choose the identity for $F_{\bullet}^{*}$ and then the composition in $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ becomes $(\bullet, \bullet)$. If $F_{\bullet}$ is invertible, then since $F_{\bullet}^{-1} \circ F_{\bullet}=i d_{F\left(p_{n}\right) \bullet \cdots \bullet F\left(p_{1}\right)}$ we can factor the identity cell through $F_{\bullet}^{*}:$

$$
i d_{q_{n} \circ q_{1}}=\left(i d_{q_{n} \circ q_{1}} / F_{\bullet}^{*}\right) \circ F_{\bullet}^{*}
$$

Then by postcomposing by $F_{\bullet}^{*}$ we get

$$
F_{\bullet}^{*} \circ\left(i d_{q_{n} \circ q_{1}} / F_{\bullet}^{*}\right) \circ F_{\bullet}^{*}=F_{\bullet}^{*}=i d_{\otimes_{F_{\bullet}}\left(q_{n} \bullet \cdots \bullet q_{1}\right)} \circ F_{\bullet}^{*}
$$

But by unicity of the factorisation through a pushforward we get

$$
F_{\bullet}^{*} \circ\left(i d_{q_{n} \circ q_{1}} / F_{\bullet}^{*}\right)=i d_{\otimes_{F_{\mathbf{\bullet}}}\left(q_{n} \bullet \cdots \bullet q_{1}\right)}
$$

So $F_{\bullet}^{*}$ is invertible.

Let us sum up what we just proved.

Proposition 5.2.4. Let $\mathbb{A}, \mathbb{B}, \mathbb{C}$ be representable vdcs, $F: \mathbb{A} \rightarrow \mathbb{C}$ a functor and $P: \mathbb{B} \rightarrow$ $\mathbb{C}$ a pushfibration, then $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ is representable, with projection on $\mathbb{A}$ strict and projection
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Figure 5.1.: Universality of composition in the pullback of vdcs
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on $\mathbb{B}$ normal/pseudo/strict when $F$ is.


We can first note that it is not necessary to assume that $\mathbb{B}$ is representable since it follows from the fact that it is pushfibred over a representable vdc. One could also ask when is the projection to $\mathbb{A}$ pushfibred. In fact, it is always the case.

Proposition 5.2.5. Consider a functor of vdcs $F: \mathbb{A} \rightarrow \mathbb{C}$ and a pushfibration $P: \mathbb{B} \rightarrow \mathbb{C}$. Then, the projection $\mathbb{A} \times_{\mathbb{C}} \mathbb{B} \rightarrow \mathbb{A}$ is a pushfibration with pushforwards:

$$
\otimes_{\alpha}\left(\left(p_{1}, q_{1}\right), \ldots,\left(p_{n}, q_{n}\right)\right):=\left(\alpha, \otimes_{F(\alpha)}\left(q_{1}, \ldots, q_{n}\right)\right)
$$

Proof. First, it is always strict since it is a projection.
Assume that we have $\left(p_{i}, q_{i}\right)$ horizontal morphisms in $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ and $\alpha: p_{1}, \ldots, p_{n} \Rightarrow q$ in $\mathbb{A}$. Then, since $P$ is a pushfibration there is an opcartesian cell $F(\alpha)^{*}$ over $F(\alpha)$.


We want to prove that $\left(\alpha, F(\alpha)^{*}\right)$ is an opcartesian cell relative to the projection functor.
Suppose that we have a cell in $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ that lies over $\beta \circ \alpha$ in $\mathbb{A}$. That means that it is of the form $(\beta \circ \alpha, \mathrm{M})$ with

$$
F(\beta \circ \alpha)=F(\beta) \circ F(\alpha)=P(\mathrm{M})
$$
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But since $F\left(\alpha^{*}\right)$ is opcartesian, we can uniquely factor $P(\mathrm{M})$ through it followed by a cell $\mathrm{M} / F(\alpha)^{*}$ lying over $F(\beta)$. So $(\beta \circ \alpha, \mathrm{M})=\left(\beta, P\left(\mathrm{M} / F(\alpha)^{*}\right) \circ(\alpha, \mathrm{M})\right.$.

In particular, when both $\mathbb{A}$ and $\mathbb{C}$ are representable, we get that $\mathbb{B}$ and $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ are with composites given by pushing along the universal cells. This recovers what we have done above.

Now, we want to find out the condition for which $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ is (the underlying vdc of) a bicategory. If $\mathbb{A}$ is then the vertical morphisms in $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ are of the form $\left(i d_{A}, g\right)$ where $P(g)=i d_{A}$. For it to be a bicategory, we will want that the only vertical morphisms in $\mathbb{B}$ that lie over identities are identities. Given an object $C \in \mathbb{C}$ we will call the vertical fibre over $C$ and write $P_{C}^{v}$ for the (categorical) fibre over the functor between the vertical categories $P: \mathbb{V}(\mathbb{B}) \rightarrow \mathbb{V}(\mathbb{C})$. In other words, it is the category consisting of objects above $C$ and vertical morphisms above $i d_{C}$.

Definition 5.2.6. For a functor of vdc $F: \mathbb{A} \rightarrow \mathbb{B}$ and an object $B$ in $\mathbb{B}$, the vertical fibre $F_{B}^{v}$ is the fibre of the vertical functor associated to $F$ over $B$.

Proposition 5.2.7. If $\mathbb{A}$ is (the underlying vdc of) a bicategory, $\mathbb{C}$ is representable, $P$ is a pushfibration and all its vertical fibres are discrete, then $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ is a bicategory.

Now suppose that $\mathbb{A}$ is a category, so its only cells are identities. Then the cells in $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ are of the form $\left(i d_{p}, \beta\right)$ where $\beta$ is a cell that lies over the identity.

Definition 5.2.8. Given a functor of vdc $F: \mathbb{A} \rightarrow \mathbb{B}$ and a horizontal morphism $p: B_{0} \rightarrow$ $B_{1}$ in $\mathbb{B}$, the fibre over $p$ is the category $F_{p}$ whose:

- objects are horizontal morphisms $q: A_{0} \rightarrow A_{1}$ such that $F(q)=F(p)$
- morphisms are cells such that $F(\beta)=i d_{p}$
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Proposition 5.2.9. If $\mathbb{A}$ is (the underlying horizontal vdc of) a category, $\mathbb{C}$ is representable, $P$ is a pushfibration and all its vertical fibres and its fibres are discrete, then $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ is a category.

In the next chapter we will look at the Bénabou-Grothendieck construction from this perspective, where the pushfibrations $\mathbb{B} \rightarrow \mathbb{C}$ will be Dist $_{*} \rightarrow$ Dist, Span ${ }_{*} \rightarrow$ Span, Cat ${ }_{*} \rightarrow$ Cat, Cat $_{*}^{\text {op }} \rightarrow$ Cat $^{\text {op }}$ and $\mathbf{A d j}_{*} \rightarrow \mathbf{A d j}$ and the functors $F$ will be lax/normal/pseudo.

In the meanwhile, let us look at the example $\mathbb{C}^{\mathbb{X}}$.

Example 5.2.10. Given a vdc $\mathbb{C}$ and $\mathbb{X} \subseteq \mathbb{C}$, not necessarily a vdc, if $\mathbb{C}$ is representable and the horizontal morphisms of $\mathbb{X}$ are closed under postcomposition by the composition cells of $\mathbb{C}$ then $\mathbb{C}^{\mathbb{X}}$ is representable. In the following we will assume that $\mathbb{C}$ is representable and the horizontal morphisms of $\mathbb{X}$ are closed under postcomposition by cells of $\mathbb{C}$ where the vertical morphisms are identities. So $\mathcal{U}: \mathbb{C}^{\mathbb{X}} \rightarrow \mathbb{C}$ is a pushfibration and $\mathbb{C}^{\mathbb{X}}$ is representable. Furthermore, since the vertical morphisms and cells of $\mathbb{C}^{\mathbb{X}}$ are those in $\mathbb{C}$, its vertical fibres and its fibres are discrete. So for a category $\mathbb{A}$ and a functor $F: \mathbb{A} \rightarrow \mathbb{C}$, $\mathbb{A} \times_{\mathbb{C}} \mathbb{C}^{\mathbb{X}}$ is a category.

## Part IV.

## Bénabou-Grothendieck correspondences

In addition to generalising the inverse image, a reason why fibred categories are really useful is that they correspond to indexed categories. To understand this, let us first take a look at how to define an indexed set.

Let us fix a set $I$ of indices. An indexed set $\left(X_{i}\right)_{i \in I}$ can be described as a function $f_{X}: I \rightarrow$ Set where Set is the (large) set of sets. $f_{X}$ assigns to each index $i \in I$ the set $f(i):=X_{i}$. There are some inconveniences with this presentation. First, we have to deal with some size issues to be able to talk about a set of sets. One way to deal with this is by considering the index set as a functor $f_{X}: I \rightarrow$ Set instead. Here we implicitly consider the set $I$ as a discrete category. But, this requires to go up one level in the hierarchy of $n$-categories. Instead, one could define an indexed set $\left(X_{i}\right)_{i \in I}$ by staying at a set-theoretic level. The idea is to build the set $X:=\coprod_{i \in I} X_{i}$. Then to keep track of the different sets, we define a function $p_{X}: X \rightarrow I$ that sends an object $x \in X$ to the index $i$ for which $x \in X_{i}$. That way, we can recover $\left(X_{i}\right)_{i}:=\left(p_{X}^{-1}(i)\right)_{i}$. Conversely, any function $p: X \rightarrow I$ between arbitrary sets $X, I$ defines an indexed set by $X_{i}:=p^{-1}(i)$. This gives an equivalence between functions $p: X \rightarrow I$ and functors $F: I \rightarrow$ Set.

This can be categorified. Given a category $\mathcal{B}$, by a category indexed over $\mathcal{B}$ we mean a family of categories $\left(X_{b}\right)_{b \in \mathcal{B}}$ such that any map $f: b \rightarrow b^{\prime}$ in $\mathcal{B}$ induces a reindexing functor $f^{*}: X_{b^{\prime}} \rightarrow X_{b}$. Furthermore, we want the reindexing to be pseudofunctorial. The fact that we ask for the reindexing functor to go in the opposite direction can be justified by the fact that we want to collect indexed sets into a set-indexed category. This is called the family of sets in [44]. Let $\mathcal{B}$ be Set. To each set $I \in$ Set we associate the category $X_{I}$ with objects $I$-indexed sets $\left(X_{i}\right)_{i \in I}$ and morphisms $\left(f_{i}\right)_{i \in I}:\left(X_{i}\right)_{i \in I} \rightarrow\left(Y_{i}\right)_{i \in I}$. Now given a reindexing function $r: I \rightarrow J$ we get a functor $r^{*}: X_{J} \rightarrow X_{I}$ by sending $\left(X_{j}\right)_{j \in J}$ to $\left(X_{r_{i}}\right)_{i \in I}$ and similarly for morphims.

So, a $\mathcal{B}$-indexed category is a pseudofunctor $F: \mathcal{B}^{\text {op }} \rightarrow$ Cat. Once again, to define indexed categories, we had to move one level up to 2-categories. But, this can be turned into a categorical definition. Given an indexed category, we can define a category $\int F$ that is obtained by adding all the categories $(F(b))_{b \in B}$ together, like we did for the in-
dexed set. This $\int F$ is called the Grothendieck construction. It comes equipped with a functor $\int F \rightarrow \mathcal{B}$. However, not all functors arise in this way. In fact, those that do are the fibrations, where the pullback functor correspond to the reindexing functor. This gives a correspondence between fibrations $p: \mathcal{E} \rightarrow \mathcal{B}$ and pseudofunctor $F: \mathcal{B}^{\text {op }} \rightarrow \mathbf{C a t}$ that we will call the Grothendieck correspondence. If we had chosen to define indexed categories such that the reindexing functor arises covariantly instead of contravariantly, this would have given us a pseudofunctor $F: \mathcal{B} \rightarrow \mathbf{C a t}$. These are in correspondence with opfibred categories. When considering mere functors $p: \mathcal{E} \rightarrow \mathcal{B}$, we still get a family of categories $\left(p^{-1}(b)\right)_{b \in \mathcal{B}}$. But instead of getting reindexing functor from a map $r: b \rightarrow b^{\prime}$ we get a reindexing distributor $\delta(r):\left(p^{-1}\left(b^{\prime}\right)\right) \rightarrow p^{-1}(b)$. Furthermore, this reindexing is not pseudofunctorial but lax normal functorial, i.e., the identity is preserves up to isomorphism but the associativity only in a lax way. So we get a correspondence between functors $p: \mathcal{E} \rightarrow \mathcal{B}$ and lax normal functors $F: \mathcal{B} \rightarrow$ Dist that we call the BénabouGrothendieck correspondence since it generalises the Grothendieck correspondence and was originally described by Bénabou, see [9]. We get back the covariant (resp. contravariant) Grothendieck correspondence by noticing that a functor is a fibration (resp. bifibration) iff the reindexing distributors $\delta(r):\left(p^{-1}\left(b^{\prime}\right)\right) \rightarrow p^{-1}(b)$ are representable by a functor $r^{*}$ (resp. corepresentable by a functor $r_{*}$ ) in a pseudofunctorial way. Notice that we can put both Grothendieck correspondences together to get that a functor is a bifibration iff $\delta(r)$ is both representable by $r^{*}$ and $r_{*}$. This means that $r_{*} \dashv r^{*}$ and so we get another correspondence, this time between bifibrations $p: \mathcal{E} \rightarrow \mathcal{B}$ and pseudofunctors $F: \mathcal{B} \rightarrow \mathbf{A d j}$.

In chapter 6, we first give an abstraction description of the Grothendieck construction making use of the notion of pushfibration of virtual double categories. This can be used to describe variations of the Bénabou-Grothendieck correspondences and we illustrate it on some examples. Then we give a polycategorical version of the Bénabou-Grothendieck correspondences. More specifically, we show that functors of polycategories $p: \mathcal{E} \rightarrow \mathcal{B}$ correspond to lax normal functors of weak 2-polycategories $F: \mathcal{B} \rightarrow$ Dist. Then, we
show that bifibrations of polycategories correspond to pseudofunctors $F: \mathcal{B} \rightarrow$ MAdj where MAdj is the 2-polycategory of categories and multivariable adjunctions. Notice that we directly jumped from functors to bifibrations without characterising fibrations and opfibrations first. This is because fibrations (resp. opfibrations) will correspond to functors such that for any polymap in the base $r: b_{1}, \ldots, b_{m} \rightarrow b_{1}^{\prime}, \ldots, b_{n}^{\prime}$ the reindexing distributor $\delta(r): p^{-1}\left(b_{1}^{\prime}\right), \ldots, p^{-1}\left(b_{n}^{\prime}\right) \rightarrow p^{-1}\left(b_{1}\right), \ldots, p^{-1}\left(b_{m}\right)$ is representable in each of its outputs (resp. each of its inputs). But these do not compose. For example, consider distributors $d: A \rightarrow B$ and $d^{\prime}: B, B^{\prime} \rightarrow C$ both representable in their inputs. For $d^{\prime} \circ$ $d: A, B^{\prime} \rightarrow C$ to be representable in $B^{\prime}$ we would need a functor $A^{\mathrm{op}}, C \rightarrow B^{\prime}$. Since $d^{\prime}$ is representable in $B^{\prime}$ we have a functor $B^{\mathrm{op}}, C \rightarrow B$. But $d$ is only representable in $A$, given us a functor $B \rightarrow A$ to represent it but not one $A \rightarrow B$. So we cannot get a sub-2-polycategory of Dist by restricting to the distributors representable only in the inputs or only in the outputs.

Lastly, we should emphasise that the results in chapter 7, and in particular the polycategorical Grothendieck correspondences, are conditioned on having a theory of weak 2-polycategories. To the extent of our knowledge such a theory has not been carefully worked out yet. We leave it as future work to craft this theory. Meanwhile we will describe the properties we assume to hold for weak 2-polycategories after recalling the usual notion of categorical Grothendieck correspondences.

The Grothendieck construction has been introduced by Grothendieck in [36] and its extension mentioned above by Bénabou (see [9]). The fact that the Grothendieck construction can be obtained as a strict 2-pullback of bicategories via the 2-functor $\mathbf{C a t}_{*} \rightarrow \mathbf{C a t}$ seems to be a folklore result. It is for example mentioned on the nlab page about the Grothendieck construction. We couldn't find a reference in the literature. Considering a pullback of virtual double categories instead to encompass versions of the Bénabou-Grothendieck construction is new. The chapter on the polycategorical BénabouGrothendieck construction is also original work.

# 6. The Bénabou-Grothendieck construction 

### 6.1. The B-G construction as a pullback

In this section we want to recover the Bénabou construction as a pullback:


First, let define the virtual double categories involved.

Definition 6.1.1. Dist is the vdc whose:

- objects are categories
- vertical morphisms are functors,
- horizontal morphisms are distributors $p: A \rightarrow B$, i.e. functors $p$ : $A^{\text {op }} \times B \rightarrow$ Set
- a cell
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is a natural transformation

$$
\alpha: \int^{a_{i} \in A_{i}} p_{1}\left(-, a_{1}\right) \times p_{2}\left(a_{1}, a_{2}\right) \times \cdots \times p_{n-1}\left(a_{n-2}, a_{n-1}\right) \times p_{n}\left(a_{n-1},=\right) \rightarrow q\left(F_{0}(-), F_{1}(=)\right)
$$

Remark 6.1.2. Alternatively, we could define a cell as a family of maps $p_{1}\left(a_{0}, a_{1}\right) \times \cdots \times$ $p_{n}\left(a_{n-1}, a_{n}\right) \rightarrow q\left(F_{0}\left(a_{0}\right), F_{1}\left(a_{n}\right)\right)$ which are natural in $a_{0}, a_{n}$ and dinatural in the other $a_{i}$. It would have the benefice of not requiring to take the coend of $p_{i}$ which means less coherence to check. It also makes for a more natural definition of cells in Dist ${ }_{*}$.

We will sometimes write distributors with a dashed arrow $p: A \rightarrow B$ to mark the difference with functors. Any functor $F: A \rightarrow B$ gives rise to two distributors one contravariantly and the other covariantly: $B(F(-),=): A \rightarrow B$ and $B(-, F(=)): B \rightarrow A$. Such a functor is said to represent the distributor. A distributor $p: A \rightarrow B$ is said to be representable in $A$ if there exists a functor $F: A \rightarrow B$ such that $p(-,=) \simeq B(F(-),=)$ naturally and representable in $B$ if there is a functor $G: B \rightarrow A$ such that $p(-,=) \simeq$ $A(-, G(=))$ naturally. In particular, if $p$ is representable both in $A$ and $B$ it is represented by a pair of adjoint functor $F \dashv G$. There is a distributor $A(-,=): A \rightarrow A$, it is an horizontal identity in $\mathbb{C}$.

For one-object categories considered as the delooping of monoids, a distributor $p: \mathcal{B}(A) \rightarrow$ $\mathcal{B}(B)$ is a set equipped with a actions by $A$ and $B$, so it is a $(A, B)$-bimodule. We can think of a distributor as generalising this by assigning to each pair of objects a set that is acted upon by composition of the morphisms in $A$ and $B$. A cell is given by a natural transformation

$$
\alpha: \int^{a_{i} \in A_{i}} p_{1}\left(-, a_{1}\right) \times p_{2}\left(a_{1}, a_{2}\right) \times \cdots \times p_{n}\left(a_{n-1},=\right) \rightarrow q\left(F_{0}(-), F_{1}(=)\right)
$$

that is, a family of functions

$$
\alpha_{a_{0}, a_{n}}: \int^{a_{i} \in A_{i}} p_{1}\left(a_{0}, a_{1}\right) \times p_{2}\left(a_{1}, a_{2}\right) \times \cdots \times p_{n}\left(a_{n-1}, a_{n}\right) \rightarrow q\left(F_{0}\left(a_{0}\right), F_{1}\left(a_{n}\right)\right)
$$
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naturally. In other words, they are functions such that

$$
\alpha\left(\varphi_{1}, \ldots, \varphi_{i-1} \cdot f, \varphi_{i}, \ldots, \varphi_{n}\right)=\alpha\left(\varphi_{1}, \ldots, \varphi_{i-1}, f \cdot \varphi_{i}, \ldots, \varphi_{n}\right)
$$

where $\cdot f$ is defined as $p_{i_{1}}(i d, f)$ and $f \cdot$ as $p_{i}(f, i d)$. So the coend is there to equate the left and right action, similar to what the reflexive coequaliser does for bimodules. It can be constructed explictly as a coequaliser of a coproduct, e.g. in the binary case:
where $\iota_{b}$ is the embedding into the $b$-th component of the coproduct. The vdc Dist is representable with composite given by the coend formula above.

Definition 6.1.3. Dist ${ }_{*}$ is the vdc whose:

- objects are pointed categories: pairs $(A, a)$ of a category $A$ and an object $a \in O b(A)$
- vertical morphisms are functors that preserves the points
- horizontal morphisms $p:(A, a) \rightarrow(B, b)$ are pointed distributors, i.e. pairs $(p, \varphi)$ of a distributor $p: A \rightarrow B$ and an element $\varphi \in p(a, b)$
- cells are natural transformations:

such that $\alpha_{a_{0}, a_{n}}\left(\varphi_{n} \bullet \cdots \bullet \varphi_{1}\right)=\psi$ where $\varphi_{n}, \bullet \cdots \varphi_{1}$ is the image of $\left(\varphi_{1}, \ldots, \varphi_{n}\right)$ through the embedding $p_{1}\left(a_{0}, a_{1}\right) \times \cdots \times p_{n}\left(a_{n-1}, a_{n}\right) \hookrightarrow \int^{x_{i}} p_{1}\left(a_{0}, x_{1}\right) \times \cdots \times p_{n-1}\left(x_{n-1}, a_{n}\right)$.

Dist $_{*}$ is representable with composite given by

$$
\left(\int^{x_{i}} p_{1}\left(a_{0}, x_{1}\right) \times \cdots \times p_{n}\left(x_{n-1}, a_{n}\right), \varphi_{n} \bullet \cdots \bullet \varphi_{1}\right)
$$

Proposition 6.1.4. The forgetful functor Dist $_{*} \rightarrow$ Dist is a pushfibration.

Proof. Since it only forgets structure it is strict.
Furthermore, since both vdcs are representable, we just need to prove it for unary cells.
So consider the following data of a cell in Dist together with points of its domain:


We can complete it into a cell in Dist $_{*}$ :


Now let prove that it is opcartesian.
Given a cell:

such that $\beta \circ \alpha$ is in $\mathbf{D i s t}_{*}$, we want to prove that $\beta$ is in $\mathbf{D i s t}_{*}$.

First $F_{0}\left(a_{0}\right)=c_{0}$ and $F_{1}\left(b_{1}\right)=c_{1}$ since $\beta \circ \alpha$ is in Dist $_{*}$.
Now we want to prove that $\beta_{a_{0}, b_{1}}\left(\alpha_{a, b}(\varphi)\right)=\rho$. But since $\beta \circ \in$ Dist $_{*}$ we have $(\beta \circ$ $\alpha)_{a_{0}, b_{1}}(\varphi)=\rho$ and then we use the definition of composition.

Since the vertical morphisms and the cells of Dist ${ }_{*}$ consists of vertical morphisms and cells in Dist, the vertical fibres and the fibres of the forgetful functor are discrete.

Now let consider a functor of vdc $F: \mathbb{B} \rightarrow$ Dist. We can form the pullback $\mathbb{B} \times$ Dist Dist $_{*}$. It is given by:

- Objects $(B \in \operatorname{Ob}(\mathbb{B}), b \in F(B))$
- vertical morphisms $f:(B, b) \rightarrow\left(B^{\prime}, b^{\prime}\right)$ are vertical morphisms $f: B \rightarrow B^{\prime}$ in $\mathbb{B}$ such that $F(f)(b)=b^{\prime}$
- horizontal morphisms $(p, \varphi):\left(B_{0}, b_{0}\right) \rightarrow\left(B_{1}, b_{1}\right)$ are given by pairs of a horizontal morphism $p: B_{0} \rightarrow B_{1}$ in $\mathbb{B}$ and an element $\varphi \in F(p)\left(b_{0}, b_{1}\right)$
- cells the ones in $\mathbb{B}$ such that $F(\alpha)_{b_{0}, b_{n}}\left(\varphi_{n} \bullet \cdots \bullet \varphi_{1}\right)=\varphi^{\prime}$.
 or its Bénabou-Grothendieck construction ( $B-G$ construction for short) and we denote it $\int F$.

Proposition 6.1.6. For any $F: \mathbb{B} \rightarrow$ Dist, $\int F \rightarrow \mathbb{B}$ is a pushfibration.

Proof. Since Dist ${ }_{*} \rightarrow$ Dist is a pushfibration.

Proposition 6.1.7. For any $F: \mathcal{B} \rightarrow$ Dist functor of bicategory, $\int F$ is a bicategory and $\int F \rightarrow \mathcal{B}$ is a 2-pushfibration.

Proof. By prop 5.2.7, since Dist $_{*} \rightarrow$ Dist is a pushfibration and its vertical fibres are discrete we get a bicategory $\int F$ and the projection is a 2-pushfibration of bicategories. Furthermore, since we don't use the vertical morphisms of Dist, we can forget them and consider the bicategory of categories and distributors.

Proposition 6.1.8. For any (lax) functor $F: \mathcal{B} \rightarrow$ Dist where $\mathcal{B}$ is a category, $\int F$ is a category and $\int F \rightarrow \mathcal{B}$ a functor.

Proof. By 5.2.9, since the forgetful functor is a pushfibration and its vertical fibres and fibres are discrete.

Explicitly, the category $\int F$ is given by:

- its objects are $(B \in \operatorname{Ob}(\mathcal{C}), b \in F(B))$
- its morphisms are $\left(f: B \rightarrow B^{\prime}, \varphi \in F(p)\left(b, b^{\prime}\right)\right)$
- its identities are $\left(i d_{B}, \eta_{b, b}\left(i d_{b}\right)\right)$ where $\eta: F(A)(-,--) \Rightarrow F\left(i d_{A}\right)(-,--)$ is the unit of the lax functor $F$
- its compositions are $\left.F\left(f^{\prime}\right) \bullet F(f), \mu_{f, f^{\prime}}\left(\varphi^{\prime} \bullet \varphi\right) \in F\left(f^{\prime} \circ f\right)\left(b, b^{\prime \prime}\right)\right)$ where $F\left(f^{\prime}\right) \bullet F(f)$ is the composition of distributors given by the coend formula, $\varphi^{\prime} \bullet \varphi$ is the image of $\left(\varphi, \varphi^{\prime}\right)$ by the inclusion in $\left(F\left(f^{\prime}\right) \bullet F(f)\right)\left(b, b^{\prime \prime}\right)$ and $\mu:\left(F\left(f^{\prime}\right) \bullet F(f)\right) \Rightarrow F\left(f^{\prime} \circ f\right)$ comes from the laxity of $F$

Note, however that this construction does not provide an inverse to the fibre construction. This is because the fibre construction is normal. If we restrict yourselves to lax normal functor into Dist the we get the usual Bénabou-Grothendieck construction.

Remark 6.1.9. Consider $\mathbb{X} \subseteq$ Dist with cells all the cells in Distof the shape:


A vertical morphism $a: 1 \rightarrow A$ in $\mathbb{X}$ is an object in $A$ and a cell such as above is an element $\varphi \in p(a, b)$. Then, Dist $^{\mathbb{X}}$ is Dist $_{*}$. So what we did here follow could have been deduced from the more general case of $\mathbb{C}^{\mathbb{X}} \rightarrow \mathbb{C}$. However, we found it more instructive to spell out the proof for this particular case.

### 6.2. Variants of the B-G construction

In the above, instead taking the pullback of Dist $_{*} \rightarrow$ Dist one can consider other functors.

### 6.2.1. Discrete B-G correspondence

Let Rel* be the vdc of pointed relations:

- its objects are pairs $(A, a)$ of a set and an element of it
- its vertical morphisms are functions preserving the elements
- its horizontal morphisms $R:(A, a) \rightarrow(B, b)$ are relations such that $a R b$
- its cells are cells in Rel
$\operatorname{Rel}_{*}$ is representable with horizontal composition given by the one of Rel.

Proposition 6.2.1. The forgetful functor $\mathbf{R e l}_{*} \rightarrow \mathbf{R e l}$ is a pushfibration.

Proof. We start with the following data.


Since there is at most one cell in $\operatorname{Rel}_{*}$ over a cell in Rel, we just need to prove that the codomain lift to $\mathbf{R e l}_{*}$, i.e. that $a_{0} S a_{n}$ which is true because of the definition of cells in Rel. The fact that it is opcartesian follows from a similar argument.

So we can define B-G construction for functors $F: \mathbb{B} \rightarrow$ Rel. In the categorical case it gives a correspondence between functors whose fibres are posetal and functors $F: \mathbb{B} \rightarrow$ Rel. Like in the usual B-G construction, pullbacks and pushforwards correspond to representability or the relations, i.e. that the relations are the graph of functions. We call fibrations and opfibrations that whose fibres are discrete, discrete fibrations and
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discrete opfibrations. They correspond under the discrete Grothendieck correspondence to presheaves and copresheaves.

### 6.2.2. B-G in Span

Let $\mathcal{C}$ be a category with finite limits. There is a $\operatorname{vdc} \operatorname{Span}_{*}(\mathcal{C})$ of pointed spans. The objects, morphisms and cells are summed up in the following diagram:

where pairs consists of objects of $\mathcal{C}$ and (global) elements of that object, e.g. ( $A, a$ ) is an object $A$ together with a map $a: 1 \rightarrow A$, and all the morphisms are asked to preserve the object, i.e. a morphism $f:(A, a) \rightarrow(B, b)$ should make the following diagram commute:


Furthermore the element $\left(p_{1}, \ldots, p_{n}\right) \in P_{1} \times \cdots \times P_{n}$ is really $\left\langle p_{1}, \ldots, p_{n}\right\rangle$ :


Proposition 6.2.2. The forgetful functor $\mathbf{S p a n}_{*}(\mathcal{C}) \rightarrow \mathbf{S p a n}(\mathcal{C})$ is a pushfibration.

Proof. We are given the following data:

and we want an element of $Q$ that is the image of $\left(p_{1}, \ldots, p_{n}\right)$ by $\alpha$, so we just have to take $\alpha\left(p_{1}, \ldots, p_{n}\right)$. That it is opcartesian follows directly from the definition.

Then, for any functor $F: \mathbb{B} \rightarrow \operatorname{Span}(\mathcal{C})$ we can form the pullback along the forget functor $\operatorname{Span}_{*}(\mathcal{C}) \rightarrow \operatorname{Span}(\mathcal{C})$. It is given by:
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- objects, pairs $(B \in \mathbb{B}, b: 1 \rightarrow F(B))$
- vertical morphisms, $f: B \rightarrow B^{\prime}$ vertical morphisms in $\mathbb{B}$ such that $F(f) \circ b=b^{\prime}$
- horizontal morphisms, pairs $(P, p):(B, b) \rightarrow\left(B^{\prime}, b^{\prime}\right)$ of an horizontal morphism $P: B \rightarrow B^{\prime}$ in $\mathbb{B}$ and a global element of $F(P)$ that is send to $b$ and $b^{\prime}$ by the left and right leg of the span respectively
- cells, cells in $\mathbb{B}$ such that their image preserves the points

Similarly to before, all the conditions descend to bicategories, and even strict 2-categories.
For any lax functor $F: \mathcal{B} \rightarrow \mathbf{S p a n}(\mathcal{C})$ from a category to the 2-category $\operatorname{Span}(\mathcal{C})$, one get its B-G construction, or category of elements:

- objects are pairs $(B \in \mathcal{B}, b: 1 \rightarrow F(B))$
- morphisms are pairs $(f, \varphi)$ where $f: B \rightarrow B^{\prime}$ is a morphism in $\mathcal{B}$ and $\varphi$ is an element of $F(f)$ sent by left and right leg to $b$ and $b^{\prime}$
- the identity is $\left(i d_{B}, \eta(b)\right)$ where $\eta$ comes from the laxity of $F$ and $\eta(b):=\eta \circ b: 1 \rightarrow$ $F\left(i d_{B}\right)$
- composition is $\left(f^{\prime} \circ f, \mu\left(\varphi, \varphi^{\prime}\right)\right)$

In the following we will focus on the case $\mathcal{C}=\mathbf{S e t}$ and we will write $\mathbf{S p a n}$ for $\boldsymbol{S p a n}($ Set $)$ Let consider a functor of categories $P: \mathcal{E} \rightarrow \mathcal{B}$ and define the lax functor $\partial p: \mathcal{B} \rightarrow \mathbf{S p a n}$ by:

- for $b \in \mathrm{Ob}(\mathcal{B}), \partial p(b):=p^{-1}(b)=\{e \in \operatorname{Ob}(\mathcal{E}) \mid p(e)=b\}$
- for $f: b \rightarrow b^{\prime}, \partial p(f):=p^{-1}(b) \stackrel{s}{\leftarrow}\left\{\varphi: e \rightarrow e^{\prime} \mid p(\varphi)=f\right\} \xrightarrow{t} p^{-1}\left(b^{\prime}\right)$ where $s$ and $t$ are the source and target
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- $\eta: i d_{\partial p} \Rightarrow \partial p(i d)$ with components

is given by $\eta_{b}(e):=i d_{e}$
- for $f: b \rightarrow b^{\prime}$ and $g: b^{\prime} \rightarrow b^{\prime \prime}$,

is given by $\mu_{f, g}(\varphi, \psi)=\psi \circ \varphi$

Proposition 6.2.3. For $p: \mathcal{E} \rightarrow \mathcal{B}, \partial p: \mathcal{B} \rightarrow \mathbf{S p a n}$ is a lax functor and $\partial$ is inverse to the $B-G$ construction $\int$.

So we get a B-G correspondence for Span. Like for Dist, it extends to a 2-equivalence of bicategories and the Grothendieck correspondences for fibrations can be recovered by factorising through Cat $\rightarrow$ Span by sending a functor to its graph.

# 7. The polycategorical Bénabou-Grothendieck correspondence 

### 7.1. 2-polycategories

### 7.1.1. About 2-polycategories

As stated above, to express these correspondences we need some theory of weak 2polycategory, where by 2-polycategory we mean that the 1-cells can have multiple inputs and outputs but not the 2-cells. In the following we only assume that there are weak 2-polycategories Dist and MAdj and that lax functors and pseudofunctors behave in the expected way. More generally we suspect that weak 2-polycategories and $*$-autonomous bicategories will be connected in a way such that the results of this thesis can be relaxed to this setting. In particular, any compact closed bicategory - as defined by Mike Stay in [81] - should be a *-autonomous bicategory, and by extension a weak 2-polycategory. This would entail that Dist is weak 2-polycategory.

### 7.1.2. Distributors and multivariable adjunctions

In this section we introduce the weak 2-polycategories Dist and MAdj. We prove that a multivariable adjunction can be understood as a representable distributor.
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Definition 7.1.1. Dist is the weak 2-polycategory that has as objects categories, that has as polymaps $f: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ distributors $f: A_{1} \times \ldots \times A_{m} \rightarrow B_{1} \times \ldots \times B_{n}$ and that has as 2-cells natural transformations.

Definition 7.1.2. Given categories $A_{1}, \ldots, A_{m}, B_{1}, \ldots, B_{n}, a \underline{(m, n) \text {-adjunction or multivariable }}$ adjunction $\left(F_{l}\right)_{1 \leq l \leq n} \dashv\left(G_{k}\right)_{1 \leq k \leq m}: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ consists of the following data:

- functors $F_{l}: \prod_{i} A_{i} \times \prod_{j \neq l} B_{j}^{\mathrm{op}} \rightarrow B_{l}$ for each $l$
- functors $G_{k}: \prod_{i \neq k} A_{i}^{\mathrm{op}} \times \prod_{j} B_{j} \rightarrow A_{k}$ for each $k$
- natural isomorphisms $B_{l}\left(F_{l}\left(a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{n}\right), b_{l}\right) \simeq A_{k}\left(a_{k}, G_{k}\left(a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{n}\right)\right)$ for any $k, l$

Example 7.1.3. $A$ (1,1)-adjunction between $A, B$ is a pair of functor $F: A \rightarrow B$ and $G: B \rightarrow A$ such that $B(F(a), b)=A(a, G(b))$. It is just a usual adjunction.

Example 7.1.4. Let $(\mathcal{C}, \otimes, I)$ be a biclosed monoidal category. By definition $(A \otimes-)$ has a right adjoint $A \multimap-$ and $(-\otimes B)$ has a right adjoint $-0-B$. We get three functors $\otimes: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}, \multimap: \mathcal{C}^{\mathrm{op}} \times \mathcal{C} \rightarrow \mathcal{C}$ and $\circ-\mathcal{C}^{\mathrm{op}} \times \mathcal{C} \rightarrow \mathcal{C}$ such that

$$
\mathcal{C}(A \otimes B, C) \simeq \mathcal{C}(B, A \multimap C) \simeq \mathcal{C}(A, C \circ B)
$$

This is an example of $a(2,1)$-adjunction $(\otimes) \dashv(-\infty, \circ-)$.

Proposition 7.1.5. $A(m, n)$-adjunction $\left(F_{l}\right)_{1 \leq l \leq n} \dashv\left(G_{k}\right)_{1 \leq k \leq m}: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ is the same thing as a distributor $P: A_{1} \times \ldots \times A_{m} \rightarrow B_{1} \times \ldots \times B_{n}$ that is representable in each of its variables.

Proof. From any of the $F_{l}$ we can define a distributor $P_{l}: A_{1} \times \ldots \times A_{m} \rightarrow B_{1} \times \ldots \times$ $B_{n}$ representable in $B_{l}$ by $P_{l}(-,-):=B_{l}\left(F_{l}(-),-\right)$. Similarly we can get distributors representable in $A_{k}$ from the functors $G_{k}$ by $P^{k}(-,-):=A_{k}\left(-, G_{k}(-)\right)$. But all of these distributors are naturally isomorphic by definition of a multivariable adjunction.

Conversely given a distributor $P: A_{1} \times \ldots \times A_{m} \rightarrow B_{1} \times \ldots \times B_{n}$, representability in the $A_{k}$ and $B_{l}$ produce functors $G_{k}$ with natural isomorphisms $P(-,-) \simeq A_{k}\left(-, G_{k}(-)\right)$ and functors $F_{l}$ with natural isomorphisms $P(-,-) \simeq B_{l}\left(F_{l}(-),-\right)$.

Multivariable adjunctions compose giving a subpolycategory of Dist that we will denote MAdj. To see that they compose let consider the case of composition a (1,2)-adjunction with a (2,1)-adjunction to get a (2,2)-adjunction. Let $P: A \xrightarrow{B}, C$ and $Q: C, A^{\prime} \xrightarrow{B^{\prime}}$ be distributors represented by $P_{A}, P_{B}, P_{C}, Q_{C}, Q_{A^{\prime}}, Q_{B^{\prime}}$. Then $Q \circ P: A, A^{\prime} \xrightarrow{B}, B^{\prime}$ is representable in each variable via the functors:

- $(Q \circ P)_{A}:=P_{A} \circ Q_{C}$
- $(Q \circ P)_{B}:=P_{B} \circ Q_{C}^{\mathrm{op}}$
- $(Q \circ P)_{A^{\prime}}:=Q_{A^{\prime}} \circ P_{c}^{\mathrm{op}}$
- $Q \circ P_{B^{\prime}}:=Q_{B^{\prime}} \circ P_{C}$
where we have omitted the symmetry isomorphisms used to rearrange the inputs. It can be checked that these functors represent $Q \circ P$.


### 7.2. Polycategorical Bénabou-Grothendieck <br> correspondence

### 7.2.1. Polycategorical Grothendieck correspondences

We want to extend the categorical Bénabou-Grothendieck correspondences to polycategories as follows:

- Poly-refinement systems $\mathcal{E} \rightarrow \mathcal{B} \longleftrightarrow$ lax normal functors $\mathcal{B}^{\text {op }} \rightarrow$ Dist
- Bifibrations $\mathcal{E} \rightarrow \mathcal{B} \longleftrightarrow$ Pseudofunctors $\mathcal{B}^{\text {op }} \rightarrow$ MAdj
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where Dist is the weak 2-polycategory of sets and multivariable distributors and MAdj is the weak 2-polycategory of sets and multivariable adjunctions. Like in the categorical case, MAdj is a sub-2-polycategory of Dist consisting of distributors that are representable in each of their variables. It is worth noting that for us $(0,0)$-adjunctions will be sets, in contrast to the original definition in [78] where they are taken to be trivial. Shulman discusses both possibilities, but chooses the latter to turn MAdj into a strict 2-polycategory, whereas the former fits more naturally in our framework at the price of MAdj being a weak 2-polycategory.

### 7.2.2. Fibres of a poly-refinement system and distributors between them

In the following we fix a poly-refinement system $p: \mathcal{E} \rightarrow \mathcal{B}$. We define a lax normal functor $\partial p: \mathcal{B}^{\text {op }} \rightarrow$ Dist by considering the fibres of $p$ like in the categorical case. We will use the convention that for any $\Gamma=A_{1}, \ldots, A_{n}, p^{-1}(\Gamma):=p^{-1}\left(A_{1}\right) \times \ldots \times p^{-1}\left(A_{m}\right)$. $\partial p$ assigns to each object its fibre $\partial p(B):=p^{-1}(B)$ which is a category. The objects of $p(B)$ consist of objects in $\mathcal{E}$ whose image by $p$ is $B$. Its morphisms are unary polymaps in $\mathcal{E}$ whose image by $p$ is $i d_{B}$. To a polymap $f: \Delta \rightarrow \Gamma$ in $\mathcal{B}^{\text {op }}$, that we will equivalently consider as a polymap $f: \Gamma \rightarrow \Delta$ in $\mathcal{B}$, is assigned a distributor between the fibres $\partial p(f): p^{-1}(\Delta) \times p^{-1}(\Gamma)^{\mathrm{op}} \rightarrow$ Set. This distributor consists of the set of polymaps lying over $f$ acted on by pre- and post-composition.

More precisely, given lists of objects in the fibres $\Pi=\left(R_{1}, \ldots, R_{m}\right) \sqsubset \Gamma=\left(A_{1}, \ldots, A_{m}\right), \Sigma=$ $\left(S_{1}, \ldots, S_{n}\right) \sqsubset \Delta=\left(B_{1}, \ldots, B_{n}\right)$ we define the action of the distributor $\partial p(f)$ on these objects by $\partial p(f)(\Sigma, \Pi):=\{\varphi: \Pi \rightarrow \Sigma \mid p(\varphi)=f\}$. And given lists of polymaps in the fibre $\vec{\psi}=\left(\psi_{i}: R_{i}^{\prime} \underset{i d_{A_{i}}}{\longrightarrow} R_{i}\right)_{1 \leq i \leq m}$ and $\vec{\xi}=\left(\xi_{j}: S_{j} \underset{i d_{B_{j}}}{\Longrightarrow} S_{j}^{\prime}\right)_{1 \leq j \leq n}$ we get $\partial p(f)(\vec{\xi}, \vec{\psi}):=\vec{\xi} \circ-\circ \vec{\psi}$.

This can be represented graphically.
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It can be noted that the polymaps in the fibre have one-object domain and codomain. This is because all the polymaps in the fibre lies over the identity polymap in the base.

This is summarized in the following definition.

Definition 7.2.1. For a poly-refinement system $p: \mathcal{E} \rightarrow \mathcal{B}$ we define the lax normal functor $\partial p: \mathcal{B}^{\mathrm{op}} \rightarrow$ Dist by:

- For any $B \in \mathcal{B}, \partial p(B):=\{S \in \mathcal{E} \mid p(S)=B\}$
- For any $f: \Gamma \rightarrow \Delta$ in $\mathcal{B}, \partial p(f): p^{-1}(\Delta) \rightarrow p^{-1}(\Gamma)$ defined by:
- For any $\Pi \sqsubset \Gamma, \Sigma \sqsubset \Delta, \partial p(f)(\Sigma, \Pi):=\{\varphi: \Pi \rightarrow \Sigma \mid p(\varphi)=f\}$
- For any $\vec{\psi}=\left(\psi_{i}: R_{i}^{\prime} \underset{i d_{A_{i}}}{\Longrightarrow} R_{i}\right)_{1 \leq i \leq m}$ and $\vec{\xi}=\left(\xi_{j}: S_{j} \underset{i d_{B_{j}}}{\Longrightarrow} S_{j}^{\prime}\right)_{1 \leq j \leq n}$, $\partial p(f)(\vec{\xi}, \vec{\psi})=\vec{\xi} \circ-\circ \vec{\psi}$

The proof that this defines a lax normal functor is similar to the categorical one with some extra bookkeeping because of the presence of contexts of inputs and outputs.

Now suppose that $p$ is a bifibration and consider a polymap $f: \Gamma_{1}, A, \Gamma_{2} \rightarrow \Delta$. We define a functor $\operatorname{pull}[f]_{A}: p^{-1}(\Delta) \times p^{-1}\left(\Gamma_{1}\right)^{\text {op }} \times p^{-1}\left(\Gamma_{2}\right)^{\text {op }} \rightarrow p^{-1}(A)$ by sending any $\Sigma \sqsubset \Delta, \Pi_{i} \sqsubset \Gamma_{i}$ to $\mathcal{\gamma}_{f}\left(\Pi_{1} \backslash \Sigma / \Pi_{2}\right)$. From lists of polymaps $\overrightarrow{\psi_{1}}, \overrightarrow{\psi_{2}}$ and $\vec{\xi}$ we get a polymap $\mathcal{P}_{f}\left(\Pi_{1} \backslash \Sigma / \Pi_{2}\right) \rightarrow \chi_{f}\left(\Pi_{1}^{\prime} \backslash \Sigma^{\prime} / \Pi_{2}^{\prime}\right)$ by using the factorisation property of $\mathcal{P}_{f}\left(\Pi_{1}^{\prime} \backslash \Sigma^{\prime} / \Pi_{2}^{\prime}\right)$. It is represented in Figure 7.1 where the two big blank boxes are the in-cartesian polymaps associated to the pullbacks.

By the universal property of the pullback we can link $\partial p(f)$ and pull $[f]_{A}$ in the following


Figure 7.1.: Polymap $\mathcal{X}_{f}\left(\Pi_{1} \backslash \Sigma / \Pi_{2}\right) \rightarrow \mathcal{X}_{f}\left(\Pi_{1}^{\prime} \backslash \Sigma^{\prime} / \Pi_{2}^{\prime}\right)$
way.

$$
\begin{aligned}
\partial p(f)\left(\Sigma, \Pi_{1},-, \Pi_{2}\right) & =\left\{\varphi: \Pi_{1},-, \Pi_{2} \rightarrow \Sigma \mid p(\varphi)=f\right\} \\
& =\left\{\psi:-\rightarrow \mathcal{X}_{f}\left(\Pi_{1} \backslash \Sigma / \Pi_{2}\right) \mid p(\psi)=i d_{A}\right\} \\
& =\operatorname{Hom}_{p^{-1}(A)}\left(-, \operatorname{pull}[f]_{A}\left(\Sigma, \Pi_{1}, \Pi_{2}\right)\right)
\end{aligned}
$$

This makes $\partial p(f)$ representable in $A$. Since by definition of a bifibration we get such a pull-functor for each of the inputs of $f$ and some similar push-functors for the outputs this makes $\partial p(f)$ a multivariable adjunction. Since it is true for any polymap $f$ in $\mathcal{B}^{\text {op }}$ we get that $\partial p$ factors through MAdj. Finally the fact that cartesian polymaps compose makes $\partial p: \mathcal{B}^{\text {op }} \rightarrow$ MAdj a pseudofunctor.

### 7.2.3. Polycategorical Grothendieck-Bénabou construction

Conversely, given a lax normal functor $F: \mathcal{B}^{\text {op }} \rightarrow$ Dist we construct its polycategory of elements $\int F$.

Definition 7.2.2. The polycategory of elements $\int F$ has:
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- for objects, pairs $(A, R)$ with $A \in \mathcal{B}$ and $R \in F(A)$
- for polymaps $(f, \varphi):(\Gamma, \Pi) \rightarrow(\Delta, \Sigma)$, pairs of a polymap $f: \Gamma \rightarrow \Delta$ in $\mathcal{B}$ and an element $\varphi \in F(f)(\Sigma, \Pi)$
- for identities $\left(i d_{A}, i d_{R}\right)$
- for composition $(g, \psi) \circ_{(A, R)}(f, \varphi)=\left(g \circ_{A} f, \mu(\widetilde{(\varphi, \psi)})\right)$ where:
$-\widetilde{(\varphi, \psi)} \in\left(F(g) \circ_{F(A)} F(f)\right)\left(\Sigma_{1}, \Sigma^{\prime}, \Sigma_{2}, \Pi_{1}^{\prime}, \Pi, \Pi_{2}^{\prime}\right)$ is the canonical element induced by the elements $\varphi \in F(f)\left(\Sigma_{1}, R, \Sigma_{2}, \Pi\right)$ and $\psi \in F(g)\left(\Sigma^{\prime}, \Pi_{1}^{\prime}, R, \Pi_{2}^{\prime}\right)$
$-\mu: F(g) \circ_{F(A)} F(f) \Rightarrow F\left(g \circ_{A} f\right)$ is the natural transformation giving lax functoriality of $F$

The fact that this is a polycategory follows from the coherence laws of $F$. Furthermore it can be proven that these constructions are inverse to each other using the same arguments as for the categorical constructions.

### 7.3. Frobenius pseudomonoids and Classical Linear Logic

Like in Section 4.3 there are different ways to define a Frobenius pseudomonoid. The most convenient in our case will be to think of those as (the image of) a pseudofunctor out of 1 .

Definition 7.3.1. A Frobenius pseudomonoid in a 2-polycategory $\mathcal{C}$ is a pseudofunctor $F: \mathbf{1} \rightarrow \mathcal{C}$.

Using the polycategorical Grothendieck correspondence we recover the result recently announced by Shulman that Frobenius pseudomonoids in MAdj are equivalent to *autonomous categories.

Theorem 7.3.2 (Shulman [77]). There is a correspondence between Frobenius pseudomonoid and *-autonomous categories.
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Proof. Using the polycategorical Grothendieck correspondence, pseudofunctors $\mathbf{1} \rightarrow$ MAdj correspond to bifibrations $p: \mathcal{E} \rightarrow \mathbf{1}$. Then using theorem 4.2.3 these correspond to representable *-polycategories.

Remark 7.3.3. Given a Frobenius monoid $\left(A, \overline{(m, n)_{A}}\right)$ in $\mathcal{B}$ and a lax normal functor $F: \mathcal{B} \rightarrow$ Dist. The polyfiber of $A$ relatively to the functor $\int F$ such as defined in section 4.3 is given by the image of $A$ (and the polymaps $\left.\overline{(m, n)_{A}}\right)$ by $F$. If $F$ is pseudo on these polymaps this forms a Frobenius pseudomonoid in Dist. When the images of these polymaps are representable in all their variables this factors through MAdj giving a *-representable polycategory. This is the another way of understanding the result 4.3.8.

## Part V.

## Conclusion

## Conclusion

## Conclusion and Further work

In this thesis we developed the theory of bifibred polycategories and provided examples. We started by considering the concept of representability. Representability is a tool used to express some categorical structures as universal properties by changing the shape of the morphisms. We considered three cases: multicategories, where the inputs of a morphism is a finite list of objects, polycategories where both the inputs and outputs of a morphisms are finite list of objects and virtual double categories where the morphisms, called cells, go from a list of horizontal maps to another horizontal map along some vertical maps. There is a systematic way of producing such category-like structures called generalised multicategories. The interested reader can find the theory of generalised multicategories in Leinster in [60] and [23]. The main idea is to consider morphisms with shape $T(A) \rightarrow A$ for $T$ a monad on some category. Categories are then given by taking $T$ to be the identity monad on Set, multicategories by taking $T$ to be the list monad or free monoid monad on Set and virtual double categories by taking $T$ to be the free-category monad on graphs In fact, this can be abstracted further by letting $T$ be a monad on a virtual double category, which is what is done in [23]. Then the generalised multicategories corresponding to a monad $T$ on a virtual double category $\mathbb{C}$, arrange themselves into a virtual double category. This gives a formal way of dealing with generalised multicategories, but also functors between them. This also provides a huge pool of examples:

[^3]symmetric multicategories, cartesian multicategories, topological spaces, monads on Set and functors are all generalised multicategories. Representability with regards to the output can then be defined in this generalising setting. For the examples above one gets, symmetric monoidal categories, cartesian categories, ordered compact Hausdorff spaces, categories with small products and fibrations. Notice however that polycategories are not examples. Indeed, for generalised multicategories morphisms are of the form $T(A) \rightarrow A$ where the monad $T$ where $T$ encode the shape of the input. However there is always one output. Polycategories have polymaps with multiple outputs. To generalise them one would need for morphisms with shape $T(A) \rightarrow T^{\prime}(A)$ where both the inputs and the outputs are parametrised by monads. A systematic treatment of generalised polycategories is still lacking, although some basis for the theory has been proposed in first in [53] and then in [33]. It would be interesting to develop more thoroughly the theory of generalised polycategories, in particular to find interesting examples and to consider representability in this setting.

In addition to spelling out representability for multicategories and polycategories, we have connected them to monoidal categories and *-autonomous categories, which are categorical models of IMLL and MLL respectively. In fact, we have suggested in the introduction a more direct interpretation of the sequent calculi in multicategories and polycategories. The idea being that the shape of the morphisms in multicategories and polycategories correspond to that of the sequents of IMLL and MLL, so they encode precisely the structure of the sequent calculi. Then the connectives and their rules are interpreted by objects and maps having universal properties. This idea can be extend to sequent calculi for other logics by considering generalised multicategories or generalised polycategories that encode the structure of the logic considered. In [43], the authors have constructed a 2-monad on Cat that they call the linear-non-linear substitution monad. The generalised multicategories for this monad should correspond to models of the intuitionistic linear logic, or more precisely of the linear-non-linear sequent calculus presented in [10]. Their motivation is to use this to study models of Differential Linear

Logic (for more on the theory of DiLL and their models see [29, 14] In parallel, in this article [79] LNL-polycategories are introduced. Representability is introduced and it is shown that it captures all the connectives of linear logic. When a systematic treatment of generalised polycategories is worked out, it should provide an interesting example. Furthermore, extending the case study of Banach spaces to LNL-polycategories could help understand better LL and DiLL, for example by studying models coming from functional analysis such as those considered in Kerjean's work, see [50, [24, 48, 49] .

In the second part of this thesis, we introduced bifibrations of polycategories and pushfibrations of virtual double categories. We show how to think of fibrationality as a parametrised version of representability. It should be possible to extend pushfibrations to generalised multicategories where an element of $t \in T(A)$ is pushed along a morphism $F(t) \rightarrow s$. However, extending fibrations and bifibrations of multicategories to generalised ones would be more tricky. The issue is that when defining a fibration of multicategories, one has to specify an object from the domain in which to pull. It is not clear how this idea of picking an element in a list could be generalised to other monads. The same limitation applies to defining any fibrational property in the case of generalised polycategories. The investigation of fibrations of generalised multicategories or polycategories is left to further work.

In the context of virtual double categories, pushfibrations only have pushforward of cells along identity maps. This was enough for the applications that we had in mind, namely describing the Bénabou-Grothendieck construction as a pullback. However, we could ask for more fibrational structures. First, by considering pushing and pulling objects along vertical or horizontal maps: these should be a generalisation of 2-fibrations, introduced in [37] (although with one condition missing) and studied in [2, 17]. Second, one could also ask for the possibility of pulling along a cell in some specific horizontal morphism. Just as a pullback in a multicategory is a parametrised version of an internal hom-object, a pullback along a cell in a virtual double category should be a parametrised version of an internal hom-morphism, i.e. a horizontal morphism that would internalise cells. We
believe that there should be a notion of fibration of virtual double categories with enough structure to do formal category theory fibrationally. These could provide parametrised models for the formal logic studied recently in [73].

Finally, in the last part we studied the Bénabou-Grothendieck correspondence and extended it to polycategories. For the polycategorical one we assumed the existence of weak 2-polycategories. We think this is a subject worth investigating. In addition to letting us put the B-G correspondence on firm ground, weak 2-polycategories would be interesting as models of MLL. Indeed, the usual categorical semantics for logic provides models that are quotiented by $\beta \eta$-equivalence. In this context, the computational aspect of proof theory and type theory is lost. To address this issue, some research has been done in providing bicategorical models of logic where $\beta$-reduction and $\eta$-expension correspond to 2-morphisms. We believe that weak 2-polycategories would provide a framework for extending such studies to classical MLL. An idea that we would like to explore in that direction is the following. Consider Gph, the category of graphs and graphs morphisms. The forgetful functor Cat $\rightarrow$ Gph has a left adjoint that builds the free-category on a graph. This defines a monad on Gph, the free-category monad. Algebras for this monad correspond to categories. A similar construction works for Cat-Gph the category of Cat-enriched graphs and their morphisms. It as a free-2-category monad whose algebra corresponds to (strict) 2-categories. Now there is a 2 -category Cat-Gph and the free-2-category monad extends to a 2-monad on it. Algebras for this 2-monad are still strict 2-categories, while pseudoalgebras are bicategories. Now, we can consider a category MultiGph of multigraphs. It is possible to define the free-multicategory on a multigraph. So we could consider the monad it induces on MultiGph, enriched the setting over Cat and extend the monad to a bicategorical one and then consider its pseudoalgebras to get a notion of weak 2-multicategory. There it is interesting to notice that a graph/multigraph is a span $C_{0} \leftarrow C_{1} \rightarrow C_{0} / \mathcal{L}\left(C_{0}\right) \leftarrow C_{1} \rightarrow C_{0}$ with $\mathcal{L}$ the list monad on set. The freecategory and free-multicategory construction on Gph and MultiGph can be obtained from the free monoid construction on the vdc of $T$-spans. So when this free monoid
construction exists, it should be possible to adapt the strategy above to define weak generalised 2-multicategories. The case of weak 2-polycategories could be done in an ad hoc way by describing the free polycategory construction on a polygraph or by considering the abstract setting of generalised polycategories.

Another line of research would be to use this work on concrete models for developing tools in applied category theory. For example the operational reading that we gave in the example of Banach spaces can be used in other cases. One can consider a polycategory $\mathcal{P}$ whose objects model systems and whoses polymaps model processes, for example by considering the underlying polycategory of a compact closed category and using the literature on ACT. In such a polycategory, nullary polymaps $\cdot \rightarrow A$ are understood as states or values of $A$, co-nullary polymaps $A \rightarrow$. as measurements or tests on $A$ and nullary-co-nullary polymaps $\cdot \rightarrow \cdot$ as scalars or truth values. Furthermore, a specific subset of scalars is fixed that correspond to accepted scalars. Let $\mathcal{M} \subseteq \mathcal{P}(\cdot, \cdot)$ be the subset of accepted scalars. Then, one can built a polycategory where an object is an object $A$ in $\mathcal{P}$ equipped with a choice of substates of $A, c_{A} \subseteq \mathcal{P}(\cdot, A)$. This can be regarded as considering only states with a certain property. To each such choice corresponds a set $c_{A}^{*}:=\{\varphi: A \rightarrow \cdot \mid \forall a \in A, \varphi(A) \in \mathcal{M}\}$ that tests for this property. Then the polymaps $f: A_{1}, \ldots, A_{m} \rightarrow B_{1}, \ldots, B_{n}$ are asked to respect the properties, meaning that for all $a_{i} \in c_{A_{i}}$ and all $\varphi_{j} \in c_{B_{j}}^{*}$ we should have that

$$
\left(\varphi_{1}, \ldots, \varphi_{n}\right) f\left(a_{1}, \ldots, a_{m}\right) \in \mathcal{M}
$$

The forgetful functor - that only keeps the object and forgets the property - defines a bifibration. It would be interesting to look at how to capture certain examples by adding some more structures/properties on this construction. Banach spaces and contractive polymaps would be an example, where the choice of substates is defined by the unit ball of the norm. The work by Kissinger and Uijlen on causal structure [51] is another. In both cases, the category of systems and processes is compact closed while the category of
substates is $*$-autonomous with $\otimes \neq \mathcal{P}$. Other interesting examples could be considered. An application could be to use the connection between bifibrations and Hoare logic to adapt tools from Hoare logic to study logical properties of systems modeled by bifibrations of polycategories.
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[^0]:    ${ }^{1}$ Here and forward when talking about tensor and par products, I have generally in mind an $n$-ary version of those, in particular, their units is included

[^1]:    ${ }^{1}$ See https://math.stackexchange.com/questions/1027478/correct-definition-of-bilinearmultilinear-m for a discussion of multilinear maps over noncommutative rings

[^2]:    ${ }^{1}$ Thanks to Richard Garner for suggesting this explanation

[^3]:    ${ }^{1}$ actually, Leinster use the term fc-multicategory instead of virtual double category for this reason

