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## Abstract

The first part of this thesis concerns perfect matchings and their generalisations. We determine the minimum vertex degree that ensures a perfect matching in a 3-uniform hypergraph, thereby answering a question of Hàn, Person and Schacht.

We say that a graph $G$ has a perfect $H$-packing (also called an $H$-factor) if there exists a set of disjoint copies of $H$ in $G$ which together cover all the vertices of $G$. Given a graph $H$, we determine, asymptotically, the Ore-type degree condition which ensures that a graph $G$ has a perfect $H$-packing.

The second part of the thesis concerns Hamilton cycles in directed graphs. We give a condition on the degree sequences of a digraph $G$ that ensures $G$ is Hamiltonian. This gives an approximate solution to a problem of Nash-Williams concerning a digraph analogue of Chvátal's theorem.

We also show that every sufficiently large regular tournament can almost completely be decomposed into edge-disjoint Hamilton cycles. More precisely, for each $\eta>0$ every regular tournament $G$ of sufficiently large order $n$ contains at least $(1 / 2-\eta) n$ edge-disjoint Hamilton cycles. This gives an approximate solution to a conjecture of Kelly from 1968.
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## Chapter 1 Introduction

A natural question is to establish conditions that ensure a graph $G$ contains some spanning subgraph $F$. For example $F$ could be a Hamilton cycle or a perfect matching. Of course, it is desirable to fully characterise those graphs $G$ which contain a spanning copy of a given graph $F$. For example, Tutte's theorem [93] characterises those graphs with a perfect matching. However, for some graphs $F$ (for example Hamilton cycles) it is unlikely that such a characterisation exists. Indeed, for many graphs $F$ (including Hamilton cycles) the decision problem of whether a graph $G$ contains $F$ is NP-complete. Thus, it is of interest to find sufficient conditions.

### 1.1 Generalisations of perfect matchings

### 1.1.1 Perfect $H$-packings

Perhaps the simplest parameter of a graph $G$ to consider is the minimum degree $\delta(G)$ of G. Dirac [23] showed that any graph $G$ on $n \geq 3$ vertices has a Hamilton cycle provided that $\delta(G) \geq n / 2$. So when $n$ is even this implies that $G$ contains a perfect matching (and it is easy to see that this bound is tight). Chapter 3 of this thesis is concerned with the case when $F$ is composed of many copies of a small graph $H$, i.e. when $F$ is a perfect $H$-packing. More precisely, a perfect $H$-packing in $G$ consists of vertex-disjoint copies of $H$ in $G$ covering all the vertices of $G$. So if $H=K_{2}$, a perfect $H$-packing in $G$ is simply a
perfect matching in $G$. Hajnal and Szemerédi [33] established the bound on the minimum degree of a graph $G$ which guarantees that $G$ contains a perfect $K_{r}$-packing. Given any graph $H$, Kühn and Osthus [57] determined, up to an additive constant, the bound on the minimum degree of a graph $G$ that ensures a perfect $H$-packing in $G$.

It is also of interest to consider other types of degree conditions that force a perfect $H$-packing in a graph $G$. Ore's theorem [73] generalises Dirac's theorem. This result states that a graph $G$ of order $n \geq 3$ contains a Hamilton cycle if $d(x)+d(y) \geq n$ for all non-adjacent $x \neq y \in V(G)$. We refer to such conditions on the sum of the degrees of non-adjacent vertices of a graph as Ore-type degree conditions. A result of Kierstead and Kostochka [45] implies a 'best possible' Ore-type degree condition which guarantees the existence of a perfect $K_{r}$-packing in a graph $G$. In Chapter 3 we asymptotically determine the Ore-type degree condition that ensures a perfect $H$-packing in a graph $G$ for any graph $H$ (see Theorem 3.2). Thus, this provides an Ore-type analogue of the result of Kühn and Osthus mentioned above.

Notice that the Ore-type degree condition which forces a Hamilton cycle in a graph is 'twice the minimum degree condition' in Dirac's theorem. Further the corresponding bound in the aforementioned result of Kierstead and Kostochka is again 'twice the minimum degree condition' in the Hajnal-Szemerédi theorem. Thus, one may imagine that we have a similar phenomenon for our result concerning perfect $H$-packings. However, perhaps surprisingly, this is not the case. Indeed, for some graphs $H$ the Ore-type degree condition which ensures a perfect $H$-packing in a graph $G$ involves the so-called colour extension number of $H$. This parameter is not relevant, however, in the corresponding minimum degree condition.

The Erdös-Stone theorem gives a condition on the number of edges in a graph $G$ which forces a copy of some fixed graph $H$ in $G$. Clearly a necessary condition for the existence of a perfect $H$-packing in a graph $G$ is the property that for all $x \in V(G)$ there exists a copy of $H$ in $G$ containing $x$. In Section 3.1.4 we characterise, up to an error term, the minimum and Ore-type degree conditions that ensure a copy of a graph $H$ in $G$ containing a given $x \in V(G)$. In some sense the bound in this latter result is the 'reason' why the Ore-type degree condition which guarantees a perfect $H$-packing in a graph $G$ is not twice
the minimum degree condition in the result of Kühn and Osthus. This will be discussed in more depth in Section 3.1.4.

### 1.1.2 Matchings in $r$-uniform hypergraphs

As mentioned earlier, a theorem of Tutte [93] characterises all those graphs that contain a perfect matching. In contrast, a result of Garey and Johnson [29] implies that the decision problem whether an $r$-uniform hypergraph contains a perfect matching is NP-complete for $r \geq 3$. So again it is natural to seek simple sufficient conditions that ensure a perfect matching. Given an $r$-uniform hypergraph $H$ and distinct vertices $v_{1}, \ldots, v_{\ell} \in V(H)$ (where $1 \leq \ell \leq r-1)$ we define $d_{H}\left(v_{1}, \ldots, v_{\ell}\right)$ to be the number of edges containing each of $v_{1}, \ldots, v_{\ell}$. The minimum $\ell$-degree $\delta_{\ell}(H)$ of $H$ is the minimum of $d_{H}\left(v_{1}, \ldots, v_{\ell}\right)$ over all $\ell$-element sets of vertices in $H$. We refer to $\delta_{1}(H)$ as the minimum vertex degree of $H$, and $\delta_{r-1}(H)$ as the minimum codegree of $H$.

In recent years there has been significant progress on this problem. Indeed, following on from work in [54, 79], Rödl, Ruciński and Szemerédi [80] characterised the minimum codegree that ensures a perfect matching in an $r$-uniform hypergraph. However, much less is known about minimum vertex degree conditions for perfect matchings in $r$-uniform hypergraphs $H$. Hàn, Person and Schacht [34] gave conditions on $\delta_{1}(H)$ that ensure a perfect matching in the case when $r \geq 4$. These bounds were subsequently lowered by Markström and Ruciński [65]. This result, however, is believed to be far from tight. In the case when $r=3$, Hàn, Person and Schacht [34] asymptotically determined the minimum vertex degree that ensures a perfect matching. In Chapter 4 we determine this threshold exactly.

It is also natural to ask for conditions that ensure a matching of given size $d$ in an $r$ uniform hypergraph $H$. In the case when $d$ is small compared to the order of $H$, Bollobás, Daykin and Erdős [11] determined the minimum vertex degree that forces a matching of size $d$ in an $r$-uniform hypergraph $H$. In Chapter 4 we extend this result to all possible values of $d$ in the case when $H$ is 3 -uniform.

### 1.2 Hamilton cycles in directed graphs

### 1.2.1 Degree sequences forcing Hamilton cycles

Dirac's theorem is best possible in the sense that a lower minimum degree condition does not force Hamiltonicity. However, it is of interest to strengthen Dirac's theorem by finding conditions on a graph $G$ of order $n$ which ensure Hamiltonicity but which allow some vertices to have degree much less than $n / 2$. Pósa [75] gave such a condition on the so-called degree sequence of a graph: Suppose that the degrees of a graph $G$ of even order $n$ are $d_{1} \leq \cdots \leq d_{n}$. If $n \geq 4$ and $d_{i} \geq i+1$ for all $i<n / 2$ then $G$ contains a Hamilton cycle. So the condition considers graphs $G$ for which nearly half the vertices may have degree much less than $n / 2$. Chvátal [19] generalised this result by characterising all those degree sequences that ensure the existence of a Hamilton cycle in a graph.

Finding analogous results for directed graphs (digraphs) has proved to be much more difficult. (Throughout this thesis the digraphs we consider do not have loops and we allow at most one edge in each direction between any pair of vertices.) Ghouila-Houri [30] proved an analogue of Dirac's theorem for digraphs. In Chapter 5 we consider a conjecture of Nash-Williams which, if true, provides a digraph analogue of Chvátal's theorem. Indeed, the conjecture would imply a complete characterisation of all those digraph degree sequences which force Hamiltonicity. No progress has been made on Nash-Williams' conjecture so far. However, we will prove an approximate version of this conjecture for sufficiently large digraphs (Theorem 5.2). In order to prove this result we will prove a stronger result which ensures a Hamilton cycle in 'robustly expanding digraphs' of linear degree (see Theorem 5.13).

An oriented graph is a digraph which can be obtained from an undirected graph by orienting its edges. Thomassen [88] raised the question of an analogue of Dirac's theorem for oriented graphs. Proving a conjecture of Häggkvist [31], Keevash, Kühn and Osthus [41] determined the bound on the minimum semidegree of an oriented graph $G$ which forces $G$ to contain a Hamilton cycle (for sufficiently large oriented graphs). As indicated earlier, for undirected graphs Pósa's theorem is much stronger than Dirac's theorem. It is natural
to seek a result which strengthens Häggkvist's conjecture in the same way. Interestingly though, in Section 5.4 we show that no such analogue of Pósa's theorem exists.

### 1.2.2 Powers of Hamilton cycles and related problems

A well-studied generalisation of the notion of a Hamilton cycle is that of the $r$ th power of a Hamilton cycle. (The $r$ th power of a Hamilton cycle $C$ is obtained from $C$ by adding an edge between every pair of vertices of distance at most $r$ on $C$.) Seymour [84] gave a conjectural bound on the minimum degree of a graph $G$ that forces $G$ to contain the $r$ th power of a Hamilton cycle. This conjecture was verified for large graphs by Komlós, Sárközy and Szemerédi [50]. Seymour's conjecture extends a conjecture of Pósa (see [25]) who proposed the bound in the case of the square of a Hamilton cycle (that is, when $r=2$ ).

The notion of the $r$ th power of a Hamilton cycle also makes sense in the digraph setting: In this case the $r$ th power of a Hamilton cycle $C$ is the digraph obtained from $C$ by adding a directed edge from $x$ to $y$ if there is a path of length at most $r$ from $x$ to $y$ on $C$. In Section 6.1 we give a conjecture on the minimum semidegree of an oriented graph $G$ which ensures that $G$ contains the square of a Hamilton cycle. We also show that, if true, the conjecture would be best possible.

Notice that in the case when $r+1$ divides $|G|$, a necessary condition for a graph $G$ to contain the $r$ th power of a Hamilton cycle is that $G$ contains a perfect $K_{r+1}$-packing. In fact, the Hajnal-Szemerédi theorem together with the result of Komlós, Sárközy and Szemerédi show that the minimum degree bound which forces a perfect $K_{r+1}$-packing is the same as the minimum degree bound which forces the $r$ th power of a Hamilton cycle.

Similarly when 3 divides $|G|$, a necessary condition for an oriented graph $G$ to contain the square of a Hamilton cycle is that $G$ contains a perfect packing of transitive triangles. In Section 6.2 we give a conjecture on the minimum semidegree of an oriented graph $G$ which ensures that $G$ contains a perfect packing of transitive triangles. Perhaps surprisingly, this bound is lower than the bound given in our conjecture concerning the square of a Hamilton cycle.

### 1.2.3 Decomposing oriented graphs into Hamilton cycles

Another variant of the Hamilton cycle problem which has received much attention is the problem of whether a graph or digraph $G$ has a Hamilton decomposition. That is, whether the edge set of $G$ can be decomposed into a collection of edge-disjoint Hamilton cycles. The problem originates from 1892 when Walecki showed that $K_{n}$ has a Hamilton decomposition precisely when $n$ is odd.

A regular tournament is an orientation of a complete graph such that every vertex has equal in- and outdegree. In 1968 Kelly (see e.g. [8, 13, 67]) conjectured that every regular tournament has a Hamilton decomposition. Despite receiving much attention this problem remains open. However, in Chapter 7 we prove an approximate version of Kelly's conjecture (Theorem 7.2) which roughly states that all sufficiently large regular tournaments $G$ can be 'almost' decomposed into edge-disjoint Hamilton cycles (i.e. all but $o\left(|G|^{2}\right)$ edges of $G$ lie in a collection of edge-disjoint Hamilton cycles).

Instead of proving our approximate version of Kelly's conjecture directly, we prove a much stronger result (Theorem 7.3). Indeed, we give a condition on the minimum semidegree of an 'almost regular' oriented graph $G$ that ensures the edge set of $G$ can be almost decomposed into edge-disjoint Hamilton cycles. (Here, by 'almost regular' we mean every vertex has roughly the same in- and outdegree.)

In 1982 Thomassen [89] posed a weaker version of Kelly's conjecture: If $G$ is a regular tournament on $2 k+1$ vertices and $A$ is any set of at most $k-1$ edges of $G$, then $G-A$ has a Hamilton cycle. Using our result (Theorem 5.13) concerning Hamilton cycles in robustly expanding digraphs we prove this conjecture in the case when $G$ is large. The content of Chapters $3,4,5$ and 7 is based on joint work $[60,63,61,62]$ with Kühn and Osthus.

### 1.3 Szemerédi's Regularity lemma

Szemerédi's Regularity lemma [86] allows us to approximate sufficiently large and dense graphs by a 'random-like' graph. The Blow-up lemma of Komlós, Sárközy and Szemerédi [49] provides a way of embedding spanning subgraphs $H$ of bounded degree into such random-
like graphs. Thus these results are essential tools in proving several of the theorems given in this thesis. Indeed, Alon and Shapira [3] established a variant of the Regularity lemma for digraphs. This will be exploited in the proof of Theorems 5.2 and 7.3 . We will not use the Blow-up lemma directly in the proof of Theorem 5.2. However, we will use a result (Lemma 5.9) from [41] whose proof uses a version of the Blow-up lemma due to Csaba [20]. (We do not, however, use the Blow-up lemma in the proof of Theorem 7.3.) The proof of Theorem 3.2 given in Chapter 3 uses the 'standard' version of the Blow-up lemma (Lemma 2.6). In Chapter 2 we draw together all the information we require concerning the Regularity lemma and the Blow-up lemma.

### 1.4 Notation and preliminaries

If $G$ is a graph or digraph we write $V(G)$ to denote the set of vertices of $G$ and $E(G)$ the set of its edges. Furthermore $e(G)$ denotes the number of edges in $G$ and $|G|$ the order of $G$.

Given a graph $G$ and a vertex $x \in V(G)$ we denote by $d_{G}(x)$ the degree of $x$ in $G, \delta(G)$ the minimum degree of $G$ and $\Delta(G)$ the maximum degree of $G$. The chromatic number of $G$ is denoted by $\chi(G)$.

Given a graph $G$ and disjoint $A, B \subseteq V(G)$, an $A-B$ edge is an edge of $G$ with one endvertex in $A$ and the other in $B$. The number of these edges is denoted by $e_{G}(A, B)$ or $e(A, B)$ if this is unambiguous. We write $(A, B)_{G}$ for the bipartite subgraph of $G$ with vertex classes $A$ and $B$ whose edges are precisely the $A-B$ edges in $G$. Similarly, given a digraph $G$ and disjoint $A, B \subseteq V(G)$, we write $e_{G}(A, B)$ for the number of all those edges which are directed from some vertex in $A$ to some vertex in $B$. We also write $(A, B)_{G}$ for the oriented bipartite subgraph of $G$ with vertex classes $A$ and $B$ whose edges are precisely the edges from $A$ to $B$ in $G$.

Given two vertices $x$ and $y$ of a digraph $G$, we write $x y$ for the edge directed from $x$ to $y$. We denote by $N_{G}^{+}(x)$ and $N_{G}^{-}(x)$ the out- and the inneighbourhood of $x$ and by $d_{G}^{+}(x)$ and $d_{G}^{-}(x)$ its out- and indegree. We will write $N^{+}(x)$ for example, if this is unambiguous.

Given $S \subseteq V(G)$, we write $N_{G}^{+}(S)$ for the union of $N_{G}^{+}(x)$ for all $x \in S$ and define $N_{G}^{-}(S)$ analogously. The minimum semidegree $\delta^{0}(G)$ of $G$ is the minimum of its minimum outdegree $\delta^{+}(G)$ and its minimum indegree $\delta^{-}(G)$. The maximum of the maximum outdegree $\Delta^{+}(G)$ and the maximum indegree $\Delta^{-}(G)$ is denoted by $\Delta^{0}(G)$.

Throughout this thesis we omit floors and ceilings whenever this does not affect the argument.

## Chapter 2

## The Regularity Lemma and The BLOW-UP LEMMA

### 2.1 The Regularity lemma for graphs

Szemerédi's Regularity lemma [86] has proved to be an incredibly powerful and useful tool in graph theory as well as in Ramsey theory, combinatorial number theory and other areas of mathematics and theoretical computer science. Indeed, the result was initially proved by Szemerédi in order to prove a conjecture of Erdős and Turán [26] that sequences of integers of positive upper density must contain long arithmetic progressions.

The lemma essentially says that large dense graphs can be approximated by a randomlike graph. The strength of this result will be useful for the proof of the results concerning packings in graphs given in Chapter 3. As mentioned in Section 1.3, there is a version of the Regularity lemma for digraphs due to Alon and Shapira [3], which will be used in the proof of Theorems 5.2 and 7.3.

Before stating the Regularity lemma we first need to introduce some more notation and definitions. The density of a bipartite graph $G$ with vertex classes $A$ and $B$ is defined to be

$$
d_{G}(A, B):=\frac{e_{G}(A, B)}{|A||B|} .
$$

We will write $d(A, B)$ if this is unambiguous. Given any $\varepsilon, \varepsilon^{\prime}>0$, we say that $G$ is $\left[\varepsilon, \varepsilon^{\prime}\right]$-regular if for all sets $X \subseteq A$ and $Y \subseteq B$ with $|X| \geq \varepsilon|A|$ and $|Y| \geq \varepsilon|B|$ we have
$|d(A, B)-d(X, Y)|<\varepsilon^{\prime}$. In the case when $\varepsilon=\varepsilon^{\prime}$ we say that $G$ is $\varepsilon$-regular (we also say that $(A, B)_{G}$ is an $\varepsilon$-regular pair). One can think of an $\varepsilon$-regular pair as a bipartite graph which has its edges distributed in a fairly uniform way. Further, the smaller $\varepsilon$ is, the 'more uniform' the pair is.

The notion of a super-regular pair is similar to that of a regular pair. However, here we require a lower bound on the degrees of the vertices in such a pair. Indeed, given a bipartite graph $G$ with vertex classes $A$ and $B$ and given any $\varepsilon>0$ and $d \in[0,1)$ we say that $G$ is $(\varepsilon, d)$-super-regular if all sets $X \subseteq A$ and $Y \subseteq B$ with $|X| \geq \varepsilon|A|$ and $|Y| \geq \varepsilon|B|$ satisfy $d(X, Y)>d$ and, furthermore, if $d_{G}(a)>d|B|$ for all $a \in A$ and $d_{G}(b)>d|A|$ for all $b \in B$. (In Chapter 7 it will be more convenient to use a slight variant of this definition.) The next fact states that every regular pair has an almost spanning subgraph which is super-regular.

Fact 2.1 If $(A, B)$ is an $\varepsilon$-regular pair with density $d$ (where $0<\varepsilon<1 / 3$ ), then there exists $A^{\prime} \subseteq A$ and $B^{\prime} \subseteq B$ with $\left|A^{\prime}\right| \geq(1-\varepsilon)|A|$ and $\left|B^{\prime}\right| \geq(1-\varepsilon)|B|$, such that $\left(A^{\prime}, B^{\prime}\right)$ is a $(2 \varepsilon, d-3 \varepsilon)$-super-regular pair.

Szemerédi's Regularity lemma states that we can partition the vertices of any large graph into a bounded number of 'clusters' so that most of the pairs of clusters induce $\varepsilon$-regular pairs.

Lemma 2.2 (Szemerédi [86]) For every $\varepsilon>0$ and each integer $\ell_{0}$ there is an $M=$ $M\left(\varepsilon, \ell_{0}\right)$ such that if $G$ is any graph on at least $M$ vertices then there exists a partition of $V(G)$ into $V_{0}, V_{1}, \ldots, V_{\ell}$ such that the following holds:

- $\ell_{0} \leq \ell \leq M$,
- $\left|V_{0}\right| \leq \varepsilon|G|$,
- $\left|V_{1}\right|=\cdots=\left|V_{\ell}\right|=: L$,
- for all but $\varepsilon \ell^{2}$ pairs $1 \leq i<j \leq \ell$ the graph $\left(V_{i}, V_{j}\right)_{G}$ is $\varepsilon$-regular.

In this thesis we will use the following degree form of Szemerédi's Regularity lemma which can easily be derived from Lemma 2.2 .

Lemma 2.3 (Degree form of the Regularity lemma) For every $\varepsilon>0$ and each integer $\ell_{0}$ there is an $M=M\left(\varepsilon, \ell_{0}\right)$ such that if $G$ is any graph on at least $M$ vertices and $d \in[0,1)$, then there exists a partition of $V(G)$ into $\ell+1$ classes $V_{0}, V_{1}, \ldots, V_{\ell}$, and a spanning subgraph $G^{\prime} \subseteq G$ with the following properties:
$\bullet \ell_{0} \leq \ell \leq M,\left|V_{0}\right| \leq \varepsilon|G|,\left|V_{1}\right|=\cdots=\left|V_{\ell}\right|=: L$,

- $d_{G^{\prime}}(v)>d_{G}(v)-(d+\varepsilon)|G|$ for all $v \in V(G)$,
- $e\left(G^{\prime}\left[V_{i}\right]\right)=0$ for all $i \geq 1$,
- for all $1 \leq i<j \leq \ell$ the graph $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ is $\varepsilon$-regular and has density either 0 or greater than $d$.

The sets $V_{1}, \ldots, V_{\ell}$ are called clusters, $V_{0}$ is called the exceptional set and the vertices in $V_{0}$ exceptional vertices. We refer to $G^{\prime}$ as the pure graph of $G$. Clearly, we may assume that $\left(V_{i}, V_{j}\right)_{G}$ is not $\varepsilon$-regular or has density at most $d$ whenever $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ contains no edges (for all $1 \leq i<j \leq \ell$ ). The reduced graph $R$ of $G$ is the graph whose vertices are $V_{1}, \ldots, V_{\ell}$ and in which $V_{i}$ is adjacent to $V_{j}$ whenever $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ is $\varepsilon$-regular and has density greater than $d$. The reduced graph $R$ of a graph $G$ inherits certain properties of $G$. For example, the next fact states that $R$ 'almost inherits' the minimum degree of $G$.

Fact 2.4 Suppose $R$ is the reduced graph of $G$ with parameters $\varepsilon$ and d. If $0<2 \varepsilon \leq d \leq c / 2$ and $\delta(G) \geq c|G|$ then $\delta(R) \geq(c-2 d)|R|$.

It is often useful to consider the reduced graph $R$ of a graph $G$ when seeking some given substructure in $G$. This is illustrated by the following Embedding lemma. The proof is based on a simple greedy argument, see e.g. Lemma 7.5.2 in [22] or Theorem 2.1 in [52] for details.

Lemma 2.5 (Embedding lemma) Let $H$ be an $r$-partite graph with vertex classes $X_{1}, \ldots, X_{r}$ and let $\varepsilon$, $d, n_{0}$ be constants such that $0<1 / n_{0} \ll \varepsilon \ll d, 1 /|H|$. Let $G$ be an $r$-partite graph with vertex classes $V_{1}, \ldots, V_{r}$ of size at least $n_{0}$ such that $\left(V_{i}, V_{j}\right)_{G}$ is $\varepsilon$-regular and has density at least $d$ whenever $H$ contains an edge between $X_{i}$ and $X_{j}($ for all $1 \leq i<j \leq r)$. Then $G$ contains a copy of $H$ such that $X_{i} \subseteq V_{i}$.

Here (and later on) we write $0<a_{1} \ll a_{2} \ll a_{3} \leq 1$ to mean that we can choose the constants $a_{1}, a_{2}, a_{3}$ from right to left. More precisely, there are increasing functions $f$ and $g$ such that, given $a_{3}$, whenever we choose some $a_{2} \leq f\left(a_{3}\right)$ and $a_{1} \leq g\left(a_{2}\right)$, all calculations needed in the proof of Lemma 2.5 are valid.

Let $H$ be an $r$-partite graph and suppose we have applied Lemma 2.3 with parameters $\varepsilon$ and $d$ to $G$ to obtain clusters of size $L$ such that $0<1 / L \ll \varepsilon \ll d, 1 /|H|$. Then the Embedding lemma tells us that if we have found a copy of $K_{r}$ in $R$ then we can find a copy of $H$ in $G$.

The Embedding lemma cannot be used by itself to find spanning subgraphs of a graph G. However, the Blow-up lemma of Komlós, Sárközy and Szemerédi [49] states that one can even find a spanning subgraph $H$ in $G$ provided that $H$ has bounded maximum degree and the bipartite pairs forming $G$ are super-regular.

Lemma 2.6 (Blow-up lemma) Given a graph $R$ with $V(R)=\{1, \ldots, r\}$ and $d, \Delta>0$, there is a constant $\varepsilon_{0}=\varepsilon_{0}(d, \Delta, r)>0$ such that the following holds. Given $L_{1}, \ldots, L_{r} \in \mathbb{N}$ and $0<\varepsilon \leq \varepsilon_{0}$, let $R^{*}$ be the graph obtained from $R$ by replacing each vertex $i \in V(R)$ with a set $V_{i}$ of $L_{i}$ new vertices and joining all vertices in $V_{i}$ to all vertices in $V_{j}$ precisely when $i j \in E(R)$. Let $G$ be a spanning subgraph of $R^{*}$ such that for every $i j \in E(R)$ the bipartite graph $\left(V_{i}, V_{j}\right)_{G}$ is $(\varepsilon, d)$-super-regular. Then $G$ contains a copy of every subgraph $H$ of $R^{*}$ with $\Delta(H) \leq \Delta$.

### 2.2 The Regularity lemma for digraphs

In the proof of Theorems 5.2 and 7.3 we will use the directed version of Szemerédi's Regularity lemma. Before we state it we need to define what we mean by an $\varepsilon$-regular pair in a digraph. Recall that given disjoint vertex sets $A$ and $B$ in a digraph $G$, we write $(A, B)_{G}$ for the oriented bipartite subgraph of $G$ whose vertex classes are $A$ and $B$ and whose edges are all the edges from $A$ to $B$ in $G$. We say $(A, B)_{G}$ is $\left[\varepsilon, \varepsilon^{\prime}\right]$-regular and has density $d^{\prime}$ if this holds for the underlying undirected bipartite graph of $(A, B)_{G}$. (Note that the ordering of the pair $(A, B)_{G}$ is important here.) In the case when $\varepsilon=\varepsilon^{\prime}$ we say that $(A, B)_{G}$ is
$\varepsilon$-regular and has density $d^{\prime}$. Similarly, given $d \in[0,1)$ we say $(A, B)_{G}$ is $(\varepsilon, d)$-super-regular if this holds for the underlying undirected bipartite graph. The Diregularity lemma is a variant of the Regularity lemma for digraphs due to Alon and Shapira [3]. Its proof is similar to the undirected version. We will use the degree form of the Diregularity lemma which is derived (see for example [95]) from the standard version in the same manner as the undirected degree form.

Lemma 2.7 (Degree form of the Diregularity lemma) For every $\varepsilon \in(0,1)$ and every integer $M^{\prime}$ there are integers $M$ and $n_{0}$ such that if $G$ is a digraph on $n \geq n_{0}$ vertices and $d \in[0,1)$ is any real number, then there is a partition of the vertex set of $G$ into $V_{0}, V_{1}, \ldots, V_{L}$ and a spanning subdigraph $G^{\prime}$ of $G$ such that the following holds:

- $M^{\prime} \leq L \leq M$,
- $\left|V_{0}\right| \leq \varepsilon n$,
- $\left|V_{1}\right|=\cdots=\left|V_{L}\right|=: m$,
- $d_{G^{\prime}}^{+}(x)>d_{G}^{+}(x)-(d+\varepsilon) n$ for all vertices $x \in V(G)$,
- $d_{G^{\prime}}^{-}(x)>d_{G}^{-}(x)-(d+\varepsilon) n$ for all vertices $x \in V(G)$,
- for all $i=1, \ldots, L$ the digraph $G^{\prime}\left[V_{i}\right]$ is empty,
- for all $1 \leq i, j \leq L$ with $i \neq j$ the pair $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ is $\varepsilon$-regular and has density either 0 or density at least d.

As in the graph case, we call $V_{1}, \ldots, V_{L}$ clusters, $V_{0}$ the exceptional set and the vertices in $V_{0}$ exceptional vertices. We refer to $G^{\prime}$ as the pure digraph. The last condition of the lemma says that all pairs of clusters are $\varepsilon$-regular in both directions (but possibly with different densities). The reduced digraph $R$ of $G$ with parameters $\varepsilon, d$ and $M^{\prime}$ is the digraph whose vertices are $V_{1}, \ldots, V_{L}$ and in which $V_{i} V_{j}$ is an edge precisely when $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ is $\varepsilon$-regular and has density at least $d$.

# Chapter 3 <br> An ORE-TYPE THEOREM FOR PERFECT PACKINGS IN GRAPHS 

### 3.1 Introduction

### 3.1.1 Perfect packings in graphs of large minimum degree

Given two graphs $H$ and $G$, an $H$-packing in $G$ is a collection of vertex-disjoint copies of $H$ in $G$. An $H$-packing is called perfect if it covers all the vertices of $G$. In this case one also says that $G$ contains an $H$-factor. $H$-packings are generalisations of graph matchings (which correspond to the case when $H$ is a single edge).

In the case when $H$ is an edge, Tutte's theorem characterises those graphs which have a perfect $H$-packing. However, for other connected graphs $H$ no characterisation is known. Furthermore, Hell and Kirkpatrick [35] showed that the decision problem whether a graph $G$ has a perfect $H$-packing is NP-complete precisely when $H$ has a component consisting of at least 3 vertices. It is natural therefore to ask for simple sufficient conditions which ensure the existence of a perfect $H$-packing. One such result is a theorem of Hajnal and Szemerédi [33] which states that a graph $G$ whose order $n$ is divisible by $r$ has a perfect $K_{r}$-packing provided that $\delta(G) \geq(1-1 / r) n$. It is easy to see that the minimum degree condition here is best possible. So for $H=K_{r}$, the parameter which governs the existence of a perfect $H$-packing in a graph $G$ of large minimum degree is $\chi(H)=r$.

Kühn and Osthus $[56,57]$ showed that for any graph $H$ either the so-called critical
chromatic number or the chromatic number of $H$ is the relevant parameter. Here the critical chromatic number $\chi_{c r}(H)$ of a graph $H$ is defined as

$$
\chi_{c r}(H):=(\chi(H)-1) \frac{|H|}{|H|-\sigma(H)}
$$

where $\sigma(H)$ denotes the size of the smallest possible colour class in any $\chi(H)$-colouring of $H$. When considering $H$-packings we will only consider graphs $H$ which contain at least one edge (without mentioning this explicitly), so $\chi_{c r}(H)$ is well defined. Note that $\chi(H)-1<\chi_{c r}(H) \leq \chi(H)$ for all graphs $H$, and $\chi_{c r}(H)=\chi(H)$ precisely when every $\chi(H)$-colouring of $H$ has colour classes of equal size. The characterisation of when $\chi(H)$ or $\chi_{c r}(H)$ is the relevant parameter depends on the so-called highest common factor of $H$, which is defined as follows.

We say that a colouring of $H$ is optimal if it uses exactly $\chi(H)=$ : $r$ colours. Given an optimal colouring $c$ of $H$, let $x_{1} \leq x_{2} \leq \cdots \leq x_{r}$ denote the sizes of the colour classes of $c$. We write $\mathcal{D}(c):=\left\{x_{i+1}-x_{i} \mid i=1, \ldots, r-1\right\}$, and let $\mathcal{D}(H)$ denote the union of all the sets $\mathcal{D}(c)$ taken over all optimal colourings $c$ of $H$. We denote by $\operatorname{hcf}_{\chi}(H)$ the highest common factor of all integers in $\mathcal{D}(H)$. If $\mathcal{D}(H)=\{0\}$ then we define $\operatorname{hcf}_{\chi}(H):=\infty$. We write $\operatorname{hcf}_{c}(H)$ for the highest common factor of all the orders of components of $H$. For
 $\operatorname{hcf}(H)=1 \operatorname{if} \operatorname{hcf}_{c}(H)=1$ and $\operatorname{hcf}_{\chi}(H) \leq 2$. (See [57] for some examples.) Put

$$
\chi^{*}(H):= \begin{cases}\chi_{c r}(H) & \text { if } \operatorname{hcf}(H)=1 \\ \chi(H) & \text { otherwise }\end{cases}
$$

Also let $\delta(H, n)$ denote the smallest integer $k$ such that every graph $G$ whose order $n$ is divisible by $|H|$ and with $\delta(G) \geq k$ contains a perfect $H$-packing.

Theorem 3.1 (Kühn and Osthus [57]) For every graph $H$ there exists a constant $C=$
$C(H)$ such that

$$
\left(1-\frac{1}{\chi^{*}(H)}\right) n-1 \leq \delta(H, n) \leq\left(1-\frac{1}{\chi^{*}(H)}\right) n+C
$$

Theorem 3.1 improved previous bounds by Alon and Yuster [5], who showed that $\delta(H, n) \leq$ $(1-1 / \chi(H)) n+o(n)$, and by Komlós, Sárközy and Szemerédi [51], who replaced the $o(n)$ term by a constant depending only on $H$. Further related results are discussed in the surveys $[46,47,52,58,97]$.

### 3.1.2 Ore-type degree conditions for perfect packings

Of course, one can also consider other types of degree conditions that ensure a perfect $H$ packing in a graph $G$. One natural such condition is an Ore-type degree condition requiring a lower bound on the sum of the degrees of non-adjacent vertices of $G$. (The name comes from Ore's theorem [73], which states that a graph $G$ of order $n \geq 3$ contains a Hamilton cycle if $d(x)+d(y) \geq n$ for all non-adjacent $x \neq y \in V(G)$.)

A result of Kierstead and Kostochka [45] on equitable colourings implies that a graph $G$ whose order $n$ is divisible by $r$ and with $d(x)+d(y) \geq 2(1-1 / r) n-1$ for all non-adjacent $x \neq y \in V(G)$ contains a perfect $K_{r}$-packing. Note that this is a strengthening of the Hajnal-Szemerédi theorem. Kawarabayashi [40] asked for the Ore-type condition which guarantees a $K_{4}^{-}$-packing in a graph $G$ covering a given number of vertices of $G$. (Here $K_{4}^{-}$ denotes the graph obtained from $K_{4}$ by removing an edge.) Similarly it is natural to seek an Ore-type analogue of Theorem 3.1. This will be the main result of this chapter (but with an $o(n)$-error term). Perhaps surprisingly, the Ore-type condition needed is not 'twice the minimum degree condition'. For some graphs $H$ it depends on the so-called colour extension number of $H$, which we will define now. Roughly speaking, this is a measure of how many extra colours we need to properly colour $H$ if we try to build this colouring by extending an $(r-2)$-colouring of a neighbourhood of a vertex of $H$.

More precisely, suppose that $H$ is a graph with $\chi(H)=: r$ which contains a vertex $x$ for which the subgraph $H[N(x)]$ induced by the neighbourhood of $x$ is $(r-2)$-colourable.

Given such a vertex $x \in V(H)$, let $m_{x}$ denote the smallest integer for which there exists an $(r-2)$-colouring of $H[N(x)]$ that can be extended to an $\left(r+m_{x}\right)$-colouring of $H$. The colour extension number $C E(H)$ of $H$ is defined as

$$
C E(H):=\min \left\{m_{x} \mid x \in V(H) \text { with } \chi(H[N(x)]) \leq r-2\right\}
$$

If $\chi(H[N(x)])=r-1$ for all $x \in V(H)$ we define $C E(H):=\infty$. So every bipartite graph $H$ without isolated vertices has $C E(H)=\infty$. All other bipartite graphs $H$ have $C E(H)=0$. In general, $1 \leq C E(H)<\infty$ if for any optimal colouring of $H$ and any $v \in V(H), N(v)$ lies in exactly $r-1$ colour classes of $H$, but there exists a vertex $x \in V(H)$ such that $\chi(H[N(x)]) \leq r-2$. Note that in this case $C E(H) \leq r-2$. (Indeed, we can colour $H-N(x)$ with $r$ different colours to obtain a $(2 r-2)$-colouring of $H$.)

In order to help the readers to familiarise themselves with the notion of the colour extension number we now give a number of examples. $\chi\left(K_{4}^{-}\right)=3$ and $\chi\left(K_{4}^{-}[N(x)]\right)=2$ for every vertex $x$ of $K_{4}^{-}$. Thus $C E\left(K_{4}^{-}\right)=\infty$. Next consider the graph $F^{\diamond}$ obtained from the complete 3 -partite graph $K_{2,2,2}$ by removing an edge $x y$ of $K_{2,2,2}$ and adding a new vertex $z$ which is adjacent to $x$ and $y$ only. Then $\chi\left(F^{\diamond}\right)=3, \chi\left(F^{\diamond}[N(w)]\right)=2$ for every vertex $w \neq z$ in $F^{\diamond}$ and $\chi\left(F^{\diamond}[N(z)]\right)=1$. Note that in any 3 -colouring of $F^{\diamond}, x$ and $y$ are coloured differently. So if we 1-colour $N(z)=\{x, y\}$, this colouring can be extended to a 4-colouring of $F^{\diamond}$ but not a 3-colouring. Thus $C E\left(F^{\diamond}\right)=1$.

For each $k \geq 1$ and $r \geq k+2$ we now give an example of a family of graphs $H^{\diamond}$ with $C E\left(H^{\diamond}\right)=k$ and $\chi\left(H^{\diamond}\right)=r$. Consider a complete $r$-partite graph whose vertex classes $V_{1}, \ldots, V_{r}$ have size $>k$. Let $H^{\diamond}$ be obtained from this graph by deleting the edges of $k$ vertex-disjoint copies $K^{1}, \ldots, K^{k}$ of $K_{k+1}$ which lie in $V_{1} \cup \cdots \cup V_{k+1}$, and by adding a new vertex $x$ which is adjacent to the $k(k+1)$ vertices lying in these copies of $K_{k+1}$ as well as to all the vertices in $V_{k+2}, \ldots, V_{r-1}$ (see Figure 3.1). Note that $\chi\left(H^{\diamond}\right)=r$. Furthermore, any vertex $y \in V_{1} \cup \cdots \cup V_{r}$ lies in a copy of $K_{r}$ in $H^{\diamond}$. So $\chi\left(H^{\diamond}[N(y)]\right)=r-1$. However, the subgraph $D:=H^{\diamond}\left[N(x) \cap V_{1} \cap \cdots \cap V_{k+1}\right]$ has a $k$-colouring $c_{x}^{\prime}$ with colour classes $V\left(K^{1}\right), \ldots, V\left(K^{k}\right)$ and it is easy to check that this is the only $k$-colouring of $D$ (and so in


Figure 3.1: The graph $H^{\diamond}$ in the case when $k=2, r=5$ and when each $V_{i}$ has size 3 . The dashed lines indicate the deleted edges.
particular $\chi(D)=k)$. Thus $\chi\left(H^{\diamond}[N(x)]\right)=r-2$ and the only $(r-2)$-colouring of $H^{\diamond}[N(x)]$ is the one which agrees with $c_{x}^{\prime}$ on $D$ and colours each of $V_{k+2}, \ldots, V_{r-1}$ with a new colour. Let $c_{x}$ denote this colouring. When extending $c_{x}$ to a proper colouring of $H^{\diamond}$ we cannot reuse the $r-2$ colours used in $c_{x}$ since every $y \in V\left(H^{\diamond}\right) \backslash N(x)$ is adjacent to a vertex in each colour class of $c_{x}$. As $\chi\left(H^{\diamond}-N(x)\right)=r-(r-k-2)=k+2$ this means that we require $r+k$ colours in total to extend $c_{x}$ to a proper colouring of $H^{\diamond}$. Thus $C E\left(H^{\diamond}\right)=k$.

Let

$$
\chi_{\text {Ore }}(H):= \begin{cases}\chi(H) & \text { if } \operatorname{hcf}(H) \neq 1 \text { or } C E(H)=\infty \\ \max \left\{\chi_{c r}(H), \chi(H)-\frac{2}{C E(H)+2}\right\} & \text { otherwise } .\end{cases}
$$

Recall that $C E\left(K_{4}^{-}\right)=\infty$ and $C E\left(F^{\diamond}\right)=1$, where $F^{\diamond}$ was defined above. So $\chi_{\text {Ore }}\left(K_{4}^{-}\right)=$ $\chi\left(K_{4}^{-}\right)=3$. Any 3-colouring of $F^{\diamond}$ has one colour class of size 3 and two colour classes of size 2. $\operatorname{So} \operatorname{hcf}\left(F^{\diamond}\right)=1$ and thus $\chi_{\text {Ore }}\left(F^{\diamond}\right)=\max \left\{\chi_{c r}\left(F^{\diamond}\right), 3-2 / 3\right\}=\max \{14 / 5,7 / 3\}=14 / 5$.

Note that if $\operatorname{hcf}(H)=1$ and $C E(H)=0$ then $\chi_{\text {Ore }}(H)=\chi_{c r}(H)$ (an odd cycle of length at least 5 provides an example of such a graph $H$ ). On the other hand, one can choose the sizes of the vertex classes $V_{i}$ in the preceding example $H^{\diamond}$ so that $\chi_{\text {Ore }}\left(H^{\diamond}\right)$ lies strictly between $\chi_{c r}\left(H^{\diamond}\right)$ and $\chi\left(H^{\diamond}\right)$. (For instance, take $k$ large, $\left|V_{1}\right|=k+1,\left|V_{2}\right|=2 k$ and $\left|V_{i}\right|=2 k+1$ for all $i \geq 3$. Then $\chi_{c r}\left(H^{\diamond}\right)$ is close to $\chi\left(H^{\diamond}\right)-1 / 2, \operatorname{hcf}\left(H^{\diamond}\right)=1$ and so $\left.\chi_{\text {Ore }}\left(H^{\diamond}\right)=\chi\left(H^{\diamond}\right)-2 /(k+2).\right)$

Given a graph $H$, let $\delta_{\text {Ore }}(H, n)$ be the smallest integer $k$ such that every graph $G$
whose order $n$ is divisible by $|H|$ and with $d(x)+d(y) \geq k$ for all non-adjacent $x \neq$ $y \in V(G)$ contains a perfect $H$-packing. Roughly speaking, our next result states that when considering an Ore-type degree condition, for any graph $H$, $\chi_{\text {Ore }}(H)$ is the relevant parameter which governs the existence of a perfect $H$-packing. In particular, it implies that we do not have a 'dichotomy' involving only $\chi(H)$ and $\chi_{c r}(H)$ as in Theorem 3.1.

Theorem 3.2 For every graph $H$ and each $\eta>0$ there exists a constant $C=C(H)$ and an integer $n_{0}=n_{0}(H, \eta)$ such that if $n \geq n_{0}$ then

$$
2\left(1-\frac{1}{\chi_{\mathrm{Ore}}(H)}\right) n-C \leq \delta_{\mathrm{Ore}}(H, n) \leq 2\left(1-\frac{1}{\chi_{\mathrm{Ore}}(H)}+\eta\right) n .
$$

So for example, Theorem 3.2 implies that $\lim _{n \rightarrow \infty} \delta_{\text {Ore }}\left(K_{4}^{-}, n\right) / n=4 / 3$ and $\lim _{n \rightarrow \infty} \delta_{\text {Ore }}\left(F^{\diamond}, n\right) / n=9 / 7$.

The upper bound in Theorem 3.2 follows from Lemmas 3.11 and 3.12 in Section 3.3, which in turn are proved in Sections 3.3 and 3.5. The lower bound is proved in Section 3.2. For every graph $H$ there are infinitely many values of $n$ for which we can take $C=2$ in Theorem 3.2. In fact, if $\operatorname{hcf}(H) \neq 1$ or $C E(H)=\infty$ then $C=2$ suffices for all $n$ divisible by $|H|$. In general $C \leq 2|H|^{4}$ (see Section 3.2). It would be interesting to know whether one can replace the error term $\eta n$ by a constant depending only on $H$.

### 3.1.3 Almost perfect packings

The critical chromatic number was first introduced by Komlós [48], who showed that it is the relevant parameter when considering 'almost' perfect $H$-packings.

Theorem 3.3 (Komlós [48]) For every graph $H$ and each $\gamma>0$ there exists an integer $n_{0}=n_{0}(\gamma, H)$ such that every graph $G$ of order $n \geq n_{0}$ and minimum degree at least $\left(1-1 / \chi_{c r}(H)\right) n$ contains an $H$-packing which covers all but at most $\gamma n$ vertices of $G$.

It is easy to see that the bound on the minimum degree in Theorem 3.3 is best possible. In the proof of Theorem 3.2 we will use the following result which provides an Ore-type analogue of Theorem 3.3. Again, the critical chromatic number is the relevant parameter for
any graph $H$. In particular, this means that Theorem 3.4 is a generalisation of Theorem 3.3. The proof of Theorem 3.4 is almost identical to that of Theorem 3.3, details can be found in [92].

Theorem 3.4 For every graph $H$ and each $\eta>0$ there exists an integer $n_{0}=n_{0}(H, \eta)$ such that if $G$ is a graph on $n \geq n_{0}$ vertices and

$$
d(x)+d(y) \geq 2\left(1-\frac{1}{\chi_{c r}(H)}\right) n
$$

for all non-adjacent $x \neq y \in V(G)$ then $G$ has an $H$-packing covering all but at most $\eta n$ vertices.

Shokoufandeh and Zhao [85] showed that in Theorem 3.3 the bound on the number of uncovered vertices can be reduced to a constant depending only on $H$. We conjectured in [60] that this should also be the case for Theorem 3.4.

### 3.1.4 Copies of $H$ covering a given vertex

In the proof of Theorem 3.2 it will be useful to determine the Ore-type degree condition which guarantees a copy of $H$ covering a given vertex of $G$. Let $\delta_{\text {Ore }}^{\prime}(H, n)$ denote the smallest integer $k$ such that whenever $w$ is a vertex of a graph $G$ of order $n$ with $d(x)+d(y) \geq$ $k$ for all non-adjacent $x \neq y \in V(G)$ then $G$ contains a copy of $H$ covering $w$. Define

$$
\chi_{\text {Ore }}^{\prime}(H):= \begin{cases}\chi(H) & \text { if } C E(H)=\infty \\ \chi(H)-\frac{2}{C E(H)+2} & \text { otherwise }\end{cases}
$$

Theorem 3.5 For every graph $H$ and every $\eta>0$ there exists an integer $n_{0}=n_{0}(H, \eta)$ and a constant $C=C(H)$ such that if $n \geq n_{0}$ then

$$
2\left(1-\frac{1}{\chi_{\text {Ore }}^{\prime}(H)}\right) n-C \leq \delta_{\text {Ore }}^{\prime}(H, n) \leq 2\left(1-\frac{1}{\chi_{\text {Ore }}^{\prime}(H)}+\eta\right) n .
$$

Theorem 3.5 is proved in Section 3.3. As in the case of perfect $H$-packings, the Oretype degree condition in Theorem 3.5 does not quite match the bound needed for the
corresponding minimum degree version. Indeed, let $\delta^{\prime}(H, n)$ denote the smallest integer $k$ such that whenever $w$ is a vertex of a graph $G$ of order $n$ with $\delta(G) \geq k$ then $G$ contains a copy of $H$ covering $w$. Together with the Erdős-Stone theorem the next result implies that asymptotically $\delta^{\prime}(H, n)$ is the same as the minimum degree needed to force any copy of $H$ in a graph of order $n$.

Proposition 3.6 For every graph $H$ and every $\eta>0$ there exists an integer $n_{0}=n_{0}(H, \eta)$ such that if $n \geq n_{0}$ then

$$
\left(1-\frac{1}{\chi(H)-1}\right) n-1 \leq \delta^{\prime}(H, n) \leq\left(1-\frac{1}{\chi(H)-1}+\eta\right) n .
$$

Proof. Let $r:=\chi(H)$. The lower bound on $\delta^{\prime}(H, n)$ follows by considering a complete ( $r-1$ )-partite graph $G$ whose vertex classes are as equal as possible. We now prove the upper bound on $\delta^{\prime}(H, n)$. Let $G$ be a sufficiently large graph of order $n$ such that $\delta(G) \geq\left(1-\frac{1}{r-1}+\eta\right) n$. Let $x$ be any vertex of $G$. We have to find a copy of $H$ in $G$ which contains $x$.

Choose additional constants $\varepsilon, d, \eta_{1}$ and $\alpha$ such that

$$
0<\varepsilon \ll d \ll \eta_{1} \ll \alpha \ll \eta
$$

and let $\ell_{0}:=1 / \varepsilon$. Apply Lemma 2.3 with parameters $\varepsilon, d, \ell_{0}$ to $G$ to obtain clusters $V_{1}, \ldots, V_{\ell}$ of size $L$, an exceptional set $V_{0}$, a pure graph $G^{\prime}$ and a reduced graph $R$. Fact 2.4 implies that

$$
\begin{equation*}
\delta(R) \geq\left(1-\frac{1}{r-1}+\frac{\eta}{2}\right)|R| . \tag{3.1}
\end{equation*}
$$

By adding the vertices of one cluster to $V_{0}$ if necessary (and deleting this cluster from $R$ ) we may assume that $x \in V_{0}$. (So now $\left|V_{0}\right| \leq 2 \varepsilon n$.)

Let $t \in \mathbb{N}$ be sufficiently large and let $F$ denote the complete $r$-partite graph with one vertex class of size one and $r-1$ vertex classes of size $t$. Now $\chi_{c r}(F)=(r-1) \frac{|F|}{|F|-1}=r-1+\frac{1}{t}$. Thus, we may assume that $t$ was chosen so that

$$
1-\frac{1}{r-1}+\frac{\eta}{2}>1-\frac{1}{\chi_{c r}(F)} .
$$

In fact, we will need to assume that $t$ was chosen so that

$$
\begin{equation*}
1-\frac{1}{r-1}+\frac{\eta}{2}>1-\frac{1}{r-1}+\frac{2}{(t+1)(r-1)} \geq 1-\frac{t-1}{|F|} . \tag{3.2}
\end{equation*}
$$

So by the choice of $t$ and by (3.1) we have that

$$
\delta(R) \geq\left(1-\frac{1}{\chi_{c r}(F)}\right)|R| .
$$

Since $\varepsilon$ was chosen to be sufficiently small, $|R| \geq \ell_{0}$ is sufficiently large so that we can apply Komlós' theorem (Theorem 3.3) to obtain an $F$-packing $\mathcal{F}$ in $R$ covering all but at most $\eta_{1}|R|$ vertices in $R$. We remove all clusters in $R$ that are not covered by this $F$-packing, and put all the vertices lying in such clusters into $V_{0}$. (So now $\left|V_{0}\right| \leq 2 \eta_{1} n$.)

We say that $x$ is adjacent to a cluster $V_{i} \in V(R)$ if $x$ is adjacent to at least $\alpha L$ vertices of $V_{i}$ in $G$. We let $d_{R}(x)$ denote the number of clusters $V_{i} \in V(R)$ that $x$ is adjacent to. Now

$$
\left(1-\frac{1}{r-1}+\eta\right) n \leq d_{G}(x) \leq d_{R}(x) L+\left(|R|-d_{R}(x)\right) \alpha L+\left|V_{0}\right| \leq d_{R}(x) L+2 \alpha n
$$

and so

$$
\begin{equation*}
d_{R}(x) \geq\left(1-\frac{1}{r-1}+\frac{\eta}{2}\right)|R| . \tag{3.3}
\end{equation*}
$$

We say a copy $F^{\prime} \in \mathcal{F}$ of $F$ is useful for $x$ if $x$ is adjacent to $r-1$ clusters belonging to different vertex classes of $F^{\prime}$. Notice that if we have a useful copy $F^{\prime}$ of $F$ in $\mathcal{F}$ then we can apply the Embedding lemma (Lemma 2.5) to obtain our desired copy of $H$ in $G$ which contains $x$. Indeed, in this case $x$ could play the role of any vertex $y \in V(H)$. The vertices in $N_{H}(y)$ would be embedded into the aforementioned $r-1$ clusters of $F^{\prime}$ that $x$ is adjacent to, and $H-N_{H}(y)$ would be embedded into the clusters of $F^{\prime}$. Thus, it suffices to find a useful copy of $F$ in $\mathcal{F}$.

If a copy $F^{\prime} \in \mathcal{F}$ of $F$ is not useful then $x$ is adjacent to at most $|F|-t-1$ clusters in $F^{\prime}$. However,

$$
|\mathcal{F}|(|F|-t-1)=\left(1-\frac{t-1}{|F|}\right)|R|<d_{R}(x)
$$

by (3.2) and (3.3). Thus we must have a useful copy of $F$ in $\mathcal{F}$, as required.

We will not use Proposition 3.6 in the proof of Theorem 3.2, however it does help to explain the difference between Theorems 3.1 and 3.2. Indeed, Theorem 3.3 and Proposition 3.6 show that the minimum degree which ensures an almost perfect $H$-packing is larger than the minimum degree which guarantees a copy of $H$ covering any given vertex. In contrast, Theorems 3.4 and 3.5 imply that for some $H$ this is not true in the Ore-type case. So it is natural that $\delta_{\text {Ore }}(H, n)$ involves this property explicitly (since the property that every vertex is contained in a copy of $H$ is clearly necessary to ensure a perfect $H$-packing). In fact, this is the only real difference to the expression for $\delta(H, n)$ in Theorem 3.1: note that we have $\chi_{\text {Ore }}(H)=\max \left\{\chi^{*}(H), \chi_{\text {Ore }}^{\prime}(H)\right\}$ and thus Theorems 3.1, 3.2 and 3.5 imply that

$$
\delta_{\text {Ore }}(H, n)=\max \left\{2 \delta(H, n), \delta_{\text {Ore }}^{\prime}(H, n)\right\}+o(n) .
$$

### 3.1.5 Forcing a single copy of $H$

In view of Theorem 3.5, one might also wonder what Ore-type degree condition ensures at least one copy of $H$ (i.e. we do not require every vertex to lie in a copy of $H$ ). It is easy to see that if $G$ is of order $n$ then the condition is similar to the condition on the minimum degree.

Proposition 3.7 For every graph $H$ and every $\eta>0$ there exists an integer $n_{0}=n_{0}(H, \eta)$ such that if $n \geq n_{0}$ and $G$ is a graph on $n$ vertices which satisfies

$$
d(x)+d(y) \geq 2\left(1-\frac{1}{\chi(H)-1}+\eta\right) n
$$

for all non-adjacent $x \neq y \in V(G)$, then $G$ contains a copy of $H$.

Proposition 3.7 immediately follows from the Erdős-Stone theorem and the following observation (which we expect to be known, but we were unable to find a reference):

Proposition 3.8 Let $G$ be a graph with $d(x)+d(y) \geq 2 k$ for all non-adjacent $x \neq y \in$ $V(G)$. Then $G$ has average degree at least $k$.

To prove Proposition 3.8, let $A$ be the set of vertices in $G$ whose degree is less than $k$ and let $B$ be the set of remaining vertices. Let $\bar{G}$ denote the complement of $G$ and let $F$ denote the bipartite subgraph of $\bar{G}$ induced by $A$ and $B$. Hall's theorem implies that $F$ has a matching covering all of $A$ (Hall's condition can be verified by noting that for all $X \subseteq A$ the number of edges in $F$ between $X$ and the neighbourhood of $X$ is at least $|X|(n-k-1)$ and at most $|N(X)|(n-k-1))$. Now apply the Ore-type degree condition to all pairs of vertices of $G$ which are contained in this matching.

### 3.2 Extremal examples

Let us now prove the lower bound in Theorem 3.2. The next proposition deals with the case when $C E(H)=\infty$.

Proposition 3.9 Let $H$ be a graph with $C E(H)=\infty$. Let $n \geq|H|$. Then there exists a graph $G$ of order $n$ with

$$
d(x)+d(y) \geq 2\left(1-\frac{1}{\chi(H)}\right) n-2
$$

for all non-adjacent $x \neq y \in V(G)$ containing a vertex that does not belong to a copy of $H$. (In particular, G has no perfect $H$-packing.)

Proof. Let $r:=\chi(H)$. Consider the complete $r$-partite graph of order $n$ whose vertex classes $V_{1}^{\prime}, V_{2}^{\prime}, V_{3}, \ldots, V_{r}$ have sizes as equal as possible, where $\left|V_{1}^{\prime}\right| \leq\left|V_{2}^{\prime}\right| \leq\left|V_{3}\right| \leq \cdots \leq$ $\left|V_{r}\right|$. Note that $n-\left|V_{1}^{\prime}\right|-\left|V_{2}^{\prime}\right| \geq n-2 n / r$.

Let $G$ be obtained from this graph by moving all but one vertex, $w$ say, from $V_{1}^{\prime}$ to $V_{2}^{\prime}$, by making the set $V_{2} \supseteq V_{2}^{\prime}$ thus obtained from $V_{2}^{\prime}$ into a clique and by deleting all the edges between $w$ and the vertices in $V_{2}$.

Any vertex $y \in V_{3} \cup \cdots \cup V_{r}$ satisfies $d(y) \geq n-\left\lceil\frac{n}{r}\right\rceil \geq(1-1 / \chi(H)) n-1$. Thus $d\left(y_{1}\right)+d\left(y_{2}\right) \geq 2(1-1 / \chi(H)) n-2$ for all non-adjacent $y_{1} \neq y_{2} \in V(G) \backslash\left(\{w\} \cup V_{2}\right)$. Moreover, $d(w)=n-\left|V_{1}^{\prime}\right|-\left|V_{2}^{\prime}\right| \geq n-2 n / r$ and for any $z \in V_{2}$ we have $d(z)=n-2$. So $d(w)+d(z) \geq 2(1-1 / \chi(H)) n-2$. Hence $G$ satisfies our Ore-type degree condition.

The neighbourhood of $w$ in $G$ induces an $(r-2)$-partite subgraph of $G$. Therefore, since $\chi(H[N(x)])=r-1$ for all $x \in V(H), w$ cannot play the role of any vertex in $H$. So $G$ does not contain a copy of $H$ covering $w$.

The following proposition will be used for the case when $H$ is non-bipartite and $C E(H)<$ $\infty$.

Proposition 3.10 Let $H$ be a graph with $r:=\chi(H) \geq 3$ for which $m:=C E(H)<\infty$. Then there are infinitely many graphs $G$ whose order $n$ is divisible by $|H|$ and such that

$$
d(x)+d(y) \geq 2\left(1-\frac{1}{r-\frac{2}{m+2}}\right) n-1
$$

for all non-adjacent $x \neq y \in V(G)$ containing a vertex that does not belong to a copy of $H$. (In particular, $G$ has no perfect $H$-packing.)

Proof. Let $t \in \mathbb{N}$ be such that $((m+2) r-2)(r-2)$ divides $t$. Define $s:=2|H| /((m+2) r-2)$. Let $G^{\prime}$ be the complete $(r+m-1)$-partite graph with one vertex class $V_{1}$ of size $s t-1$, $m$ vertex classes $V_{2}, \ldots, V_{m+1}$ of size st and $r-2$ vertex classes $V_{m+2}, \ldots, V_{r+m-1}$ of size $\frac{|H| t-(m+1) s t}{r-2}$. Let $G$ be obtained from $G^{\prime}$ by adding a vertex $w$ to $G^{\prime}$ such that $w$ is adjacent to precisely those vertices in $V_{m+2} \cup \cdots \cup V_{r+m-1}$. So $|G|=|H| t$.

Any $y \in V_{1} \cup \cdots \cup V_{m+1}$ satisfies

$$
d(y)+d(w) \geq 2|H| t-(m+2) s t-1=2\left(1-\frac{m+2}{(m+2) r-2}\right)|G|-1
$$

Furthermore, given any $y_{1} \neq y_{2} \in V_{i}$ for some $m+2 \leq i \leq r+m-1$, we have

$$
\begin{aligned}
d\left(y_{1}\right)+d\left(y_{2}\right) & =2|H| t-2\left(\frac{|H| t-(m+1) s t}{r-2}\right)=2|G|-\frac{2}{r-2}\left(1-\frac{2(m+1)}{(m+2) r-2}\right)|G| \\
& =2|G|-\frac{2}{r-2} \frac{(m+2)(r-2)}{(m+2) r-2}|G|=2\left(1-\frac{m+2}{(m+2) r-2}\right)|G| .
\end{aligned}
$$

Since $d(y)+d\left(y^{\prime}\right) \geq d(y)+d(w)$ for any $y \neq y^{\prime} \in V_{i}$ with $1 \leq i \leq m+1$ this implies that $G$ satisfies our Ore-type degree condition.

Suppose that $w$ belongs to some copy $H_{w}$ of $H$ in $G$. Since $\chi(G)=m+r-1$, an optimal colouring of $G$ induces an $(m+r-1)$-colouring of $H_{w}$ and an $(r-2)$-colouring of $G[N(w)]$. But then $w$ must be playing the role of a vertex $x \in V(H)$ such that $\chi(H[N(x)]) \leq r-2$, contradicting the definition of $m=C E(H)$.

We will now use Propositions 3.9 and 3.10 to prove the lower bound of Theorem 3.2.
Proof of Theorem 3.2 (lower bound). In the case when $\operatorname{hcf}(H) \neq 1$ the lower bound follows from the lower bound in Theorem 3.1. Proposition 3.9 settles the case when $C E(H)=\infty$. So we may assume that $\operatorname{hcf}(H)=1$ and $C E(H)<\infty$. In this case, the lower bound in Theorem 3.1 also implies that

$$
\begin{equation*}
\delta_{\text {Ore }}(H, n) \geq 2\left(1-1 / \chi_{c r}(H)\right) n-2 \tag{3.4}
\end{equation*}
$$

(for any graph $H$ ). Suppose first that $H$ is bipartite. Since $C E(H)<\infty$ this means that $H$ must have an isolated vertex and so $C E(H)=0$. Thus $\chi_{\operatorname{Ore}}(H)=\chi_{c r}(H)$ and so we are done by (3.4).

So suppose next that $\chi(H) \geq 3$. In this case the proof of Proposition 3.10 implies the lower bound whenever $n$ is divisible by $((m+2) r-2)(r-2)|H|$. To deduce the lower bound for any $n \geq((m+2) r-2)(r-2)|H|$ which is divisible by $|H|$ we proceed as follows. Let $n^{\prime}$ be the largest integer such that $n^{\prime} \leq n$ and $n^{\prime}$ is divisible by $((m+2) r-2)(r-$ 2) $|H|$. Construct a graph $G$ of order $n^{\prime}$ as in the proof of Proposition 3.10. Then add $n-n^{\prime}<((m+2) r-2)(r-2)|H|$ new vertices to $V_{1}$ so that these vertices have the same neighbourhoods as the original vertices in $V_{1}$. Then $|G|=n$ and by the same argument as
in Proposition 3.10, $G$ does not contain a perfect $H$-packing. Moreover, it is easy to check that $d(x)+d(y) \geq 2(1-1 /(r-2 /(m+2))) n-2|H|^{4}$ for all non-adjacent $x \neq y \in V(G)$.

### 3.3 Some useful results

In Section 3.2 we proved the lower bound on $\delta_{\text {Ore }}(H, n)$ in Theorem 3.2. The following two results together imply the upper bound.

Lemma 3.11 Let $H$ be a graph and let $\eta>0$. There exists an integer $n_{0}=n_{0}(H, \eta)$ such that if $G$ is a graph whose order $n \geq n_{0}$ is divisible by $|H|$ and

$$
d(x)+d(y) \geq 2\left(1-\frac{1}{\chi(H)}+\eta\right) n
$$

for all non-adjacent $x \neq y \in V(G)$ then $G$ contains a perfect $H$-packing.

Lemma 3.12 Let $\eta>0$ and suppose that $H$ is a graph such that $\operatorname{hcf}(H)=1$ and $C E(H)<$ $\infty$. There exists an integer $n_{0}=n_{0}(H, \eta)$ such that if $G$ is a graph whose order $n \geq n_{0}$ is divisible by $|H|$ and

$$
\begin{equation*}
d(x)+d(y) \geq \max \left\{2\left(1-\frac{1}{\chi(H)-\frac{2}{C E(H)+2}}+\eta\right) n, 2\left(1-\frac{1}{\chi_{c r}(H)}+\eta\right) n\right\} \tag{3.5}
\end{equation*}
$$

for all non-adjacent $x \neq y \in V(G)$ then $G$ contains a perfect $H$-packing.

Note that Lemma 3.11 implies the upper bound on $\delta(H, n)$ by Alon and Yuster (which we mentioned in Section 3.1). We now deduce Lemma 3.11 from Lemma 3.12.

Proof of Lemma 3.11. Let $h:=|H|$ and $r:=\chi(H)$. Given any $k \geq 2$, define $H^{*}$ to be the complete $(r+1)$-partite graph with one vertex class of size 1 , one vertex class of size $h k-1$ and $r-1$ vertex classes of size $h k$. Let $H^{\prime}$ be obtained from $H^{*}$ by removing an edge between some vertex $y$ in a vertex class of size $h k$ and the vertex in the singleton vertex class. So $\chi\left(H^{\prime}\right)=r+1,\left|H^{\prime}\right|=h k r$ and $\chi\left(H^{\prime}[N(y)]\right)=r-1$. Moreover, $C E\left(H^{\prime}\right)=0$ since $N(y)$
lies in $r-1$ vertex classes of $H^{\prime}$. It is easy to see that $H^{\prime}$ contains a perfect $H$-packing and that $\operatorname{hcf}\left(H^{\prime}\right)=1$. So $\chi_{\text {Ore }}\left(H^{\prime}\right)=\chi_{c r}\left(H^{\prime}\right)=\left(\chi\left(H^{\prime}\right)-1\right) \frac{\left|H^{\prime}\right|}{\left|H^{\prime}\right|-\sigma\left(H^{\prime}\right)}=r \frac{\left|H^{\prime}\right|}{\left|H^{\prime}\right|-1}$. In particular, we can choose $k$ sufficiently large to guarantee that $1 / \chi_{c r}\left(H^{\prime}\right) \geq 1 / \chi(H)-\eta / 4$.

Consider any graph $G$ as in Lemma 3.11. Choose $a \leq k r$ such that $n-a h$ is divisible by $\left|H^{\prime}\right|=h k r$. Apply Proposition 3.7 to obtain $a$ disjoint copies of $H$ in $G$. Remove these $a$ copies of $H$ from $G$ to obtain a graph $G^{\prime}$ whose order is divisible by $\left|H^{\prime}\right|$ and which satisfies

$$
d_{G^{\prime}}\left(x_{1}\right)+d_{G^{\prime}}\left(x_{2}\right) \geq 2\left(1-\frac{1}{\chi(H)}+\frac{\eta}{2}\right)\left|G^{\prime}\right| \geq 2\left(1-\frac{1}{\chi_{c r}\left(H^{\prime}\right)}+\frac{\eta}{4}\right)\left|G^{\prime}\right|
$$

for all non-adjacent $x_{1} \neq x_{2} \in V\left(G^{\prime}\right)$. Apply Lemma 3.12 to find a perfect $H^{\prime}$-packing in $G^{\prime}$. In particular, this induces a perfect $H$-packing in $G^{\prime}$. Thus, together with all those copies of $H$ in $G-G^{\prime}$ we have chosen before, we obtain a perfect $H$-packing in $G$.

Thus to prove Theorem 3.2 it remains to prove Lemma 3.12, which we will do in Section 3.5. In order to deal with the 'exceptional' vertices in the proof of Lemma 3.12 we use the following result which implies that every vertex $w$ of a graph $G$ as in Lemma 3.12 is contained in a copy of $H$. We prove Lemma 3.13 in Section 3.4.

Lemma 3.13 Let $H$ be a graph such that $m:=C E(H)<\infty$. Let $r:=\chi(H)$ and $\eta>0$. There exists an integer $n_{0}=n_{0}(\eta, H)$ such that whenever $G$ is a graph on $n \geq n_{0}$ vertices with

$$
\begin{equation*}
d(x)+d(y) \geq 2\left(1-\frac{1}{r-\frac{2}{m+2}}+\eta\right) n \tag{3.6}
\end{equation*}
$$

for all non-adjacent $x \neq y \in V(G)$ then every vertex of $G$ lies in a copy of $H$ in $G$.

The above results also imply Theorem 3.5:

Proof of Theorem 3.5. The lower bound in the case when $C E(H)=\infty$ follows from Proposition 3.9. If $C E(H)<\infty$ and $\chi(H) \geq 3$ then Proposition 3.10 gives the lower bound for infinitely many values of $n$ and as in the proof of the lower bound in Theorem 3.2 it can be used to derive the lower bound for any $n$. If $C E(H)<\infty$ and $\chi(H)=2$ then
$C E(H)=0$ and so the lower bound is trivial. The upper bound follows from Lemmas 3.11 and 3.13.

Fact 2.4 states that the minimum degree of a graph $G$ is almost inherited by its reduced graph. We now prove an analogue of this for an Ore-type degree condition. This will be useful in the proof of Lemmas 3.12 and 3.13.

Lemma 3.14 Given a constant $c$, let $G$ be a graph such that $d_{G}(x)+d_{G}(y) \geq c|G|$ for all non-adjacent $x \neq y \in V(G)$. Suppose we have applied Lemma 2.3 with parameters $\varepsilon$ and $d$ to $G$. Let $R$ be the corresponding reduced graph. Then $d_{R}\left(V_{i}\right)+d_{R}\left(V_{j}\right)>(c-2 d-4 \varepsilon)|R|$ for all non-adjacent $V_{i} \neq V_{j} \in V(R)$.

Proof. Let $V_{1}, \ldots, V_{\ell}$ denote the clusters obtained from Lemma 2.3. Let $L:=\left|V_{1}\right|=\cdots=$ $\left|V_{\ell}\right|$, let $V_{0}$ denote the exceptional set and let $G^{\prime}$ be the pure graph. Set $G^{\prime \prime}:=G^{\prime}-V_{0}$. Consider any pair $V_{i} V_{j}$ of clusters which does not form an edge in $R$. Pick $x \in V_{i}$ and $y \in V_{j}$ such that $x y \notin E(G)$. So $d_{G}(x)+d_{G}(y) \geq c|G|$ and thus $d_{G^{\prime \prime}}(x)+d_{G^{\prime \prime}}(y)>(c-2 d-4 \varepsilon)|G|$. However, by definition of $G^{\prime \prime}$, each cluster containing a neighbour of $x$ in $G^{\prime \prime}$ must be a neighbour of $V_{i}$ in $R$ and the analogue holds for the clusters containing the neighbours of $y$. Thus $d_{R}\left(V_{i}\right)+d_{R}\left(V_{j}\right) \geq\left(d_{G^{\prime \prime}}(x)+d_{G^{\prime \prime}}(y)\right) / L \geq(c-2 d-4 \varepsilon)|R|$, as required.

In our proof of Lemma 3.12 we will also use the following result, Lemma 12 from [57]. It gives a sufficient condition on the sizes of the vertex classes of a complete $\chi(H)$-partite graph $G$ which ensures that $G$ has a perfect $H$-packing. Lemma 3.15 is the point where the assumption that $\operatorname{hcf}(H)=1$ is crucial - it is false for graphs with $\operatorname{hcf}(H) \neq 1$.

Lemma 3.15 Let $H$ be a graph with $\operatorname{hcf}(H)=1$. Putr $:=\chi(H)$ and $\gamma:=(r-1) \sigma(H) /(|H|-$ $\sigma(H))$. Let $0<\beta_{1} \ll \lambda_{1} \ll \gamma, 1-\gamma, 1 /|H|$ be positive constants. Suppose that $G$ is a complete r-partite graph with vertex classes $U_{1}, \ldots, U_{r}$ such that $|G| \gg|H|$ is divisible by $|H|$, $\left(1-\lambda_{1}^{1 / 10}\right)\left|U_{r}\right| \leq \gamma\left|U_{i}\right| \leq\left(1-\lambda_{1}\right)\left|U_{r}\right|$ for all $i<r$ and such that $\left|\left|U_{i}\right|-\left|U_{j}\right|\right| \leq \beta_{1}|G|$ whenever $1 \leq i<j<r$. Then $G$ contains a perfect $H$-packing.

### 3.4 Proof of Lemma 3.13

Let $H$ be as in the statement of the lemma and let $G$ be a graph of sufficiently large order $n$ which satisfies (3.6). Recall that $r=\chi(H)$ and $m=C E(H)$. Let $x$ be any vertex of $G$. We have to find a copy of $H$ in $G$ which contains $x$. Suppose first that $r=2$. Then $H$ must have an isolated vertex $v$ (since $C E(H)<\infty)$. So we can apply Proposition 3.7 to find a copy of $H-v$ in $G-x$ and thus a copy of $H$ in $G$ (where $x$ plays the role of $v$ ).

So suppose that $r \geq 3$. Choose additional constants $\varepsilon, d$ and $\alpha$ such that

$$
0<\varepsilon \ll d \ll \alpha \ll \eta
$$

and let $\ell_{0}:=1 / \varepsilon$. Apply the Regularity lemma with parameters $\varepsilon, d, \ell_{0}$ to $G$ to obtain clusters $V_{1}, \ldots, V_{\ell}$ of size $L$, an exceptional set $V_{0}$, a pure graph $G^{\prime}$ and a reduced graph $R$. Let

$$
k:=(m+2) r-2 .
$$

Lemma 3.14 implies that

$$
\begin{equation*}
d_{R}\left(V_{i}\right)+d_{R}\left(V_{j}\right) \geq 2\left(1-\frac{1}{r-\frac{2}{m+2}}+\frac{\eta}{2}\right)|R|=2\left(1-\frac{m+2}{k}+\frac{\eta}{2}\right)|R| \tag{3.7}
\end{equation*}
$$

for all $V_{i} \neq V_{j} \in V(R)$ with $V_{i} V_{j} \notin E(R)$. By adding the vertices of one cluster to $V_{0}$ if necessary (and deleting this cluster from $R$ ) we may assume that $x \in V_{0}$. (So now $\left|V_{0}\right| \leq 2 \varepsilon n$.) We say that $x$ is adjacent to a cluster $V_{i} \in V(R)$ if $x$ is adjacent to at least $\alpha L$ vertices of $V_{i}$ in $G$. We denote by $S$ the set of clusters $V_{i} \in V(R)$ that $x$ is adjacent to, and define $s:=|S| /|R|$. Also, we write $\bar{S}:=V(R) \backslash S$. Note that

$$
\begin{equation*}
d_{G}(x) \leq|S| L+|\bar{S}| \alpha L+\left|V_{0}\right| \leq(s+\alpha+2 \varepsilon) n \leq(s+2 \alpha) n \tag{3.8}
\end{equation*}
$$

and so

$$
\begin{equation*}
s \geq \frac{\delta(G)}{n}-2 \alpha \stackrel{(3.6)}{\geq}\left(1-\frac{2}{r-\frac{2}{m+2}}+2 \eta\right)-2 \alpha \geq 1-\frac{2(m+2)}{k}+\eta \tag{3.9}
\end{equation*}
$$

In particular $s>0$ since $r \geq 3$. Our aim now is to find either a copy $K_{r}^{\prime}$ of $K_{r}$ in $R$ containing $r-1$ clusters adjacent to $x$ (i.e. $\left|V\left(K_{r}^{\prime}\right) \cap S\right| \geq r-1$ ), or a copy $K_{r+m}^{\prime}$ of $K_{r+m}$ in $R$ containing $r-2$ clusters adjacent to $x$. In both cases we could apply the Embedding lemma (Lemma 2.5) to find the desired copy $H_{x}$ of $H$ in $G$. Indeed, in the case where we find $K_{r+m}^{\prime}$ we could use $x$ to play the role of a vertex $y \in V(H)$ for which there exists an $(r-2)$-colouring of $H[N(y)]$ that can be extended to an $(r+m)$-colouring of $H$. The neighbourhood $N_{H}(y)$ of $y$ would be embedded into the clusters belonging to $V\left(K_{r+m}^{\prime}\right) \cap S$ and $H-N_{H}(y)$ would be embedded into the clusters belonging to $V\left(K_{r+m}^{\prime}\right)$ (so here we use the fact that $C E(H)=m$ ). In the case where we find $K_{r}^{\prime}, x$ can play the role of any vertex of $H$. Given some optimal colouring of $H$, the vertices of $H$ which have a different colour than $x$ are embedded into the clusters in $V\left(K_{r}^{\prime}\right) \cap S$ (so we only use that $\chi(H)=r$ in this case).

Let $C$ be the set of clusters $U \in S$ with $d_{R}(U)<(1-(m+2) / k+\eta / 2)|R|$. By (3.7), $C$ induces a clique. So we may assume that $|C|<r$, since otherwise we have our copy $K_{r}^{\prime}$ of $K_{r}$. Suppose now that for some $1 \leq i \leq r-1$ we have already found $i$ clusters $U_{1}, \ldots, U_{i} \in S \backslash C$ such that $U_{1}, \ldots, U_{i}$ form a copy $K_{i}^{\prime}$ of $K_{i}$ in $R$. Then

$$
\begin{equation*}
\left|\bigcap_{1 \leq j \leq i} N_{R}\left(U_{j}\right)\right| \geq-(i-1)|R|+\sum_{j=1}^{i} d_{R}\left(U_{j}\right) \geq\left(1-\frac{i(m+2)}{k}+\eta / 2\right)|R| \tag{3.10}
\end{equation*}
$$

Case 1. $1-s \leq(2 m+2) / k$
In this case, we will find a copy of $K_{r}$ which contains at least $r-1$ vertices in $S$. Suppose that $i \leq r-2$ and we have found $U_{1}, \ldots, U_{i}$ as above. Then $1-i(m+2) / k \geq(2 m+2) / k$ and so (3.10) implies that the common neighbourhood $N_{R}\left(K_{i}^{\prime}\right)$ of $K_{i}^{\prime}$ satisfies $\left|N_{R}\left(K_{i}^{\prime}\right)\right| \geq$ $(1-s+\eta / 2)|R|$. So we can choose $U_{i+1} \in S \backslash C$ to extend $K_{i}^{\prime}$ into a copy of $K_{i+1}$ in $R[S \backslash C]$ (we can avoid $C$ when choosing $U_{i+1}$ since $|C|<r \ll \eta|R|$ ). If $i=r-1$, then $1-\frac{i(m+2)}{k}=\frac{m}{k} \geq 0$. So $\left|N_{R}\left(K_{i}^{\prime}\right)\right| \geq \eta|R| / 2$ and we can extend $K_{i}^{\prime}=K_{r-1}^{\prime}$ into the desired copy of $K_{r}$ using an arbitrary vertex of $R$.

Case 2. $1-s \geq(2 m+2) / k$
In this case, we will either find a copy of $K_{r}$ which contains at least $r-1$ vertices in $S$ or
find a copy of $K_{r+m}$ which contains at least $r-2$ vertices in $S$. Suppose that $i \leq r-3$ and we have found $U_{1}, \ldots, U_{i}$ as described before Case 1 which form a copy $K_{i}^{\prime}$ of $K_{i}$ in $R[S \backslash C]$. Note that

$$
1-\frac{i(m+2)}{k} \geq \frac{k-(r-3)(m+2)}{k}=\frac{3(m+2)-2}{k} \geq \frac{2(m+2)}{k} \stackrel{(3.9)}{\geq} 1-s
$$

Thus (3.10) implies that we can choose a cluster $U_{i+1} \in S \backslash C$ which forms a $K_{i+1}$ together with $K_{i}^{\prime}$. This shows that we can find a copy $K_{r-2}^{\prime}$ of $K_{r-2}$ which lies in $R[S \backslash C]$. Note that (3.10) also implies that the common neighbourhood $N_{R}\left(K_{r-2}^{\prime}\right)$ of $K_{r-2}^{\prime}$ satisfies

$$
\begin{equation*}
\left|N_{R}\left(K_{r-2}^{\prime}\right)\right| \geq\left(1-\frac{(r-2)(m+2)}{k}+\frac{\eta}{2}\right)|R|=\left(\frac{2(m+1)}{k}+\frac{\eta}{2}\right)|R| \tag{3.11}
\end{equation*}
$$

Now we aim to extend $K_{r-2}^{\prime}$ into a copy $K_{r+m}^{\prime}$ of $K_{r+m}$. We will aim to find the additional vertices in $\bar{S}$. Suppose for some $0 \leq i \leq m+1$ we have found $i$ clusters $W_{1}, \ldots, W_{i} \in \bar{S}$ which together with $K_{r-2}^{\prime}$ form a copy $K_{r-2+i}^{\prime}$ of $K_{r-2+i}$ in $R$. We will need a lower bound on $d_{R}\left(W_{j}\right)$ for all $j=1, \ldots, i$. To derive this, note that the definition of $S$ implies that $W_{j}$ contains a vertex $y$ which is not adjacent to $x$ in $G$. So (3.6) and (3.8) and the inequality in Case 2 imply that

$$
d_{G}(y) \geq\left(2\left(1-\frac{m+2}{k}+\eta\right)-s-2 \alpha\right) n \geq\left(1-\frac{2}{k}+\eta\right) n
$$

and so $d_{G^{\prime}}(y) \geq(1-2 / k+\eta / 2) n$. But each cluster containing a neighbour of $y$ in $G^{\prime}$ must be a neighbour of $W_{j}$ in $R$. Hence

$$
\begin{equation*}
d_{R}\left(W_{j}\right) \geq \frac{d_{G^{\prime}}(y)-\left|V_{0}\right|}{L} \geq\left(1-\frac{2}{k}\right)|R| \tag{3.12}
\end{equation*}
$$

So the common neighbourhood $N_{R}\left(K_{r-2+i}^{\prime}\right)$ of $K_{r-2+i}^{\prime}$ satisfies
$\left|N_{R}\left(K_{r-2+i}^{\prime}\right)\right| \geq\left|N_{R}\left(K_{r-2}^{\prime}\right)\right|-i|R|+\sum_{j=1}^{i} d_{R}\left(W_{j}\right) \stackrel{(3.11),(3.12)}{\geq}\left(\frac{2(m+1)}{k}-i \frac{2}{k}+\frac{\eta}{2}\right)|R| \geq \frac{\eta|R|}{2}$.

So we can choose a vertex $W_{i+1} \in V(R) \backslash C$ that is a common neighbour of the clusters in $K_{r-2+i}^{\prime}$. Suppose that $W_{i+1} \in S$. Then together with $K_{r-2}^{\prime}$ this forms a copy $K_{r-1}^{\prime}$ of $K_{r-1}$ in $R[S \backslash C]$. Now (3.10) implies that $\left|N_{R}\left(K_{r-1}^{\prime}\right)\right| \geq(m / k+\eta / 2)|R|$ and so we can extend $K_{r-1}^{\prime}$ to a copy of $K_{r}$ with at least $r-1$ vertices in $S$. So we may assume that $W_{i+1} \in \bar{S}$. Continuing in this way, we obtain a copy of $K_{r+m}$ having $r-2$ clusters in $S$, as required.

### 3.5 Proof of Lemma 3.12

### 3.5.1 Preliminaries and an outline of the proof

Let $H, G$ and $\eta>0$ be as in Lemma 3.12 and let $r:=\chi(H)$. Choose $t \in \mathbb{N}$ such that $t|H|(r-1) \geq 4 r / \eta$. Let $z_{1}:=t(r-1) \sigma(H)$ and $z:=t(|H|-\sigma(H))$. Put $\gamma:=z_{1} / z$. Note that $0<\gamma<1 \operatorname{since} \operatorname{hcf}(H)=1$. Define $B^{*}$ to be the complete $r$-partite graph with one vertex class of size $z_{1}$ and $r-1$ vertex classes of size $z$. Then $B^{*}$ has a perfect $H$-packing and $\eta\left|B^{*}\right| / 4 \geq r$. Moreover,

$$
\begin{equation*}
\chi_{c r}\left(B^{*}\right)=\chi_{c r}(H)=(r-1) \frac{|H|}{|H|-\sigma(H)}=r-1+\frac{(r-1) \sigma(H)}{|H|-\sigma(H)}=r-1+\gamma . \tag{3.14}
\end{equation*}
$$

Choose $s \in \mathbb{N}$ and a new constant $\lambda$ such that $0<\lambda \ll \eta, \gamma, 1-\gamma$ as well as $s_{1}:=\gamma(1+\lambda) s \in$ $\mathbb{N}$ and $s_{1} \leq s$. Let $B^{\prime}$ denote the complete $r$-partite graph with one vertex class of size $s_{1}$ and $r-1$ vertex classes of size $s$. Thus,

$$
\begin{equation*}
\chi_{c r}\left(B^{\prime}\right)=(r-1) \frac{\left|B^{\prime}\right|}{\left|B^{\prime}\right|-s_{1}}=r-1+\gamma(1+\lambda) . \tag{3.15}
\end{equation*}
$$

Note that the proportion $\gamma(1+\lambda)$ of the size of the smallest vertex class of $B^{\prime}$ compared to the size of one of the larger classes is slightly larger than the corresponding proportion $\gamma$ associated with $B^{*}$. We can therefore choose $s$ and $\lambda$ in such a way that $B^{\prime}$ has a perfect $B^{*}$-packing, and thus a perfect $H$-packing. (Indeed, the perfect $B^{*}$-packing would consist of 'most' but not all of the copies of $B^{*}$ having their smallest vertex class lying in the smallest vertex class of $B^{\prime}$.)

We now give an outline for the proof of Lemma 3.12. We first apply the Regularity lemma to $G$ to obtain a reduced graph $R$. Since $R$ almost inherits the Ore-type condition on $G$ we may apply Theorem 3.4 to find an almost perfect $B^{\prime}$-packing of $R$. We then remove all clusters from $R$ that are not covered by this $B^{\prime}$-packing and add the vertices in these clusters to the exceptional set $V_{0}$.

For each exceptional vertex $x \in V_{0}$, we apply Lemma 3.13 to find a copy of $H$ in $G$ containing $x$, and remove the vertices in this copy from $G$. Thus some vertices in clusters in $R$ will be removed from $G$. The copies of $H$ will be chosen to be disjoint for different exceptional vertices.

Our aim is to apply the Blow-up lemma to each copy $B_{i}^{\prime}$ of $B^{\prime}$ in the $B^{\prime}$-packing of $R$ in order to find an $H$-packing in $G$ which covers all the vertices belonging to (the modified) clusters in $B_{i}^{\prime}$. Then all these $H$-packings together with all those copies of $H$ chosen for the exceptional vertices would form a perfect $H$-packing in $G$. However, to do this, we need that the complete $r$-partite graph $F_{i}^{*}$ whose $j$ th vertex class is the union of all the clusters in the $j$ th vertex class of $B_{i}^{\prime}$ has a perfect $H$-packing. Lemma 3.15 gives a condition which guarantees this.

To apply Lemma 3.15 we need that $\left|F_{i}^{*}\right|$ is divisible by $|H|$. We will remove a bounded number of further copies of $H$ from $G$ to ensure this (see Section 3.5.4). Furthermore, we require that $F_{i}^{*}$ has $r-1$ vertex classes of roughly the same size, $u$ say, and that its other vertex class is a little larger than $\gamma u$. But this condition will be satisfied automatically by the choice of the sizes of the vertex classes in $B^{\prime}$. In fact, this is the reason why we chose a $B^{\prime}$-packing in $R$ rather than a $B^{*}$-packing. The above strategy is based on that in [56]. However, there are additional difficulties.

### 3.5.2 Applying the Regularity lemma and modifying the reduced graph

We define further constants satisfying

$$
0<\varepsilon \ll d \ll \eta_{1} \ll \beta \ll \alpha \ll \lambda \ll \eta, \gamma, 1-\gamma .
$$

We also choose $\eta_{1}$ so that

$$
\eta_{1} \ll \frac{1}{\left|B^{\prime}\right|} .
$$

Throughout the proof we assume that the order $n$ of our graph $G$ is sufficiently large for our calculations to hold. Apply the Regularity lemma with parameters $\varepsilon, d$ and $\ell_{0}:=1 / \varepsilon$ to obtain clusters $V_{1}, \ldots, V_{\ell}$ of size $L$, an exceptional set $V_{0}$, a pure graph $G^{\prime}$ and a reduced graph $R$. Let $m:=C E(H)$. By Lemma 3.14 we have that

$$
d_{R}\left(V_{j_{1}}\right)+d_{R}\left(V_{j_{2}}\right) \geq \max \left\{2\left(1-\frac{1}{r-\frac{2}{m+2}}+\frac{\eta}{2}\right)|R|, 2\left(1-\frac{1}{\chi_{c r}(H)}+\frac{\eta}{2}\right)|R|\right\}
$$

for all $V_{j_{1}} \neq V_{j_{2}} \in V(R)$ with $V_{j_{1}} V_{j_{2}} \notin E(R)$. Together with (3.14) and (3.15) this implies that

$$
d_{R}\left(V_{j_{1}}\right)+d_{R}\left(V_{j_{2}}\right) \geq 2\left(1-\frac{1}{\chi_{c r}\left(B^{\prime}\right)}\right)|R|
$$

for all $V_{j_{1}} \neq V_{j_{2}} \in V(R)$ with $V_{j_{1}} V_{j_{2}} \notin E(R)$. So we can apply Theorem 3.4 to $R$ to obtain a $B^{\prime}$-packing covering all but at most $\eta_{1}|R|$ vertices. We denote the copies of $B^{\prime}$ in this packing by $B_{1}^{\prime}, \ldots, B_{\ell^{\prime}}^{\prime}$. We delete all the clusters not contained in some $B_{i}^{\prime}$ from $R$ and add all vertices lying in these clusters to $V_{0}$. So $\left|V_{0}\right| \leq \varepsilon n+\eta_{1} n \leq 2 \eta_{1} n$. We now refer to $R$ as this modified reduced graph. We still have that

$$
\begin{equation*}
d_{R}\left(V_{j_{1}}\right)+d_{R}\left(V_{j_{2}}\right) \geq \max \left\{2\left(1-\frac{1}{r-\frac{2}{m+2}}+\frac{\eta}{4}\right)|R|, 2\left(1-\frac{1}{\chi_{c r}(H)}+\frac{\eta}{4}\right)|R|\right\} \tag{3.16}
\end{equation*}
$$

for all $V_{j_{1}} \neq V_{j_{2}} \in V(R)$ with $V_{j_{1}} V_{j_{2}} \notin E(R)$. Recall that by definition of $B^{\prime}$, each $B_{i}^{\prime}$ contains a perfect $B^{*}$-packing. Fix such a $B^{*}$-packing for each $i=1, \ldots, \ell^{\prime}$. The union of all these $B^{*}$-packings gives us a perfect $B^{*}$-packing $\mathcal{B}^{*}$ in $R$.

Given any $B_{i}^{\prime}$, it is easy to check that we can replace each cluster $V_{j} \in V\left(B_{i}^{\prime}\right)$ with a subcluster of size $L^{\prime}:=\left(1-\varepsilon\left|B^{\prime}\right|\right) L$ such that for each edge $V_{j_{1}} V_{j_{2}}$ of $B_{i}^{\prime}$ the chosen subclusters of $V_{j_{1}}$ and $V_{j_{2}}$ form a ( $2 \varepsilon, d / 2$ )-super-regular pair in $G^{\prime}$. (Indeed, this is just a generalisation of Fact 2.1.) We do this for each $i=1, \ldots, \ell^{\prime}$ and add all the vertices not belonging to our chosen subclusters to $V_{0}$. We now refer to these subclusters as the clusters
of $R$. Then for every edge $V_{j_{1}} V_{j_{2}}$ of $R$ the pair $\left(V_{j_{1}}, V_{j_{2}}\right)_{G^{\prime}}$ is still $2 \varepsilon$-regular and has density more than $d / 2$. Moreover,

$$
\begin{equation*}
\left|V_{0}\right| \leq 2 \eta_{1} n+\varepsilon\left|B^{\prime}\right| n \leq 3 \eta_{1} n \tag{3.17}
\end{equation*}
$$

We now partition each cluster $V_{j}$ into a red part $V_{j}^{\text {red }}$ and a blue part $V_{j}^{\text {blue }}$ where $\left|\left|V_{j}^{\text {red }}\right|-\right.$ $\left|V_{j}^{\text {blue }}\right| \mid \leq \varepsilon L^{\prime}$ and $\left|\left|N_{G}(x) \cap V_{j}^{\text {red }}\right|-\left|N_{G}(x) \cap V_{j}^{\text {blue }}\right|\right| \leq \varepsilon L^{\prime}$ for all $x \in V(G)$. (Consider a random partition to see that there are $V_{j}^{\text {red }}$ and $V_{j}^{\text {blue }}$ with these properties.) Together all these partitions of the clusters yield a partition of $V(G)-V_{0}$ into a set $V^{\text {red }}$ of red vertices and a set $V^{\text {blue }}$ of blue vertices. In Section 3.5 .3 we will choose certain copies of $H$ in $G$ to cover the exceptional vertices in $V_{0}$, but each of these copies will avoid the red vertices. All the vertices contained in these copies of $H$ will be removed from the clusters they belong to. However, for every edge $V_{j_{1}} V_{j_{2}}$ of $B_{i}^{\prime}$ the modified bipartite subgraph of $G^{\prime}$ whose vertex classes are the remainders of $V_{j_{1}}$ and $V_{j_{2}}$ will still be $(5 \varepsilon, d / 5)$-super-regular since it still contains all vertices in $V_{j_{1}}^{r e d} \cup V_{j_{2}}^{r e d}$. Furthermore, all edges in $R$ will still correspond to $5 \varepsilon$-regular pairs of density more than $d / 5$. After Section 3.5 .3 we will only remove a bounded number of further vertices from the clusters, which will not affect the super-regularity significantly.

### 3.5.3 Incorporating the exceptional vertices

In this section we cover all the exceptional vertices with vertex-disjoint copies of $H$. Let $G^{\text {blue }}$ denote the induced subgraph of $G$ with vertex set $V^{\text {blue }} \cup V_{0}$. The definition of $V^{\text {blue }}$, (3.5) and (3.17) together imply that

$$
d_{G^{b l u e}}(x)+d_{G^{\text {blue }}}(y) \geq \max \left\{2\left(1-\frac{1}{r-\frac{2}{m+2}}+\frac{\eta}{2}\right)\left|G^{b l u e}\right|, 2\left(1-\frac{1}{\chi_{c r}(H)}+\frac{\eta}{2}\right)\left|G^{\text {blue }}\right|\right\}
$$

for all non-adjacent $x \neq y \in V\left(G^{b l u e}\right)$. Let $v_{1}, \ldots, v_{\left|V_{0}\right|}$ be an enumeration of the exceptional vertices. Lemma 3.13 gives us a copy $H_{v_{1}}$ of $H$ in $G^{b l u e}$ covering $v_{1}$. Delete the vertices of $H_{v_{1}}$ from $G^{b l u e}$ and apply the lemma again to find a copy $H_{v_{2}}$ of $H$ covering $v_{2}$. We would like to continue this way. However, for later purposes it is convenient to be able to assume that from each cluster we only delete a small proportion of vertices during this
process. So before choosing the copy $H_{v_{j}}$ for $v_{j}$ (say), we call $B_{i}^{\prime}$ bad if it contains a cluster meeting the copies $H_{v_{1}}, \ldots, H_{v_{j-1}}$ that we have chosen before in at least $\beta L^{\prime}$ vertices. So at most $\left|V_{0}\right||H| /\left(\beta L^{\prime}\right) \leq 3 \eta_{1}|H| n /\left(\beta L^{\prime}\right) \leq \eta \ell^{\prime} / 10$ of the $B_{i}^{\prime}$ are bad. We delete all the vertices belonging to clusters in bad $B_{i}^{\prime}$ from $G^{\text {blue }}$. Since there are at most $\eta n / 10 \leq \eta\left|G^{b l u e}\right| / 4$ such vertices, we can still apply Lemma 3.13 to find $H_{v_{j}}$. Thus we can cover all the exceptional vertices. We remove all the vertices lying in the copies $H_{v_{1}}, \ldots, H_{v_{\left|V_{0}\right|}}$ of $H$ from the clusters they belong to (and from $G$ ).

### 3.5.4 Making the blow-up of each $B \in \mathcal{B}^{*}$ divisible by $|H|$

Given a subgraph $S \subseteq R$ we write $V_{G}(S)$ for the set of all those vertices of $G$ that belong to a cluster in $S$. Our aim now is to find, for each $B_{i}^{\prime}$ in our $B^{\prime}$-packing in $R$, an $H$-packing in $G$ covering all the vertices in $V_{G}\left(B_{i}^{\prime}\right)$. Thus, taking the union of these $H$-packings and the copies of $H$ containing the vertices in $V_{0}$, we will obtain a perfect $H$-packing in $G$. If we can ensure that the complete $r$-partite graph whose $j$ th vertex class is the union of all clusters in the $j$ th vertex class of $B_{i}^{\prime}$ has a perfect $H$-packing, then by the Blow-up lemma the subgraph of $G^{\prime}$ corresponding to $B_{i}^{\prime}$ will have a perfect $H$-packing. By Lemma 3.15 the former will turn out to be the case provided that $|H|$ divides $\left|V_{G}\left(B_{i}^{\prime}\right)\right|$. So our next aim is to remove a bounded number of copies of $H$ from $G$ to ensure that $\left|V_{G}\left(B_{i}^{\prime}\right)\right|$ is divisible by $|H|$ for all $i=1, \ldots, \ell^{\prime}$. This in turn will be achieved by ensuring that $|H|$ divides $\left|V_{G}(B)\right|$ for all $B \in \mathcal{B}^{*}$.

Consider the auxiliary graph $F$ whose vertices are the elements of $\mathcal{B}^{*}$ where $B_{1}, B_{2} \in \mathcal{B}^{*}$ are adjacent in $F$ if $R$ contains a copy of $K_{r}$ with one vertex in $B_{1}$ and $r-1$ vertices in $B_{2}$ or vice versa.

Suppose first that $F$ is connected. Consider a spanning tree $T$ of $F$ with root $B_{0} \in \mathcal{B}^{*}$, say. If $B_{1}, B_{2} \in \mathcal{B}^{*}$ are adjacent in $F$ then by the Embedding lemma $G$ contains a copy of $H$ with one vertex in $V_{G}\left(B_{1}\right)$ and all the other vertices in $V_{G}\left(B_{2}\right)$, or vice versa. (To see this, let $K_{r}^{\prime}$ be a copy of $K_{r}$ in $R$ with one vertex $V \in V_{R}\left(B_{1}\right)$ and all other vertices in $V_{R}\left(B_{2}\right)$. Choose any $V^{\prime} \in V_{R}\left(B_{2}\right)$ which is adjacent to all of $V\left(K_{r}^{\prime}\right) \backslash\{V\}$. Then our copy of $H$ will have one vertex, $v$ say, in $V$. All other vertices of $H$ lying in the same colour
class as $v$ will be embedded into $V^{\prime}$ and all the remaining vertices of $H$ will be embedded into $V\left(K_{r}^{\prime}\right) \backslash\{V\}$.) In fact, we can choose $|H|-1$ disjoint such copies of $H$. So by removing at most $|H|-1$ such copies of $H$ we can ensure $\left|V_{G}\left(B_{1}\right)\right|$ is divisible by $|H|$.

We can use this observation to 'shift the remainders mod $|H|$ ' along $T$ to achieve that $|H|$ divides $\left|V_{G}(B)\right|$ for all $B \in \mathcal{B}^{*}$ as follows. Let $j_{\max }$ be the largest distance of some $B \in \mathcal{B}^{*}$ from $B_{0}$ in $T$. Then for all $B \in \mathcal{B}^{*}$ of distance $j_{\max }$ from $B_{0}$ we can remove copies of $H$ as indicated above to ensure that $|H|$ divides $\left|V_{G}(B)\right|$. We can repeat this for all those $B \in \mathcal{B}^{*}$ of distance $j_{\max }-1$ from $B_{0}$ etc. until $\left|V_{G}(B)\right|$ is divisible by $|H|$ for all $B \in \mathcal{B}^{*}$. (This follows as $\sum_{B \in \mathcal{B}^{*}}\left|V_{G}(B)\right|$ is divisible by $|H|$ since $|G|$ is divisible by $|H|$.)

So we may assume that $F$ is not connected. Let $\mathcal{C}$ denote the set of all components of $F$. Given $C \in \mathcal{C}$, we denote by $V_{R}(C) \subseteq V(R)$ the set of all those clusters which belong to some $B \in \mathcal{B}^{*}$ with $B \in C$. We write $V_{G}(C) \subseteq V(G)$ for the union of all the clusters in $V_{R}(C)$. We will show that we can remove a bounded number of copies of $H$ from $G$ to achieve that $\left|V_{G}(C)\right|$ is divisible by $|H|$ for all $C \in \mathcal{C}$. As in the case when $F$ is connected, we can then 'shift the remainders mod $|H|$ ' along a spanning tree of each component to make $\left|V_{G}(B)\right|$ divisible by $|H|$ for all $B \in \mathcal{B}^{*}$.

In the case when $r=2$ this is straightforward. Indeed, in this case $H$ contains an isolated vertex (since $C E(H)<\infty$ ). So given any $C \in \mathcal{C}$ we can apply the Embedding lemma to find $|H|-1$ vertex-disjoint copies of $H$ in $G$ such that one vertex (playing the role of the isolated vertex) lies in $V_{G}(C)$ and the other vertices lie in $V_{G}\left(C^{\prime}\right)$ for some $C^{\prime} \in \mathcal{C} \backslash\{C\}$. By removing a suitable number of such copies we can ensure that $|H|$ divides $\left|V_{G}(C)\right|$. Since in the above argument we can choose any $C^{\prime} \in \mathcal{C} \backslash\{C\}$ to contain the remaining vertices of our copy of $H$ (and since $|G|$ is divisible by $|H|$ ) we can apply this argument repeatedly to make $\left|V_{G}\left(C^{\prime \prime}\right)\right|$ divisible by $|H|$ for all $C^{\prime \prime} \in \mathcal{C}$.

So now we consider the case when $r \geq 3$. We need the following claim.

Claim 3.16 Let $C_{1}, C_{2} \in \mathcal{C}$ and let $V \in V_{R}\left(C_{2}\right)$. Then

$$
\left|N_{R}(V) \cap V_{R}\left(C_{1}\right)\right|<\left(1-\frac{1}{r-1+\gamma}\right)\left|V_{R}\left(C_{1}\right)\right| .
$$

Proof. Suppose not. Then there exists some $B \in \mathcal{B}^{*}$ such that $B \in C_{1}$ and

$$
\left|N_{R}(V) \cap B\right| \geq\left(1-\frac{1}{r-1+\gamma}\right)|B|=|B|-\frac{(r-1) z+z_{1}}{r-1+z_{1} / z}=|B|-z .
$$

Hence $V$ has a neighbour in at least $r-1$ vertex classes of $B$. So $R$ contains a copy of $K_{r}$ with one vertex, namely $V$, in a copy $B_{0} \in \mathcal{B}^{*}$ and $r-1$ vertices in $B$. So $B$ and $B_{0}$ are adjacent in $F$. But they lie in different components of $F$, a contradiction.

We now show that we can remove a bounded number of copies of $H$ from $G$ to make $\left|V_{G}(C)\right|$ divisible by $|H|$ for some $C \in \mathcal{C}$. (In particular, if $F$ consists of exactly two components $C$ and $C^{\prime}$ this also ensures that $\left|V_{G}\left(C^{\prime}\right)\right|$ is divisible by $|H|$.)

Claim 3.17 There exists a component $C \in \mathcal{C}$ with $\left|V_{R}(C)\right| \leq|R| / 2$ for which we can ensure that $|H|$ divides $\left|V_{G}(C)\right|$ by removing at most $|H|-1$ copies of $H$ from $G$.

Proof. To prove the claim we will distinguish two cases.
Case 1. There exists a component $C_{1} \in \mathcal{C}$ with $\left|V_{R}\left(C_{1}\right)\right| \leq|R| / 2$ and such that there is a cluster $V_{1} \in V_{R}\left(C_{1}\right)$ with $d_{R}\left(V_{1}\right) \geq\left(1-1 / \chi_{c r}(H)+\eta / 4\right)|R|$.

Recall that $K_{r+1}^{-}$is a $K_{r+1}$ with one edge removed. We call the two non-adjacent vertices of $K_{r+1}^{-}$small. We say that a copy $K^{\prime}$ of $K_{r+1}^{-}$in $R$ is good if either (i) $V\left(K^{\prime}\right) \cap V_{R}\left(C_{1}\right)$ consists of a small vertex of $K^{\prime}$ or (ii) $V\left(K^{\prime}\right) \backslash V_{R}\left(C_{1}\right)$ consists of a small vertex of $K^{\prime}$. Once we have found a good $K^{\prime}$, we can use the Embedding lemma to find at most $|H|-1$ vertex-disjoint copies of $H$ in $G$ such that their removal from $G$ ensures that $\left|V_{G}\left(C_{1}\right)\right|$ is divisible by $|H|$, as desired. (In case (i) precisely one vertex in each of these copies of $H$ lies in $V_{G}\left(C_{1}\right)$ while in case (ii) precisely $|H|-1$ vertices in each of these copies of $H$ lies in $V_{G}\left(C_{1}\right)$.) So it suffices to find a good copy of $K_{r+1}^{-}$.

Let $S$ denote the set of neighbours of $V_{1}$ outside $V_{R}\left(C_{1}\right)$ in $R$. Let $K$ be the set of vertices $V \in S$ with $d_{R}(V)<\left(1-1 / \chi_{c r}(H)+\eta / 4\right)|R|$. By (3.16), $K$ induces a clique in $R$. If $|K| \geq r$, then we have a found a good copy of $K_{r+1}^{-}$(consisting of $V_{1}$ and $r$ vertices of $K)$. So we may assume that $|K|<r$.

Since $r \geq 3$ we have that $d_{R}\left(V_{1}\right) \geq(1 / 2+\eta / 4)|R|$. So $|S \backslash K| \geq \eta|R| / 4-r>0$. Thus we can choose $V_{2} \in S \backslash K$. By (3.14) the number of common neighbours of $V_{1}$ and $V_{2}$ in $R$ is at least

$$
\begin{equation*}
\left(1-\frac{2}{r-1+\gamma}+\frac{\eta}{4}\right)|R| . \tag{3.18}
\end{equation*}
$$

We first consider the case when at least $\left(1-\frac{2}{r-1+\gamma}+\frac{\eta}{4}\right)\left|V(R) \backslash V_{R}\left(C_{1}\right)\right|$ common neighbours of $V_{1}$ and $V_{2}$ lie outside $V_{R}\left(C_{1}\right)$. We claim that we can find $V_{3}, \ldots, V_{r} \in S \backslash K$ which form a $K_{r}$ with $V_{1}$ and $V_{2}$. Suppose that we have found $V_{3}, \ldots, V_{i}$ where $2 \leq i \leq r-1$. Note that Claim 3.16 and the definition of $S$ imply that for $j \geq 2$ the number of neighbours of $V_{j}$ outside $V_{R}\left(C_{1}\right)$ is at least $(1-1 /(r-1+\gamma))\left|V(R) \backslash V_{R}\left(C_{1}\right)\right|$. Together with (3.18), this implies that the common neighbourhood of $V_{1}, \ldots, V_{i}$ outside $V_{R}\left(C_{1}\right)$ has size at least

$$
\begin{equation*}
\left(1-\frac{i}{r-1+\gamma}+\frac{\eta}{4}\right)\left|V(R) \backslash V_{R}\left(C_{1}\right)\right| \geq \frac{\eta}{4}\left|V(R) \backslash V_{R}\left(C_{1}\right)\right|>r>|K| \tag{3.19}
\end{equation*}
$$

This shows that we can find $V_{i+1}$ and more generally $V_{3}, \ldots, V_{r}$ as required. A similar calculation as in (3.19), shows that the common neighbourhood of $V_{2}, \ldots, V_{r}$ outside $V_{R}\left(C_{1}\right)$ is non-empty and so contains some vertex $V_{r+1}$ say. Together with $V_{1}, \ldots, V_{r}, V_{r+1}$ forms a good copy of $K_{r+1}^{-}$.

Now consider the case when at least $\left(1-\frac{2}{r-1+\gamma}+\frac{\eta}{4}\right)\left|V_{R}\left(C_{1}\right)\right|$ common neighbours of $V_{1}$ and $V_{2}$ lie inside $V_{R}\left(C_{1}\right)$. Since $\eta\left|V_{R}\left(C_{1}\right)\right| / 4 \geq \eta\left|B^{*}\right| / 4 \geq r$ we can argue as in the previous case. Indeed, this time we choose $V_{3}, \ldots, V_{r}$ inside $V_{R}\left(C_{1}\right)$ to obtain a copy of $K_{r}$ in $R$ with one vertex, namely $V_{2}$, outside $V_{R}\left(C_{1}\right)$. We also choose a vertex $V_{r+1}$ inside $V_{R}\left(C_{1}\right)$ that is adjacent to $V_{1}, V_{3}, \ldots, V_{r}$. Again, $V_{1}, \ldots, V_{r+1}$ form a good copy of $K_{r+1}^{-}$.

Case 2. Every component $C \in \mathcal{C}$ with $\left|V_{R}(C)\right| \leq|R| / 2$ is such that $d_{R}(V)<(1-$ $\left.1 / \chi_{c r}(H)+\eta / 4\right)|R|$ for all $V \in V_{R}(C)$.

Together with (3.16) this implies that $V_{1} V_{2} \in E(R)$ for all $V_{1} \in V_{R}\left(C_{1}\right), V_{2} \in V_{R}\left(C_{2}\right)$ where $C_{1}, C_{2} \in \mathcal{C}$ are such that $\left|V_{R}\left(C_{1}\right)\right|,\left|V_{R}\left(C_{2}\right)\right| \leq|R| / 2$. But this means that there is only one component $C^{\prime} \in \mathcal{C}$ with $\left|V_{R}\left(C^{\prime}\right)\right| \leq|R| / 2$. So $F$ consists of precisely two components $C^{\prime}$ and $C^{\prime \prime}$ where $V_{R}\left(C^{\prime}\right)$ forms a clique in $R$ and $\left|V_{R}\left(C^{\prime \prime}\right)\right|>|R| / 2$.

We first consider the case when $r=3$. Note that $R$ contains an edge between $V_{R}\left(C^{\prime}\right)$
and $V_{R}\left(C^{\prime \prime}\right)$. Indeed, if not then for any $V^{\prime} \in V_{R}\left(C^{\prime}\right)$ and $V^{\prime \prime} \in V_{R}\left(C^{\prime \prime}\right)$ by (3.16) we have that $d_{R}\left(V^{\prime}\right)+d_{R}\left(V^{\prime \prime}\right) \geq 2\left(1-1 / \chi_{c r}(H)+\eta / 4\right)|R|>|R|$ and so there must be an edge from $V^{\prime}$ to $V_{R}\left(C^{\prime \prime}\right)$ or from $V^{\prime \prime}$ to $V_{R}\left(C^{\prime}\right)$, a contradiction.

So since $\left|V_{R}\left(C^{\prime}\right)\right| \geq\left|B^{*}\right| \geq r+m$ we have a copy $K_{r+m}^{\prime}$ of $K_{r+m}$ in $V_{R}\left(C^{\prime}\right)$ such that there is a cluster $V^{\prime \prime} \in V_{R}\left(C^{\prime \prime}\right)$ adjacent to one of the clusters, $V^{\prime}$ say, of $K_{r+m}^{\prime}$. Using the definition of $m$ and the Embedding lemma we can find at most $|H|-1$ copies of $H$ in $G$ each containing precisely one vertex in $V_{G}\left(C^{\prime \prime}\right)$ such that their removal ensures that $|H|$ divides $\left|V_{R}\left(C^{\prime}\right)\right|$ and thus also $\left|V_{R}\left(C^{\prime \prime}\right)\right|$. (Indeed, by definition of $m$ there exists a vertex $y$ of $H$ such that $\chi(H[N(y)])=r-2=1$ and such that some 1-colouring of $N(y)$ can be extended to an $(r+m)$-colouring of $H$. So in our copies of $H$ the vertex $y$ will lie in $V^{\prime \prime}$, $N(y)$ will lie in $V^{\prime}$ and the remaining vertices of $H$ will lie in $V\left(K_{r+m}^{\prime}\right)$.)

Now suppose that $r \geq 4$. We claim that there exists $V^{\prime \prime} \in V_{R}\left(C^{\prime \prime}\right)$ which sends at least $r$ edges to $V_{R}\left(C^{\prime}\right)$ in $R$. Suppose not. Then no $V \in V_{R}\left(C^{\prime \prime}\right)$ is joined to all of $V_{R}\left(C^{\prime}\right)$. Together with the definition of $C^{\prime}$ and (3.16) this implies that $d_{R}(V) \geq\left(1-1 / \chi_{c r}(H)+\eta / 4\right)|R|$. But then $\left|V_{R}\left(C^{\prime}\right)\right|<|R| / \chi_{c r}(H)$ since otherwise $V$ is joined to $\eta|R| / 4 \geq r$ vertices in $V_{R}\left(C^{\prime}\right)$. By assumption there are less than $r\left|V_{R}\left(C^{\prime \prime}\right)\right|<r|R|$ edges between $V_{R}\left(C^{\prime}\right)$ and $V_{R}\left(C^{\prime \prime}\right)$ in $R$. Moreover, by (3.16) and since $\left|V_{R}\left(C^{\prime}\right)\right|<|R| / \chi_{c r}(H)$ every cluster in $V_{R}\left(C^{\prime}\right)$ sends at least $\left(1-3 / \chi_{c r}(H)+\eta / 4\right)|R|>\eta|R| / 4$ edges to $V_{R}\left(C^{\prime \prime}\right)$. So $\eta|R|\left|V_{R}\left(C^{\prime}\right)\right| / 4<r|R|$. But $\left|V_{R}\left(C^{\prime}\right)\right| \geq\left|B^{*}\right| \geq 4 r / \eta$ by definition of $B^{*}$ and so $\eta|R|\left|V_{R}\left(C^{\prime}\right)\right| / 4 \geq r|R|$, a contradiction. So indeed there exists a vertex $V^{\prime \prime} \in V_{R}\left(C^{\prime \prime}\right)$ sending at least $r$ edges to $V_{R}\left(C^{\prime}\right)$. As before, we can remove at most $|H|-1$ copies of $H$ from $G$ to ensure that $|H|$ divides both $\left|V_{R}\left(C^{\prime}\right)\right|$ and $\left|V_{R}\left(C^{\prime \prime}\right)\right|$.

Claim 3.18 We can make $\left|V_{G}(B)\right|$ divisible by $|H|$ for all $B \in \mathcal{B}^{*}$ by removing at most $\left|\mathcal{B}^{*}\right||H|$ copies of $H$ from $G$.

Proof. Our first aim is to take out some copies of $H$ in $G$ to achieve that $\left|V_{G}(C)\right|$ is divisible by $|H|$ for each $C \in \mathcal{C}$. We apply Claim 3.17 to remove at most $|H|-1$ copies of $H$ from $G$ to ensure that $\left|V_{G}\left(C_{1}\right)\right|$ is divisible by $|H|$ for some component $C_{1} \in \mathcal{C}$ with $\left|V_{R}\left(C_{1}\right)\right| \leq|R| / 2$. Next we consider the graphs $F_{1}:=F-V\left(C_{1}\right)$ and $R_{1}:=R-V_{R}\left(C_{1}\right)$
instead of $F$ and $R$. Claim 3.16 and (3.16) together imply that

$$
d_{R_{1}}\left(V_{j_{1}}\right)+d_{R_{1}}\left(V_{j_{2}}\right) \geq 2\left(1-\frac{1}{r-1+\gamma}+\frac{\eta}{4}\right)\left|R_{1}\right|
$$

for all $V_{j_{1}} \neq V_{j_{2}} \in V\left(R_{1}\right)$ with $V_{j_{1}} V_{j_{2}} \notin E\left(R_{1}\right)$. Now suppose that $|\mathcal{C}| \geq 3$. Then similarly as in the proof of Claim 3.17 we can find a component $C_{2} \in \mathcal{C}$ with $\left|V_{R}\left(C_{2}\right)\right| \leq\left|R_{1}\right| / 2$ and such that by removing at most $|H|-1$ copies of $H$ from $G$ we ensure that $|H|$ divides $\left|V_{G}\left(C_{2}\right)\right|$. As $|G|$ was divisible by $|H|$ we can continue in this fashion to achieve that $\left|V_{G}(C)\right|$ is divisible by $|H|$ for each $C \in \mathcal{C}$.

During this process we have to take out at most $(|\mathcal{C}|-1)(|H|-1)$ copies of $H$ in $G$. Now consider each $C \in \mathcal{C}$ separately. By proceeding as in the connected case for each $C$ and taking out at most $(|C|-1)(|H|-1)$ further copies of $H$ in each case, we can make $\left|V_{G}(B)\right|$ divisible by $|H|$ for all $B \in \mathcal{B}^{*}$. Hence, in total we have taken out at most $(|\mathcal{C}|-$ 1) $(|H|-1)+\left(\left|\mathcal{B}^{*}\right|-|\mathcal{C}|\right)(|H|-1) \leq\left|\mathcal{B}^{*}\right||H|$ copies of $H$. (Note that $\left|\mathcal{B}^{*}\right||H|$ is also an upper bound on the number of copies of $H$ removed from $G$ in the case when $r=2$.)

### 3.5.5 Applying the Blow-up lemma

We now consider all the copies $B_{1}^{\prime}, \ldots, B_{\ell^{\prime}}^{\prime}$ of $B^{\prime}$ in the $B^{\prime}$-packing of $R$, where the vertices of $R$ are the modified clusters (i.e. they do not contain the vertices contained in the copies of $H$ removed in Sections 3.5 .3 and 3.5.4). For each $i \leq \ell^{\prime}$ let $G_{i}^{\prime}$ denote the $r$-partite subgraph of $G^{\prime}$ whose $j$ th vertex class is the union of all the clusters lying in the $j$ th vertex class of $B_{i}^{\prime}($ for $j=1, \ldots, r)$. In Section 3.5.4 we made $\left|G_{i}^{\prime}\right|=\left|V_{G}\left(B_{i}^{\prime}\right)\right|$ divisible by $|H|$ for each $i$. Moreover, in Section 3.5.3 we removed at most $\beta L^{\prime}$ vertices from each cluster. In Section 3.5.4 we removed only a bounded number of further vertices. So altogether we removed at most $2 \beta L^{\prime}$ vertices from each cluster. Since $\beta \ll \lambda \ll \gamma, 1-\gamma$ we may apply Lemma 3.15 to conclude that the complete $r$-partite graph whose vertex classes are the same as the vertex classes of $G_{i}^{\prime}$ has a perfect $H$-packing.

We observed at the end of Section 3.5.2 that the choice of those copies of $H$ removed in Section 3.5.3 ensures that all the bipartite subgraphs corresponding to edges of $B_{i}^{\prime}$ are
still ( $5 \varepsilon, d / 5$ )-super-regular. In Section 3.5.4 we only removed a bounded number of further vertices from each cluster. So after Section 3.5.4 the bipartite subgraphs of $G_{i}^{\prime}$ are still $(6 \varepsilon, d / 6)$-super-regular. Hence, for each $i=1, \ldots, \ell^{\prime}$, we may apply the Blow-up lemma to find a perfect $H$-packing in $G_{i}^{\prime}$. All these $H$-packings together with the copies of $H$ chosen previously form a perfect $H$-packing in $G$, as desired.

# Chapter 4 Matchings in 3-uniform HYPERGRAPHS 

### 4.1 Introduction

A perfect matching in a hypergraph $H$ is a collection of vertex-disjoint edges of $H$ which cover the vertex set $V(H)$ of $H$. A theorem of Tutte [93] gives a characterisation of all those graphs which contain a perfect matching. On the other hand, the decision problem whether an $r$-uniform hypergraph contains a perfect matching is NP-complete for $r \geq 3$. (See, for example, [39] for complexity results in the area.) It is natural therefore to seek simple sufficient conditions that ensure a perfect matching in an $r$-uniform hypergraph.

Given an $r$-uniform hypergraph $H$ and distinct vertices $v_{1}, \ldots, v_{\ell} \in V(H)$ (where $1 \leq$ $\ell \leq r-1)$ we define $d_{H}\left(v_{1}, \ldots, v_{\ell}\right)$ to be the number of edges containing each of $v_{1}, \ldots, v_{\ell}$. The minimum $\ell$-degree $\delta_{\ell}(H)$ of $H$ is the minimum of $d_{H}\left(v_{1}, \ldots, v_{\ell}\right)$ over all $\ell$-element sets of vertices in $H$. Of these parameters the two most natural to consider are the minimum vertex degree $\delta_{1}(H)$ and the minimum collective degree or minimum codegree $\delta_{r-1}(H)$. Rödl, Ruciński and Szemerédi [80] determined the minimum codegree that ensures a perfect matching in an $r$-uniform hypergraph. This improved bounds given in [54, 79]. An $r$-partite version was proved by Aharoni, Georgakopoulos and Sprüssel [1].

Much less is known about minimum vertex degree conditions for perfect matchings in $r$-uniform hypergraphs $H$. Hàn, Person and Schacht [34] showed that the threshold in the
case when $r=3$ is $(1+o(1)) \frac{5}{9}\binom{|H|}{2}$. This improved an earlier bound given by Daykin and Häggkvist [21]. In this chapter we determine the threshold exactly, which answers a question from [34].

Theorem 4.1 There exists an $n_{0} \in \mathbb{N}$ such that the following holds. Suppose that $H$ is a 3 -uniform hypergraph whose order $n \geq n_{0}$ is divisible by 3 . If

$$
\delta_{1}(H)>\binom{n-1}{2}-\binom{2 n / 3}{2}
$$

then $H$ has a perfect matching.

While finalising this thesis we learned from [78] that the same result was also announced recently by Szemerédi. The following example shows that the result is best possible: let $H^{*}$ be the 3 -uniform hypergraph whose vertex set is partitioned into two vertex classes $V$ and $W$ of sizes $2 n / 3+1$ and $n / 3-1$ respectively and whose edge set consists precisely of all those edges with at least one endpoint in $W$. Then $H^{*}$ does not have a perfect matching and $\delta_{1}(H)=\binom{n-1}{2}-\binom{2 n / 3}{2}$.

The example generalises in the obvious way to $r$-uniform hypergraphs. This leads to the following conjecture, which is implicit in several papers (see e.g. [34, 58]). Partial results were proved by Hàn, Person and Schacht [34] as well as Markström and Ruciński [65].

Conjecture 4.2 For each integer $r \geq 3$ there exists an integer $n_{0}=n_{0}(r)$ such that the following holds. Suppose that $H$ is an $r$-uniform hypergraph whose order $n \geq n_{0}$ is divisible by r. If

$$
\delta_{1}(H)>\binom{n-1}{r-1}-\binom{(r-1) n / r}{r-1}
$$

then $H$ has a perfect matching.

It is also natural to ask about the minimum (vertex) degree which guarantees a matching of given size $d$. Bollobás, Daykin and Erdős [11] solved this problem for the case when $d$ is small compared to the order of $H$. We state the 3 -uniform case of their result here. The above hypergraph $H^{*}$ with $W$ of size $d-1$ shows that the minimum degree bound is best possible.

Theorem 4.3 (Bollobás, Daykin and Erdős [11]) Let $d \in \mathbb{N}$. If $H$ is a 3 -uniform hypergraph on $n>54(d+1)$ vertices and

$$
\delta_{1}(H)>\binom{n-1}{2}-\binom{n-d}{2}
$$

then $H$ contains a matching of size at least $d$.

In this chapter we extend this result to the entire range of $d$. Note that Theorem 4.4 generalises Theorem 4.1, so it suffices to prove Theorem 4.4.

Theorem 4.4 There exists an $n_{0} \in \mathbb{N}$ such that the following holds. Suppose that $H$ is a 3 -uniform hypergraph on $n \geq n_{0}$ vertices, that $n / 3 \geq d \in \mathbb{N}$ and that

$$
\delta_{1}(H)>\binom{n-1}{2}-\binom{n-d}{2}
$$

Then $H$ contains a matching of size at least $d$.

It would be interesting to obtain analogous results (i.e. minimum degree conditions which guarantee a matching of size $d$ ) for $r$-uniform hypergraphs and for $r$-partite hypergraphs (some bounds are given in [21]).

The situation for $\ell$-degrees where $1<\ell<r-1$ is also still open. Pikhurko [74] showed that if $\ell \geq r / 2$ and $H$ is an $r$-uniform hypergraph whose order $n$ is divisible by $r$ then $H$ has a perfect matching provided that $\delta_{\ell}(H) \geq(1 / 2+o(1))\binom{n}{r-\ell}$. This result is best possible up to the $o(1)$-term. In [34], Hàn, Person and Schacht provided conditions on $\delta_{\ell}(H)$ that ensure a perfect matching in the case when $\ell<r / 2$. These bounds were subsequently lowered by Markström and Ruciński [65]. See [78] for further results concerning perfect matchings in hypergraphs.

### 4.2 Notation

Given a hypergraph $H$ and subsets $V_{1}, V_{2}, V_{3}$ of its vertex set $V(H)$, we say that an edge $v_{1} v_{2} v_{3}$ is of type $V_{1} V_{2} V_{3}$ if $v_{1} \in V_{1}, v_{2} \in V_{2}$ and $v_{3} \in V_{3}$.

Let $d \leq n / 3$ and let $V, W$ be a partition of a set of $n$ vertices such that $|W|=d$. Define $H_{n, d}(V, W)$ to be the hypergraph with vertex set $V \cup W$ consisting of all those edges which have type $V V W$ or $V W W$. Thus $H_{n, d}(V, W)$ has a matching of size $d$,

$$
\delta_{1}\left(H_{n, d}(V, W)\right)=\binom{n-1}{2}-\binom{n-d-1}{2}
$$

and $H_{n, d}(V, W)$ is very close to the extremal hypergraph which shows that the degree condition in Theorem 4.4 is best possible. $V$ and $W$ are the vertex classes of $H_{n, d}(V, W)$.

Given $\varepsilon>0$, a 3 -uniform hypergraph $H$ on $n$ vertices and a partition $V, W$ of $V(H)$ with $|W|=d$, we say that $H$ is $\varepsilon$-close to $H_{n, d}(V, W)$ if

$$
\left|E\left(H_{n, d}(V, W)\right) \backslash E(H)\right| \leq \varepsilon n^{3} .
$$

In this case we also call $V$ and $W$ vertex classes of $H$. (So $H$ does not have unique vertex classes.) We say that $H$ is $\varepsilon$-close to $H_{n, d}$ if there is a partition $V, W$ of $V(H)$ such that $|W|=d$ and $H$ is $\varepsilon$-close to $H_{n, d}(V, W)$.

Given a vertex $v$ of a 3-uniform hypergraph $H$, we write $N_{H}(v)$ for the neighbourhood of $v$, i.e. the set of all those (unordered) tuples of vertices which form an edge together with $v$. Given two disjoint sets $A, B \subseteq V(H)$, we define the link graph $L_{v}(A, B)$ of $v$ with respect to $A, B$ to be the bipartite graph whose vertex classes are $A$ and $B$ and in which $a \in A$ is joined to $b \in B$ if and only if $a b \in N_{H}(v)$. Similarly, given a set $A \subseteq V(H)$, we define the link graph $L_{v}(A)$ of $v$ with respect to $A$ to be the graph whose vertex set is $A$ and in which $a, a^{\prime} \in A$ are joined if and only if $a a^{\prime} \in N_{H}(v)$. Also, given disjoint sets $A, B, C, D, E \subseteq V(H)$, we write $L_{v}(A B C D)$ for $L_{v}(A, B) \cup L_{v}(B, C) \cup L_{v}(C, D)$. We define $L_{v}(A B C D E)$ similarly. If $M$ is a matching in $H$ and $E, F$ are two edges in $M$ with $v \notin E, F$, we write $L_{v}(E F)$ for $L_{v}(V(E), V(F))$. If $E_{1}, \ldots, E_{5}$ are matching edges avoiding $v$, we define $L_{v}\left(E_{1} \ldots E_{4}\right)$ and $L_{v}\left(E_{1} \ldots E_{5}\right)$ similarly. If $e=u w$ is an edge in the link graph of $v$, then we write $v e$ for the edge $v u w$ of $H$. A matching in $H$ of size $d$ is called a $d$-matching.

Given a set $M$ and $k \geq 2$, we write $\binom{M}{k}$ for the set of all $k$-element subsets of $M$. Given
sets $M$ and $M^{\prime}$, we write $M M^{\prime}$ for the set of all pairs $m m^{\prime}$ with $m \in M$ and $m^{\prime} \in M^{\prime}$. Given two graphs $G$ and $G^{\prime}$, we write $G \cong G^{\prime}$ if they are isomorphic. A bipartite graph is called balanced if its vertex classes have equal size.

### 4.3 Preliminaries and outline of proof

Our approach towards Theorem 4.4 follows the so-called stability approach: we prove an approximate version of the desired result which states that the minimum degree condition implies that either (i) $H$ contains a $d$-matching or (ii) $H$ is 'close' to the extremal hypergraph. The latter implies that $H$ is 'close' to the hypergraph $H_{n, d}$ defined in the previous section. This extremal situation (ii) is then dealt with separately. We do this in Section 4.4, where we prove Lemma 4.7. The proof of Lemma 4.7 makes use of Theorem 4.3.

The non-extremal case is proved in Section 4.5. As mentioned earlier, an approximate version of Theorem 4.1 was proved in [34]. However, we need to proceed somewhat differently as the argument in [34] fails to guarantee the 'closeness' of $H$ to the extremal hypergraph in case (ii). (But we do use the same general approach and a number of ideas from [34].)

We begin by considering a matching $M$ of maximum size and suppose that $|M|<d$. We then carry out a sequence of steps, where in each step we show that we can either find a larger matching (and thus obtain a contradiction), or show that $H$ is successively 'closer' to $H_{n, d}$. Amongst others, the following fact from [34] will be used to achieve this (see Figure 4.1 for the definitions of $B_{033}, B_{023}, B_{113}$ ).

Fact 4.5 Let $B$ be a balanced bipartite graph on 6 vertices.

- If $e(B) \geq 7$ then $B$ contains a perfect matching.
- If $e(B)=6$ then either $B$ contains a perfect matching or $B \cong B_{033}$.
- If $e(B)=5$ then either $B$ contains a perfect matching or $B \cong B_{023}, B_{113}$.

We call the vertices of degree 3 in $B_{113}$ the base vertices of $B_{113}$ and the edge between them the base edge of $B_{113}$.


Figure 4.1: The graphs $B$ with $e(B) \geq 5$ and no perfect matching

To see how the above fact can be used, suppose for example that $x_{1}, x_{2}$ and $x_{3}$ are unmatched vertices, that $E$ and $F$ are edges in $M$ and that the link graphs $L_{x_{i}}(E F)$ are identical (call this graph $B$ ). The minimum degree condition implies that, for almost all unmatched vertices $x$, we have $e\left(L_{x}(E F)\right) \geq 5$. So let us assume this holds for $x_{1}, x_{2}, x_{3}$. If $B$ contains a perfect matching, it is easy to see that we can transform $M$ into a (larger) matching which also covers the $x_{i}$. If $B=B_{113}$, we can use this to prove that we are 'closer' to $H_{n, d}$. In particular, note that if $H=H_{n, d}$, then in the above example we have $B=B_{113}$. If $B \cong B_{023}, B_{033}$, we need to consider link graphs involving more than 2 edges from $M$ in order to gain further information.

To find a matching which is larger than $M$, we will often need several vertices whose link graphs with respect to some set of matching edges are identical (as in the above example). We can usually achieve this with a simple application of the pigeonhole principle. But for this to work, we need to be able to assume that the number of vertices not covered by $M$ is fairly large. This may not be true if e.g. we are seeking a perfect matching. To overcome this problem, we apply the 'absorbing method' which was first introduced in [80]. The method (as used in [34]) guarantees the existence of a small matching $M^{*}$ which can 'absorb' any (very) small set of leftover vertices $V$ ' into a matching covering all of $V^{\prime} \cup V\left(M^{*}\right)$. (The existence of $M^{*}$ is shown using a probabilistic argument.) So if we are seeking e.g. a perfect matching, it suffices to prove the existence of an almost perfect one outside $M^{*}$. In particular, we can always assume that the set of vertices not covered by $M$ is reasonably large, as otherwise we are done by the following lemma.

Lemma 4.6 (Hàn, Person and Schacht [34]) Given any $\gamma>0$ there exists an integer
$n_{0}=n_{0}(\gamma)$ such that the following holds. Suppose that $H$ is a 3 -uniform hypergraph on $n \geq n_{0}$ vertices such that $\delta_{1}(H) \geq(1 / 2+2 \gamma)\binom{n}{2}$. Then there is a matching $M^{*}$ in $H$ of size $\left|M^{*}\right| \leq \gamma^{3} n / 3$ such that for every set $V^{\prime} \subseteq V(H) \backslash V\left(M^{*}\right)$ with $\gamma^{6} n \geq\left|V^{\prime}\right| \in 3 \mathbb{Z}$ there is a matching in $H$ covering precisely the vertices in $V\left(M^{*}\right) \cup V^{\prime}$.

### 4.4 Extremal case

The aim of this section is to show that hypergraphs which satisfy the degree condition in Theorem 4.4 and are close to $H_{n, d}$ contain a $d$-matching.

Lemma 4.7 There exist $\varepsilon>0$ and $n_{0} \in \mathbb{N}$ such that the following holds. Suppose that $H$ is a 3 -uniform hypergraph on $n \geq n_{0}$ vertices and $d \leq n / 3$ is an integer. If

- $\delta_{1}(H)>\binom{n-1}{2}-\binom{n-d}{2}$ and
- $H$ is $\varepsilon$-close to $H_{n, d}$,
then $H$ contains a d-matching.
We will first prove the lemma in the case when $H$ is not only close to $H_{n, d}$, but when for every vertex $v$ most of the edges of $H_{n, d}$ incident to $v$ also lie in $H$. More precisely, given $\alpha>0$ and a 3 -uniform hypergraph $H$ on the same vertex set $V(H)$ as $H_{n, d}$, we say that a vertex $v \in V(H)$ is $\alpha$-bad if $\left|N_{H_{n, d}}(v) \backslash N_{H}(v)\right|>\alpha n^{2}$. Otherwise we say that $v$ is $\alpha$-good. So if $v$ is $\alpha$-good then all but at most $\alpha n^{2}$ of the edges incident to $v$ in $H_{n, d}$ also lie in $H$. We will now show that if $d \geq n / 150$ then any such $H$ contains a $d$-matching.

Lemma 4.8 Let $0<\alpha<10^{-6}$ and let $n, d \in \mathbb{N}$ be such that $n / 150 \leq d \leq n / 3$. Suppose that $H$ is a 3 -uniform hypergraph on the same vertex set as $H_{n, d}$ and every vertex of $H$ is $\alpha$-good. Then $H$ contains a d-matching.

Proof. Let $V$ and $W$ denote the vertex classes of $H_{n, d}$ of sizes $n-d$ and $d$ respectively. Consider the largest matching $M$ in $H$ which consists entirely of edges of type $V V W$. Let $V^{\prime}$ denote the set of vertices in $V$ uncovered by $M$. Define $W^{\prime}$ similarly. For a contradiction we assume that $|M|<d$. First note that $|M| \geq n / 4$. Indeed, to see this consider any
vertex $w \in W^{\prime}$. Since $w$ is $\alpha$-good but $N_{H}(w) \cap\binom{V^{\prime}}{2}=\emptyset$, it follows that $\left|V^{\prime}\right| \leq 2 \sqrt{\alpha} n$. Thus $|M|=\left|V \backslash V^{\prime}\right| / 2 \geq(n-d-2 \sqrt{\alpha} n) / 2 \geq n / 4$.

Consider $v_{1}, v_{2} \in V^{\prime}$ and $w \in W^{\prime}$ where $v_{1} \neq v_{2}$. Given a pair $e_{1} e_{2}$ of distinct matching edges from $M$, we say that $e_{1} e_{2}$ is good for $v_{1} v_{2} w$ if there are all possible edges $e$ in $H$ which take the following form: $e$ has type $V V W$ and contains one vertex from $\left\{v_{1}, v_{2}, w\right\}$, one vertex from $e_{1}$ and one vertex from $e_{2}$. Note that if $e_{1} e_{2}$ is good for $v_{1} v_{2} w$ then $H$ has a 3-matching which consists of edges of type $V V W$ and contains precisely the vertices in $e_{1}, e_{2}$ and $\left\{v_{1}, v_{2}, w\right\}$. So if such a pair $e_{1} e_{2}$ exists, we obtain a matching in $H$ that is larger than $M$, yielding a contradiction.

Since $|M| \geq n / 4$ we have at least $\binom{n / 4}{2}>n^{2} / 40$ pairs of distinct matching edges $e_{1}, e_{2} \in M$. Since $v_{1}, v_{2}$ and $w$ are $\alpha$-good there are at most $3 \alpha n^{2}<n^{2} / 40$ such pairs $e_{1} e_{2}$ that are not good for $v_{1} v_{2} w$. So one such pair must be good for $v_{1} v_{2} w$, a contradiction.

We now use Lemma 4.8 to prove Lemma 4.7. Our strategy is to obtain a 'small' matching $M$ in $H$ that covers all 'bad' vertices in $H$. We will construct $M$ in stages so as to ensure that $H-V(M)$ satisfies the hypothesis of Lemma 4.8. Thus we obtain a $(d-|M|)$-matching $M^{\prime}$ of $H-V(M)$, and hence a $d$-matching $M \cup M^{\prime}$ of $H$.

Proof of Lemma 4.7. Let $0<1 / n_{0} \ll \varepsilon \ll \varepsilon^{\prime} \ll \varepsilon^{\prime \prime} \ll \varepsilon^{\prime \prime \prime} \ll 1$. By Theorem 4.3 we may assume that $d \geq n / 100$. Suppose that $H$ is as in the statement of the lemma and let $V$ and $W$ denote the vertex classes of $H$ of sizes $n-d$ and $d$ respectively. Since $H$ is $\varepsilon$-close to $H_{n, d}$, all but at most $3 \sqrt{\varepsilon} n$ vertices in $H$ are $\sqrt{\varepsilon}$-good. Let $V^{\text {bad }}$ denote the set of $\sqrt{\varepsilon}$-bad vertices in $V$. Define $W^{\text {bad }}$ similarly. So $\left|V^{\text {bad }}\right|,\left|W^{\text {bad }}\right| \leq 3 \sqrt{\varepsilon} n$.

Define $c:=\left|W^{\text {bad }}\right|, V_{1}:=V \cup W^{\text {bad }}$ and $W_{1}:=W \backslash W^{\text {bad }}$. Thus $a:=\left|V_{1}\right|=n-d+c$ and $b:=\left|W_{1}\right|=d-c$. Moreover,

$$
\delta_{1}\left(H\left[V_{1}\right]\right) \geq \delta_{1}(H)-\binom{b}{2}-(a-1) b>\binom{n-1}{2}-\binom{n-d}{2}-\binom{b}{2}-(a-1) b .
$$

$\operatorname{But}\binom{n-1}{2}=\binom{a-1}{2}+(a-1) b+\binom{b}{2}$ and so

$$
\delta_{1}\left(H\left[V_{1}\right]\right)>\binom{a-1}{2}-\binom{n-d}{2}=\binom{a-1}{2}-\binom{a-c}{2} .
$$

Since $c \leq 3 \sqrt{\varepsilon} n$ we can apply Theorem 4.3 to obtain a matching $M_{1}$ of size $c$ in $H\left[V_{1}\right]$.
Let $H_{1}:=H-V\left(M_{1}\right)$ and $V_{2}:=V_{1} \backslash V\left(M_{1}\right)$. (Note that if $W^{\text {bad }}=\emptyset$ then $H_{1}=H$.) So $H_{1}$ has vertex classes $V_{2}$ and $W_{1}$ where $\left|V_{2}\right|=a-3 c$. Since $H$ is $\varepsilon$-close to $H_{n, d}(V, W)$ and $3 c \leq 9 \sqrt{\varepsilon} n \ll \varepsilon^{\prime} n$ we have that $H_{1}$ is $\varepsilon^{\prime}$-close to $H_{\left|H_{1}\right|, b}\left(V_{2}, W_{1}\right)$. By definition of $W_{1}$ all vertices in $W_{1}$ are $\varepsilon^{\prime}$-good in $H_{1}$. Furthermore, if a vertex $v \in V\left(H_{1}\right)$ is $\varepsilon^{\prime}$-bad in $H_{1}$ then $v \in V_{2}$ and $v \in V^{\text {bad }} \cup W^{\text {bad }}$. Let $V_{2}^{\text {bad }}$ denote the set of such vertices. So $\left|V_{2}^{\text {bad }}\right| \leq 3 \sqrt{\varepsilon} n$. If $V_{2}^{\text {bad }}=\emptyset$ then we can apply Lemma 4.8 to obtain a $b$-matching $M_{2}$ in $H_{1}$. We thus obtain a matching $M_{1} \cup M_{2}$ of size $b+c=d$ in $H$. So we may assume that $V_{2}^{b a d} \neq \emptyset$.

We say that a vertex $v \in V_{2}^{\text {bad }}$ is useful if there are at least $\varepsilon^{\prime} n^{2}$ pairs of vertices $v^{\prime} w \in V_{2} W_{1}$ such that $v v^{\prime} w$ is an edge in $H_{1}$. Clearly we can greedily select a matching $M_{2}$ in $H_{1}$ such that $m_{2}:=\left|M_{2}\right| \leq\left|V_{2}^{\text {bad }}\right|$ where $M_{2}$ covers all useful vertices and consists entirely of edges of type $V_{2} V_{2} W_{1}$. Let $H_{2}:=H_{1}-V\left(M_{2}\right), V_{3}:=V_{2} \backslash V\left(M_{2}\right)$ and $W_{2}:=W_{1} \backslash V\left(M_{2}\right)$. Then $\left|V_{3}\right|=\left|V_{2}\right|-2 m_{2}=a-3 c-2 m_{2}$ and $\left|W_{2}\right|=b-m_{2}$. Note that

$$
\begin{align*}
\delta_{1}(H) & >\binom{n-1}{2}-\binom{n-d}{2} \geq(1-\varepsilon)\left(1-\left(1-\frac{d}{n}\right)^{2}\right) \frac{n^{2}}{2} \\
& =(1-\varepsilon)\left(\frac{2 d}{n}-\frac{d^{2}}{n^{2}}\right) \frac{n^{2}}{2}=(1-\varepsilon) d\left(n-\frac{d}{2}\right) . \tag{4.1}
\end{align*}
$$

Consider any vertex $v \in V_{2}^{\text {bad }} \backslash V\left(M_{2}\right)$. Since $v$ is not useful, it must lie in more than

$$
\begin{gathered}
\delta_{1}(H)-n\left|V(H) \backslash V\left(H_{2}\right)\right|-\varepsilon^{\prime} n^{2}-\binom{\left|W_{2}\right|}{2} \stackrel{(4.1)}{\geq}(1-\varepsilon) d\left(n-\frac{d}{2}\right)-\varepsilon^{\prime} n^{2}-\varepsilon^{\prime} n^{2}-\frac{d^{2}}{2} \\
\geq d(n-d)-\varepsilon d n-2 \varepsilon^{\prime} n^{2} \geq \frac{2 d n}{3}-3 \varepsilon^{\prime} n^{2} \geq 2 \varepsilon^{\prime} n^{2}
\end{gathered}
$$

edges of $H_{2}\left[V_{3}\right]$. Since $\left|V_{2}^{\text {bad }}\right| \leq 3 \sqrt{\varepsilon} n$ we can greedily select a matching $M_{3}$ in $H_{2}\left[V_{3}\right]$ of size $m_{3}:=\left|M_{3}\right| \leq\left|V_{2}^{\text {bad }}\right|$ which covers all the vertices in $H_{2}$ which lie in $V_{2}^{\text {bad }}$.

Let $H_{3}:=H_{2}-V\left(M_{3}\right)$ and $V_{4}:=V_{3} \backslash V\left(M_{3}\right)$. So $H_{3}$ has vertex classes $V_{4}$ and $W_{2}$ where $\left|V_{4}\right|=\left|V_{3}\right|-3 m_{3}=a-3 c-2 m_{2}-3 m_{3}$. Recall that every vertex in $V\left(H_{1}\right) \backslash V_{2}^{\text {bad }}$ is $\varepsilon^{\prime}$-good in $H_{1}$. Since $V_{2}^{\text {bad }} \subseteq V\left(M_{2} \cup M_{3}\right)$ and $\left|H_{1}\right|-\left|H_{3}\right|=3\left(\left|M_{2}\right|+\left|M_{3}\right|\right) \ll \varepsilon^{\prime} n$, it follows that every vertex of $H_{3}$ is $\varepsilon^{\prime \prime}$-good. So certainly for every vertex $w \in W_{2}$ there are at least $\left|V_{4}\right|\left|W_{2}\right| / 2$ pairs $v w^{\prime} \in V_{4} W_{2}$ such that $v w w^{\prime}$ is an edge in $H_{3}$. Thus we can greedily find a matching $M_{4}$ of size $m_{3}$ such that each edge in $M_{4}$ has type $V_{4} W_{2} W_{2}$.

Let $H_{4}:=H_{3}-V\left(M_{4}\right), V_{5}:=V_{4} \backslash V\left(M_{4}\right)$ and $W_{3}:=W_{2} \backslash V\left(M_{4}\right)$. So $H_{4}$ has vertex classes $V_{5}$ and $W_{3}$ of sizes $\left|V_{5}\right|=\left|V_{4}\right|-m_{3}=a-3 c-2 m_{2}-4 m_{3}=n-d-2 c-2 m_{2}-4 m_{3}$ and $\left|W_{3}\right|=\left|W_{2}\right|-2 m_{3}=b-m_{2}-2 m_{3}=d-c-m_{2}-2 m_{3}$. Moreover, every vertex of $H_{4}$ is $\varepsilon^{\prime \prime \prime}$-good. Thus we can apply Lemma 4.8 to $H_{4}$ to obtain a $\left|W_{3}\right|$-matching $M_{5}$ in $H_{4}$. But then $M_{1} \cup M_{2} \cup M_{3} \cup M_{4} \cup M_{5}$ is a matching of size $c+m_{2}+m_{3}+m_{3}+\left|W_{3}\right|=d$ in $H$, as desired.

We remark that the only point in the proof of Theorem 4.4 where we need the full strength of the minimum degree condition is when we apply Theorem 4.3 to find the matching $M_{1}$ in the proof of Lemma 4.7.

### 4.5 Proof of Theorem 4.4

### 4.5.1 Preliminaries

We first define constants satisfying

$$
\begin{equation*}
0<1 / n_{0} \ll 1 / C \ll \gamma^{\prime \prime} \ll \gamma^{\prime} \ll \gamma \ll \varepsilon^{\prime} \ll \varepsilon \ll \eta^{\prime} \ll \eta \ll \alpha^{\prime} \ll \alpha \ll \rho^{\prime} \ll \rho \ll \tau \ll 1 . \tag{4.2}
\end{equation*}
$$

Let $H$ be a 3 -uniform hypergraph on $n \geq n_{0}$ vertices such that

$$
\begin{equation*}
\delta_{1}(H)>\binom{n-1}{2}-\binom{n-d}{2} \geq\left(1-\gamma^{\prime}\right) d(n-d / 2) \tag{4.3}
\end{equation*}
$$

where $d$ is an integer such that $1 \leq d \leq n / 3$. (Note that the second inequality in (4.3) follows from the same argument as (4.1).) We wish to find a $d$-matching in $H$. Note that

Theorem 4.3 covers the case when $d \leq n / 100$. So we may assume that $n / 100 \leq d \leq n / 3$.
Suppose $d \geq n / 3-\tau n$. Since $\tau \ll 1$, (4.3) gives us that $\delta_{1}(H) \geq\left(1 / 2+2 \gamma^{\prime \prime}\right)\binom{n}{2}$. So by Lemma 4.6 there is a matching $M^{*}$ in $H$ of size $\left|M^{*}\right| \leq\left(\gamma^{\prime \prime}\right)^{3} n / 3$ such that for every set $V^{\prime} \subseteq V(H) \backslash V\left(M^{*}\right)$ with $\left(\gamma^{\prime \prime}\right)^{6} n \geq\left|V^{\prime}\right| \in 3 \mathbb{Z}$ there is a matching in $H$ covering precisely the vertices in $V\left(M^{*}\right) \cup V^{\prime}$. If $n / 100 \leq d<n / 3-\tau n$ we set $M^{*}:=\emptyset$.

In both cases we define $H^{\prime}:=H-V\left(M^{*}\right)$. (So $H^{\prime}=H$ if $n / 100 \leq d<n / 3-\tau n$.) Thus

$$
\begin{equation*}
\delta_{1}\left(H^{\prime}\right) \geq \delta_{1}(H)-\gamma^{\prime} n^{2} \tag{4.4}
\end{equation*}
$$

Let $M$ be the largest matching in $H^{\prime}$. Clearly we may assume that $|M|<d$. Theorem 4.3 implies that

$$
\begin{equation*}
n / 200 \leq|M|<d \tag{4.5}
\end{equation*}
$$

Let $V_{M}:=V(M)$ and $V_{0}:=V\left(H^{\prime}\right) \backslash V_{M}$. So $\left|V_{0}\right| \leq n-\left|V_{M}\right|$. If $n / 100 \leq d<n / 3-\tau n$ then $\left|V_{0}\right|>n-3 d>3 \tau n$. Suppose $d \geq n / 3-\tau n$. If $\left|V_{0}\right| \leq\left(\gamma^{\prime \prime}\right)^{6} n$, then by definition of $M^{*}$, there is a matching $M^{\prime}$ in $H$ containing all but at most two vertices from $V\left(M^{*}\right) \cup V_{0}$. But then $M \cup M^{\prime}$ is a matching in $H$ of size $\lfloor n / 3\rfloor \geq d$, as desired. So in both cases we may assume that

$$
\begin{equation*}
\left(\gamma^{\prime \prime}\right)^{6} n \leq\left|V_{0}\right| \leq n-\left|V_{M}\right| . \tag{4.6}
\end{equation*}
$$

### 4.5.2 Finding structure in the link graphs

In this section we show that 'most' of our link graphs $L_{v}(E F)$ with $v \in V_{0}$ and $E F \in\binom{M}{2}$ are copies of $B_{113}$ (recall that $B_{113}$ was defined after Fact 4.5).

Claim 4.9 There does not exist $v_{1} v_{2} v_{3} \in\binom{V_{0}}{3}$ and $E F \in\binom{M}{2}$ such that

- $L_{v_{1}}(E F)=L_{v_{2}}(E F)=L_{v_{3}}(E F)$ and
- $L_{v_{1}}(E F)$ contains a perfect matching.

Proof. The proof is identical to the proof of Fact 17 in [34]. We include it here for completeness. Let $E=\left\{x_{1}, x_{2}, x_{3}\right\}$ and $F=\left\{y_{1}, y_{2}, y_{3}\right\}$ and suppose $x_{1} y_{1}, x_{2} y_{2}$ and $x_{3} y_{3}$ is a perfect matching in $L_{v_{1}}(E F)$. Since these edges lie in $L_{v_{i}}(E F)$ for each $1 \leq i \leq 3$ the edges $v_{1} x_{1} y_{1}, v_{2} x_{2} y_{2}$ and $v_{3} x_{3} y_{3}$ lie in $H^{\prime}$. Replacing $E$ and $F$ in $M$ with these edges we obtain a larger matching in $H^{\prime}$, a contradiction.

We will now use Claim 4.9 to show that only a constant number of vertices $v \in V_{0}$ have 'many' link graphs $L_{v}(E F)$ containing perfect matchings.

Claim 4.10 Let $V_{0}^{\prime}$ denote the set of all those vertices $v \in V_{0}$ for which there are at least $\varepsilon n^{2}$ pairs $E F \in\binom{M}{2}$ such that $L_{v}(E F)$ contains a perfect matching. Then $\left|V_{0}^{\prime}\right| \leq C$.

Proof. Let $G$ be the bipartite graph with vertex classes $V_{0}^{\prime}$ and $\binom{M}{2}$ where $\{v, E F\}$ is an edge in $G$ precisely when $L_{v}(E F)$ contains a perfect matching. So $G$ contains at least $\left|V_{0}^{\prime}\right| \varepsilon n^{2}$ edges. If $\left|V_{0}^{\prime}\right| \geq C$ then there is a pair $E F \in\binom{M}{2}$ such that $d_{G}(E F) \geq C \varepsilon \geq 3 \cdot 2^{9}$ (since $1 / C \ll \varepsilon$ ). Since there are $2^{9}$ labelled bipartite graphs with vertex classes $E$ and $F$, there are 3 vertices $v_{1}, v_{2}, v_{3} \in V_{0}^{\prime}$ such that $L_{v_{1}}(E F)=L_{v_{2}}(E F)=L_{v_{3}}(E F)$ and $L_{v_{1}}(E F)$ contains a perfect matching. This contradicts Claim 4.9, as required.

Claim 4.11 Let $V_{0}^{\prime \prime}$ denote the set of all those vertices $v \in V_{0}$ for which there are at least $\varepsilon n^{2}$ pairs $E F \in\binom{M}{2}$ such that $L_{v}(E F) \cong B_{023}, B_{033}$. Then $\left|V_{0}^{\prime \prime}\right| \leq C$.

Proof. Suppose for a contradiction that $\left|V_{0}^{\prime \prime}\right|>C$. Given any $v \in V_{0}^{\prime \prime}$, define an auxiliary oriented graph $G_{v}$ as follows: The vertex set of $G_{v}$ is $M$ and given $E F \in\binom{M}{2}$ there is an edge directed from $E$ to $F$ precisely when $L_{v}(E F) \cong B_{023}, B_{033}$ where $E$ is the vertex class that contains the isolated vertex in $L_{v}(E F)$. Since $v \in V_{0}^{\prime \prime}$, we have that $e\left(G_{v}\right) \geq \varepsilon n^{2}$.

We call a path $E_{1} \ldots E_{5}$ of length 4 in $G_{v}$ suitable if its (directed) edges are $E_{1} E_{2}, E_{3} E_{2}, E_{3} E_{4}$ and $E_{5} E_{4}$. Our first aim is to find at least $\varepsilon^{\prime} n^{5}$ suitable paths in $G_{v}$. Choose a partition $V_{1}, V_{2}$ of $V\left(G_{v}\right)$ such that $e_{G_{v}}\left(V_{1}, V_{2}\right) \geq e\left(G_{v}\right) / 5 \geq \varepsilon n^{2} / 5$. (To see the existence of such a partition, consider the expected number of edges from $V_{1}$ to $V_{2}$ in a random partition of $V\left(G_{v}\right)$.) Let $G_{v}^{\prime}$ denote the undirected bipartite graph with vertex classes $V_{1}$ and $V_{2}$ whose
edges are all those edges in $G_{v}$ that are oriented from $V_{1}$ to $V_{2}$. Since $e\left(G_{v}^{\prime}\right) \geq \varepsilon n^{2} / 5, G_{v}^{\prime}$ contains a subgraph $G_{v}^{\prime \prime}$ with $\delta\left(G_{v}^{\prime \prime}\right) \geq d\left(G_{v}^{\prime}\right) / 2 \geq \varepsilon n / 5$. Thus we can greedily find at least

$$
\frac{1}{2} \cdot \frac{\varepsilon n}{5}\left(\frac{\varepsilon n}{5}-1\right) \ldots\left(\frac{\varepsilon n}{5}-4\right) \geq \varepsilon^{\prime} n^{5}
$$

paths of length 4 in $G_{v}^{\prime \prime}$ whose endpoints both lie in $V_{1}$. By definition of $G_{v}^{\prime \prime}$, each of these paths corresponds to a suitable path in $G_{v}$.

Consider a suitable path $E_{1} \ldots E_{5}$ in $G_{v}$. So $L_{v}\left(E_{2} E_{3}\right), L_{v}\left(E_{3} E_{4}\right) \cong B_{023}, B_{033}$ with the isolated vertex in both graphs lying in $E_{3}$. Choose edges $e_{1}$ of $L_{v}\left(E_{2} E_{3}\right)$ and $e_{2}$ of $L_{v}\left(E_{3} E_{4}\right)$ such that $e_{1}$ and $e_{2}$ are disjoint. Since $L_{v}\left(E_{1} E_{2}\right) \cong B_{023}, B_{033}$ and $E_{1}$ contains the isolated vertex in this graph, there is a 2 -matching $\left\{e_{3}, e_{4}\right\}$ in $L_{v}\left(E_{1} E_{2}\right)$ that is disjoint from $e_{1}$. Similarly since $L_{v}\left(E_{4} E_{5}\right) \cong B_{023}, B_{033}$ and $E_{5}$ contains the isolated vertex in this graph, there is a 2-matching $\left\{e_{5}, e_{6}\right\}$ in $L_{v}\left(E_{4} E_{5}\right)$ that is disjoint from $e_{2}$. Hence $L_{v}\left(E_{1} E_{2} E_{3} E_{4} E_{5}\right)$ contains a 6 -matching $\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}, e_{6}\right\}$.

Let $G$ be the bipartite graph with vertex classes $V_{0}^{\prime \prime}$ and the set $(M)^{5}$ of all ordered 5 -tuples of elements of $M$ where $\left\{v, E_{1} E_{2} E_{3} E_{4} E_{5}\right\}$ is an edge in $G$ precisely when $E_{1} \ldots E_{5}$ is a suitable path in $G_{v}$. So $G$ contains at least $\left|V_{0}^{\prime \prime}\right| \varepsilon^{\prime} n^{5}$ edges.

Since $\left|V_{0}^{\prime \prime}\right|>C$ there exists $E_{1} E_{2} E_{3} E_{4} E_{5} \in(M)^{5}$ such that $d_{G}\left(E_{1} E_{2} E_{3} E_{4} E_{5}\right) \geq$ $C \varepsilon^{\prime} \geq 6 \cdot 2^{36}$. Further, there are at most $2^{36}$ distinct graphs in the collection of all those graphs $L_{v}\left(E_{1} E_{2} E_{3} E_{4} E_{5}\right)$ for which $v \in N_{G}\left(E_{1} E_{2} E_{3} E_{4} E_{5}\right)$. Thus there are 6 vertices $v_{1}, \ldots, v_{6} \in V_{0}^{\prime \prime}$ such that $v_{1}, \ldots, v_{6} \in N_{G}\left(E_{1} E_{2} E_{3} E_{4} E_{5}\right)$ and $L_{v_{1}}\left(E_{1} E_{2} E_{3} E_{4} E_{5}\right)=$ $\cdots=L_{v_{6}}\left(E_{1} E_{2} E_{3} E_{4} E_{5}\right)$. Let $\left\{x_{1} y_{1}, \ldots, x_{6} y_{6}\right\}$ be a 6 -matching in $L_{v_{1}}\left(E_{1} E_{2} E_{3} E_{4} E_{5}\right)$. So $\left\{v_{1} x_{1} y_{1}, \ldots, v_{6} x_{6} y_{6}\right\}$ is a 6 -matching in $H^{\prime}$. Replacing the edges $E_{1}, \ldots, E_{5}$ in $M$ with $\left\{v_{1} x_{1} y_{1}, \ldots, v_{6} x_{6} y_{6}\right\}$ we obtain a larger matching, a contradiction.

Claim 4.12 Let $V_{0}^{\prime \prime \prime}$ denote the set of all those vertices $v \in V_{0}$ which fail to satisfy

$$
\begin{equation*}
e\left(L_{v}\left(V_{0}, V_{M}\right)\right) \leq\left(1+\sqrt{\gamma^{\prime}}\right)\left|V_{0}\right||M| . \tag{4.7}
\end{equation*}
$$

Then $\left|V_{0}^{\prime \prime \prime}\right| \leq C$.

Proof. Suppose for a contradiction that $\left|V_{0}^{\prime \prime \prime}\right|>C \geq 2 / \gamma^{\prime}$. Given an edge $E$ in $M$, we say that $E$ is good for $v \in V_{0}^{\prime \prime \prime}$ if at least two vertices in $E$ have degree at least 3 in $L_{v}\left(E, V_{0}\right)$. For every $v \in V_{0}^{\prime \prime \prime}$, there are at least $\gamma^{\prime}|M|$ edges in $M$ which are good for $v$. (To see this, suppose there are fewer edges which are good for $v$. Then

$$
\begin{aligned}
e\left(L_{v}\left(V_{0}, V_{M}\right)\right) & <\left(1-\gamma^{\prime}\right)|M|\left(4+\left|V_{0}\right|\right)+\gamma^{\prime}|M| \cdot 3\left|V_{0}\right| \\
& \leq|M|\left|V_{0}\right|\left(\left(1-\gamma^{\prime}\right)\left(1+\gamma^{\prime}\right)+3 \gamma^{\prime}\right) \leq\left(1+\sqrt{\gamma^{\prime}}\right)\left|V_{0}\right||M|
\end{aligned}
$$

a contradiction to the fact that $v \in V_{0}^{\prime \prime \prime}$.) This in turn implies that there are $v_{1}, v_{2} \in V_{0}^{\prime \prime \prime}$ and an edge $E$ in $M$ which is good for both $v_{1}$ and $v_{2}$. Then the definition of 'good' implies that are disjoint edges $e_{1} \in L_{v_{1}}\left(E, V_{0}\right)$ and $e_{2} \in L_{v_{2}}\left(E, V_{0}\right)$ which do not contain $v_{1}$ or $v_{2}$. Now we can enlarge $M$ by removing $E$ and adding $v_{1} e_{1}$ and $v_{2} e_{2}$. This contradiction to the maximality of $M$ proves the claim.

Claim 4.13 Every vertex $v \in V_{0} \backslash V_{0}^{\prime \prime \prime}$ satisfies

$$
e\left(L_{v}\left(V_{M}\right)\right) \geq(5-\gamma)\binom{|M|}{2}
$$

Proof. Suppose $v \in V_{0} \backslash V_{0}^{\prime \prime \prime}$. Then as $e\left(L_{v}\left(V_{0}\right)\right)=0$

$$
\begin{array}{rll}
e\left(L_{v}\left(V_{M}\right)\right) & \stackrel{(4.4)}{\geq} & \delta_{1}(H)-e\left(L_{v}\left(V_{0}, V_{M}\right)\right)-\gamma^{\prime} n^{2} \\
& \stackrel{(4.3),(4.7)}{\geq} & \left(1-\gamma^{\prime}\right) d(n-d / 2)-\left(1+\sqrt{\gamma^{\prime}}\right)\left|V_{0}\right||M|-\gamma^{\prime} n^{2}
\end{array}
$$

Now note that the function $d(n-d / 2)$ is increasing in $d$ for $d \leq n / 3$. So

$$
\begin{aligned}
e\left(L_{v}\left(V_{M}\right)\right) & \geq\left(1-\gamma^{\prime}\right)|M|\left(n-\frac{|M|}{2}\right)-\left(1+\sqrt{\gamma^{\prime}}\right)(n-3|M|)|M|-\gamma^{\prime} n^{2} \\
& \geq\left(n|M|-\frac{|M|^{2}}{2}-\gamma^{\prime} n|M|\right)-\left(n|M|-3|M|^{2}+\sqrt{\gamma^{\prime}} n|M|\right)-\gamma^{\prime} n^{2} \\
& \stackrel{(4.5)}{\geq} \frac{5|M|^{2}}{2}-400 \sqrt{\gamma^{\prime}}|M|^{2} \geq(5-\gamma)\binom{|M|}{2}
\end{aligned}
$$

which completes the proof of the claim.

Claim 4.14 Let $V_{0}^{\prime \prime \prime \prime}$ denote the set of all those vertices $v \in V_{0} \backslash V_{0}^{\prime \prime \prime}$ for which there are at least $\eta n^{2}$ pairs $E F \in\binom{M}{2}$ such that $L_{v}(E F)$ contains at most 4 edges. Then $\left|V_{0}^{\prime \prime \prime \prime}\right| \leq 2 C$.

Proof. Suppose for a contradiction that $\left|V_{0}^{\prime \prime \prime \prime}\right|>2 C$. Let $v \in V_{0}^{\prime \prime \prime \prime}$. At most $3|M|$ edges $e=v v_{1} v_{2}$ in $H$ containing $v$ are such that $v_{1}$ and $v_{2}$ lie in the same edge $E \in M$. Thus Claim 4.13 implies that

$$
\begin{equation*}
\sum_{E F \in\binom{M}{2}} e\left(L_{v}(E F)\right) \geq(5-\gamma)\binom{|M|}{2}-3|M| \geq 5\binom{|M|}{2}-\gamma n^{2} \tag{4.8}
\end{equation*}
$$

Let $c$ denote the number of pairs $E F \in\binom{M}{2}$ such that $L_{v}(E F)$ contains at most 4 edges. Then $c \geq \eta n^{2}$ and so (4.8) implies that there are at least $\eta^{\prime} n^{2}$ pairs $E F \in\binom{M}{2}$ such that $L_{v}(E F)$ contains at least 6 edges. Indeed, suppose that this is not the case. Then

$$
\begin{aligned}
\sum_{E F \in\binom{M}{2}} e\left(L_{v}(E F)\right) & \leq 4 c+9 \eta^{\prime} n^{2}+5\left[\binom{|M|}{2}-c\right]=5\binom{|M|}{2}-c+9 \eta^{\prime} n^{2} \\
& <5\binom{|M|}{2}-\gamma n^{2}
\end{aligned}
$$

since $\gamma \ll \eta^{\prime} \ll \eta$. This contradicts (4.8), as desired.
Recall from Fact 4.5 that a balanced bipartite graph $B$ on 6 vertices that contains at least 6 edges either has a perfect matching or $B \cong B_{033}$. Thus, given any $v \in V_{0}^{\prime \prime \prime \prime}$ there are at least $r \geq \eta^{\prime} n^{2} / 2 \geq \varepsilon n^{2}$ pairs $E_{1} F_{1}, \ldots, E_{r} F_{r} \in\binom{M}{2}$ such that either

- $L_{v}\left(E_{i} F_{i}\right)$ contains a perfect matching for all $1 \leq i \leq r$ or,
- $L_{v}\left(E_{i} F_{i}\right) \cong B_{033}$ for all $1 \leq i \leq r$.

So since $\left|V_{0}^{\prime \prime \prime \prime}\right|>2 C$ one of the following holds:
$\left(\alpha_{1}\right)$ There are more than $C$ vertices $v \in V_{0}^{\prime \prime \prime \prime}$ for which there are at least $\varepsilon n^{2}$ pairs $E F \in$ $\binom{M}{2}$ such that $L_{v}(E F)$ contains a perfect matching.
$\left(\alpha_{2}\right)$ There are more than $C$ vertices $v \in V_{0}^{\prime \prime \prime \prime}$ for which there are at least $\varepsilon n^{2}$ pairs $E F \in$ $\binom{M}{2}$ such that $L_{v}(E F) \cong B_{033}$.

In either case we get a contradiction: $\left(\alpha_{1}\right)$ contradicts Claim 4.10 and ( $\alpha_{2}$ ) contradicts Claim 4.11.

Recall from Fact 4.5 that if $B$ is a balanced bipartite graph on 6 vertices with $e(B)=5$ then either $B$ contains a perfect matching or $B \cong B_{023}, B_{113}$. If $e(B) \geq 6$ then either $B$ contains a perfect matching or $B \cong B_{033}$. Thus Claims 4.10, 4.11, 4.12 and 4.14 together imply that all vertices $v \in V_{0} \backslash\left(V_{0}^{\prime} \cup V_{0}^{\prime \prime} \cup V_{0}^{\prime \prime \prime} \cup V_{0}^{\prime \prime \prime \prime}\right)$ satisfy
( $\beta$ ) $L_{v}(E F) \cong B_{113}$ for at least $\binom{|M|}{2}-2 \varepsilon n^{2}-\eta n^{2} \geq\left(1-\alpha^{\prime}\right)\binom{|M|}{2}$ pairs $E F \in\binom{M}{2}$.
Let $V_{0}^{*}:=V_{0} \backslash\left(V_{0}^{\prime} \cup V_{0}^{\prime \prime} \cup V_{0}^{\prime \prime \prime} \cup V_{0}^{\prime \prime \prime \prime}\right)$. Thus

$$
\left|V_{0} \backslash V_{0}^{*}\right| \leq 5 C .
$$

Moreover, each $v \in V_{0}^{*}$ satisfies

$$
\begin{equation*}
e\left(L_{v}\left(V_{M}\right)\right) \leq 5\left(1-\alpha^{\prime}\right)\binom{|M|}{2}+9 \alpha^{\prime}\binom{|M|}{2}+3|M| \leq 5\left(1+\alpha^{\prime}\right)\binom{|M|}{2} . \tag{4.9}
\end{equation*}
$$

Here the term $3|M|$ accounts for the edges which have both endpoints in the same matching edge of $M$.

We can now show that $M$ has almost the required size. This will be used in Section 4.5.3 to prove that $H$ is close to $H_{n, d}$.

Claim $4.15|M|>d-\alpha n$.
Proof. Assume for a contradiction that $|M| \leq d-\alpha n$. Consider any $v \in V_{0}^{*}$. Then

$$
\begin{equation*}
d_{H^{\prime}}(v) \stackrel{(4.3),(4.4)}{\geq}\left(1-\gamma^{\prime}\right) d(n-d / 2)-\gamma^{\prime} n^{2} \geq d(n-d / 2)-2 \gamma^{\prime} n^{2} . \tag{4.10}
\end{equation*}
$$

Also $e\left(L_{v}\left(V_{0}\right)\right)=0$ since $M$ is maximal. Thus

$$
\begin{aligned}
d_{H^{\prime}}(v) & =e\left(L_{v}\left(V_{M}\right)\right)+e\left(L_{v}\left(V_{0}, V_{M}\right)\right) \stackrel{(4.7),(4.9)}{\leq} 5\left(1+\alpha^{\prime}\right)\binom{|M|}{2}+\left(1+\sqrt{\gamma^{\prime}}\right)\left|V_{0}\right||M| \\
& \leq 5\left(1+\alpha^{\prime}\right)\binom{|M|}{2}+\left(|M|(n-3|M|)+\sqrt{\gamma^{\prime}} n^{2}\right) \\
& \leq|M|(n-|M| / 2)+\sqrt{\alpha^{\prime}} n^{2}<(d-\alpha n)(n-d / 2+\alpha n / 2)+\sqrt{\alpha^{\prime}} n^{2} \\
& <d(n-d / 2)-2 \gamma^{\prime} n^{2},
\end{aligned}
$$

a contradiction to (4.10), as desired. (In the third line we again used that the function $d(n-d / 2)$ is increasing in $d$ for $d \leq n / 3$.)

In the next sequence of claims, we will show that there are vertices $v_{1}, \ldots, v_{10} \in V_{0}^{*}$ whose link graphs $L_{v_{i}}\left(V_{M}\right)$ are very similar to each other (see Claim 4.19 for the precise statement).

Claim 4.16 Suppose $v_{1}, \ldots, v_{10} \in V_{0}^{*}$ are distinct vertices such that for some $E F \in\binom{M}{2}$, $L_{v_{1}}(E F), \ldots, L_{v_{10}}(E F) \cong B_{113}$. Then $L_{v_{1}}(E F)=\cdots=L_{v_{10}}(E F)$.

Proof. We suppose for a contradiction that the claim does not hold. Since there are 9 labelled bipartite graphs with vertex classes $E$ and $F$ which are isomorphic to $B_{113}$, two of the $L_{v_{i}}(E F)$ must be the same. So we may assume that $L_{v_{1}}(E F)=L_{v_{2}}(E F)$ but $L_{v_{1}}(E F) \neq L_{v_{3}}(E F)$. Let $E=\left\{x_{1}, x_{2}, x_{3}\right\}$ and $F=\left\{y_{1}, y_{2}, y_{3}\right\}$. Suppose $E\left(L_{v_{1}}(E F)\right)=$ $E\left(L_{v_{2}}(E F)\right)=\left\{x_{1} y_{1}, x_{1} y_{2}, x_{1} y_{3}, x_{2} y_{1}, x_{3} y_{1}\right\}$. (So $x_{1} y_{1}$ is the base edge of $L_{v_{1}}(E F)$ and $L_{v_{2}}(E F)$ as defined after Fact 4.5.) Since $L_{v_{1}}(E F) \neq L_{v_{3}}(E F)$ there is an edge $e \in$ $L_{v_{3}}(E F) \backslash L_{v_{1}}(E F)$. We may assume $e=x_{3} y_{3}$. Replacing $E$ and $F$ with $v_{1} x_{1} y_{2}, v_{2} x_{2} y_{1}$ and $v_{3} x_{3} y_{3}$ in $M$ we obtain a larger matching, a contradiction.

Choose distinct $v_{1}, \ldots, v_{10} \in V_{0}^{*}$ which will be fixed throughout the remainder of the proof.

Claim 4.17 There is a set $\mathcal{E}$ of at least $(1-\alpha)|M|$ matching edges $E \in M$ such that for each $E \in \mathcal{E}$ there are at least $(1-\alpha)|M|$ edges $F \in M$ for which

$$
L_{v_{1}}(E F)=\cdots=L_{v_{10}}(E F) \cong B_{113} .
$$

Proof. By $(\beta)$ and Claim 4.16 there are at least $\left(1-10 \alpha^{\prime}\right)\binom{|M|}{2}$ pairs $E F \in\binom{M}{2}$ such that $L_{v_{1}}(E F)=\cdots=L_{v_{10}}(E F) \cong B_{113}$. This in turn immediately implies the claim.

Claim 4.18 For every $E \in \mathcal{E}$ there is a set $\mathcal{F}_{E}$ of at least $(1-2 \alpha)|M|$ edges in $M$ such that
( $\left.\delta_{1}\right) L_{v_{1}}(E F)=\cdots=L_{v_{10}}(E F) \cong B_{113}$ for each $F \in \mathcal{F}_{E}$ and
$\left(\delta_{2}\right)$ in each of the $L_{v_{1}}(E F)$ with $F \in \mathcal{F}_{E}$ the same vertex $x$ plays the role of the base vertex in $E$.

Proof. Since $E \in \mathcal{E}$ there is a set $\mathcal{F}_{E}^{\prime}$ of at least $(1-\alpha)|M|$ edges in $M$ such that $L_{v_{1}}(E F)=\cdots=L_{v_{10}}(E F) \cong B_{113}$ for each $F \in \mathcal{F}_{E}^{\prime}$. Let $\mathcal{F}_{E}:=\mathcal{F}_{E}^{\prime} \cap \mathcal{E}$. Then $\left|\mathcal{F}_{E}\right| \geq$ $(1-2 \alpha)|M|$ and for each $F \in \mathcal{F}_{E}$ there are at least $(1-\alpha)|M|$ edges $F^{\prime} \in M$ for which $L_{v_{1}}\left(F F^{\prime}\right)=\cdots=L_{v_{5}}\left(F F^{\prime}\right) \cong B_{113}$.

We claim that $\mathcal{F}_{E}$ satisfies the claim. Certainly $\mathcal{F}_{E}$ satisfies $\left(\delta_{1}\right)$. Suppose for a contradiction that there are $F_{1}, F_{2} \in \mathcal{F}_{E}$ such that the vertex $x_{1} \in E$ that plays the role of a base vertex in $L_{v_{1}}\left(E F_{1}\right)$ is different from the vertex $x_{2} \in E$ that plays the role of a base vertex in $L_{v_{1}}\left(E F_{2}\right)$. Let $F^{\prime} \in M$ be such that $L_{v_{1}}\left(F_{2} F^{\prime}\right)=\cdots=L_{v_{5}}\left(F_{2} F^{\prime}\right) \cong B_{113}$, and $F^{\prime} \neq E, F_{1}$.

Since $L_{v_{1}}\left(E F_{1}\right) \cong B_{113}$ and $x_{1} \neq x_{2}$, there exists a 2-matching $\left\{e_{1}, e_{2}\right\}$ in $L_{v_{1}}\left(E F_{1}\right)$ that is disjoint from $x_{2}$. Similarly since $L_{v_{1}}\left(F_{2} F^{\prime}\right) \cong B_{113}$ there exists a 2-matching $\left\{e_{3}, e_{4}\right\}$ in $L_{v_{1}}\left(F_{2} F^{\prime}\right)$. Since $x_{2} \in E$ is a base vertex in $L_{v_{1}}\left(E F_{2}\right)$, there is an edge $e_{5}$ from $x_{2}$ to the vertex in $F_{2}$ that is uncovered by $\left\{e_{3}, e_{4}\right\}$. So $\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\}$ is a 5 -matching in $L_{v_{1}}\left(F_{1} E F_{2} F^{\prime}\right)$. We have chosen $F_{1}, F_{2}$ and $F^{\prime}$ so that $L_{v_{1}}\left(F_{1} E F_{2} F^{\prime}\right)=L_{v_{2}}\left(F_{1} E F_{2} F^{\prime}\right)=$ $\cdots=L_{v_{5}}\left(F_{1} E F_{2} F^{\prime}\right)$. Thus $M^{\prime}:=\left\{v_{1} e_{1}, v_{2} e_{2}, v_{3} e_{3}, v_{4} e_{4}, v_{5} e_{5}\right\}$ is a 5 -matching in $H^{\prime}$ that contains only vertices from $E \cup F^{\prime} \cup F_{1} \cup F_{2} \cup\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}\right\}$. Replacing $E, F^{\prime}, F_{1}$ and $F_{2}$ in $M$ with the edges in $M^{\prime}$ yields a larger matching, a contradiction.

Given $E \in \mathcal{E}$, we call the unique vertex $x \in V(E)$ satisfying $\left(\delta_{2}\right)$ a bottom vertex. If $y \in E$ is such that $y \neq x$ then we say that $y$ is a top vertex. So each $E \in \mathcal{E}$ contains
one bottom vertex and two top vertices whereas none of the at most $\alpha|M|$ edges in $M \backslash \mathcal{E}$ contains a top or bottom vertex.

Claim 4.19 There are at least $(1-6 \alpha)|M|^{2} / 2$ pairs $E F \in\binom{M}{2}$ such that
$\left(\varepsilon_{1}\right) L_{v_{1}}(E F)=\cdots=L_{v_{10}}(E F) \cong B_{113} ;$
$\left(\varepsilon_{2}\right)$ both $E$ and $F$ contain a bottom vertex $w$ and $z$ respectively;
( $\varepsilon_{3}$ ) $w z$ is the base edge of $L_{v_{1}}(E F)$.
Proof. Consider the directed graph $G$ whose vertex set is $M$ and in which there is a directed edge from $E$ to $F$ if $E \in \mathcal{E}$ and $F \in \mathcal{F}_{E}$. Claims 4.17 and 4.18 together imply that $G$ has at least $(1-3 \alpha)|M|^{2}$ edges and thus at least $(1-6 \alpha)|M|^{2} / 2$ pairs $E F$ of vertices in $G$ must be joined by a double edge. But each such pair $E F$ satisfies the claim.

### 4.5.3 Showing that $H$ is $\sqrt{\rho}$-close to $H_{n, d}$

We have now collected all the information we need for showing that $H$ is close to $H_{n, d}(V, W)$, where $W$ will be constructed from the set of bottom vertices in $M$. More precisely, let $W^{\prime}$ denote the set of all the bottom vertices. So Claims 4.15 and 4.17 together imply that

$$
\begin{equation*}
d-2 \alpha n \leq(1-\alpha)|M| \leq|\mathcal{E}|=\left|W^{\prime}\right| \leq|M| \leq d . \tag{4.11}
\end{equation*}
$$

Let $V^{\prime}$ denote the set of all the top vertices in $H$. Thus

$$
\begin{equation*}
2 d-4 \alpha n \leq 2(1-\alpha)|M| \leq\left|V^{\prime}\right|=2\left|W^{\prime}\right| \leq 2 d . \tag{4.12}
\end{equation*}
$$

Choose a partition $V, W$ of $V(H)$ such that $|W|=d, W^{\prime} \subseteq W, V^{\prime} \subseteq V$. Note that since (4.11) implies that $\left|W \backslash W^{\prime}\right| \leq 2 \alpha n$, all but at most $2 \alpha n$ vertices of $V_{0}$ lie in $V$. Our aim is to show that $H$ is $\sqrt{\rho}$-close to $H_{n, d}(V, W)$. Note that showing this proves Theorem 4.4 as we can apply Lemma 4.7 since we chose $\rho \ll 1$ in (4.2).

Claim 4.20 $H$ does not contain an edge of type $V^{\prime} V_{0} V_{0}$.

Proof. Suppose that the claim is false and let $v^{\prime} v v_{0}$ be an edge of $H$ with $v^{\prime} \in V^{\prime}$ and $v, v_{0} \in V_{0}$. Let $E \in \mathcal{E}$ be the matching edge containing $v^{\prime}$. Take any $F \in \mathcal{F}_{E}$. Take any 2 vertices from $v_{1}, \ldots, v_{10}$ which are not equal to $v_{0}$ or $v$, call them $x$ and $y$. Since $v^{\prime}$ is a top vertex of $E$, it follows that $L_{x}(E F)$ contains a 2-matching $e_{1}, e_{2}$ avoiding $v^{\prime}$. Note that this is also a 2-matching in $L_{y}(E F)$. Now we can enlarge $M$ by removing $E, F$ and adding $v^{\prime} v v_{0}, x e_{1}$ and $y e_{2}$. This contradicts the maximality of $M$ and proves the claim.

## Claim 4.21

- $H$ contains at least $\left(1-\rho^{\prime}\right)\left|W^{\prime}\right|\left|V^{\prime}\right|\left|V_{0}\right|$ edges of type $W^{\prime} V^{\prime} V_{0}$.
- $H$ contains at least $\left(1-\rho^{\prime}\right)\left|V_{0}\right|\binom{\left|W^{\prime}\right|}{2}$ edges of type $W^{\prime} W^{\prime} V_{0}$.
- $H$ contains at most $\rho^{\prime}\left|V_{0}\right|\binom{\left|V^{\prime}\right|}{2}$ edges of type $V^{\prime} V^{\prime} V_{0}$.

Proof. To see the first part of the claim, consider any $v \in V_{0}^{*}$ and any pair $w^{\prime}, v^{\prime}$ with $w^{\prime} \in W^{\prime}$ and $v^{\prime} \in V^{\prime}$. Both $w^{\prime}$ and $v^{\prime}$ could lie in the same matching edge from $M$, but there are at most $3|M|$ such pairs. Also, $w^{\prime}$ and $v^{\prime}$ could lie in a pair $E, F$ of matching edges from $M$ for which either $L_{v}(E F) \not \equiv B_{113}$ or which does not satisfy $\left(\varepsilon_{1}\right)-\left(\varepsilon_{3}\right)$ in Claim 4.19. But $(\beta)$ and Claim 4.19 together imply that there are at most $\sqrt{\alpha} n^{2}$ such pairs $E, F$. So suppose next that $w^{\prime}$ and $v^{\prime}$ lie in a pair $E, F$ satisfying $L_{v}(E F) \cong B_{113}$ and $\left(\varepsilon_{1}\right)-\left(\varepsilon_{3}\right)$. Then $L_{v}(E F), L_{v_{1}}(E F), \ldots, L_{v_{9}}(E F) \cong B_{113}$ and so $L_{v}(E F)=L_{v_{1}}(E F)=\cdots=L_{v_{9}}(E F)$ by Claim 4.16. Conditions $\left(\varepsilon_{2}\right)$ and $\left(\varepsilon_{3}\right)$ now imply that $w^{\prime} v^{\prime} \in E\left(L_{v}\left(W^{\prime}, V^{\prime}\right)\right)$. So

$$
e\left(L_{v}\left(V^{\prime}, W^{\prime}\right)\right) \geq\left|V^{\prime}\right|\left|W^{\prime}\right|-2 \sqrt{\alpha} n^{2} \geq\left(1-\rho^{\prime} / 2\right)\left|V^{\prime}\right|\left|W^{\prime}\right|
$$

Summing over all vertices $v \in V_{0}^{*}$ and using that $\left|V_{0} \backslash V_{0}^{*}\right| \leq 5 C$ implies the first part of the claim. The remaining parts of the claim can be proved similarly.

Proof. Consider any $v \in V_{0}$. By Claim 4.20 there are no edges in $L_{v}(V(H))$ with one endpoint in $V^{\prime}$ and the other in $V_{0}$. By (4.11) there are at most $3 \alpha|M| n \leq 3 \alpha n^{2}$ edges in
$L_{v}(V(H))$ with one endpoint in $V_{M} \backslash\left(V^{\prime} \cup W^{\prime}\right)$ and the other in $V_{0}$. Furthermore, $L_{v}\left(V_{0}\right)$ contains no edges. Thus,

$$
\begin{array}{ccl}
e\left(L_{v}\left(W^{\prime}, V_{0}\right)\right) & \geq & \delta_{1}\left(H^{\prime}\right)-e\left(L_{v}\left(V_{M}\right)\right)-3 \alpha n^{2} \\
& \stackrel{(4.3),(4.4),(4.9)}{\geq} & \left(1-\gamma^{\prime}\right) d\left(n-\frac{d}{2}\right)-\gamma^{\prime} n^{2}-5\left(1+\alpha^{\prime}\right)\binom{|M|}{2}-3 \alpha n^{2} \\
& \stackrel{(4.5)}{\geq} & \left(1-\gamma^{\prime}\right)|M|\left(n-\frac{|M|}{2}\right)-(5+\sqrt{\alpha}) \frac{|M|^{2}}{2} \\
& \geq & |M|(n-3|M|)-\sqrt{\alpha}|M| n \geq\left|W^{\prime}\right|\left|V_{0}\right|-\rho^{\prime} n^{2} .
\end{array}
$$

As earlier, here we use the fact that the function $d(n-d / 2)$ is increasing in $d$ for $d \leq n / 3$. Summing over all vertices $v \in V_{0}^{*}$ and using the fact that $\left|V_{0} \backslash V_{0}^{*}\right| \leq 5 C$ now proves the claim.

## Claim 4.23

- $H$ contains at least $(1-\rho)\left|W^{\prime}\right|\binom{\left|V^{\prime}\right|}{2}$ edges of type $W^{\prime} V^{\prime} V^{\prime}$.
- $H$ contains at least $(1-\rho)\left|V^{\prime}\right|\binom{\left|W^{\prime}\right|}{2}$ edges of type $W^{\prime} W^{\prime} V^{\prime}$.

Proof. First note that the last part of Claim 4.21 implies that all but at most $2 \sqrt{\rho^{\prime}} n$ vertices $x \in V^{\prime}$ lie in at most $\sqrt{\rho^{\prime}}\left|V^{\prime}\right|\left|V_{0}\right|$ edges of type $V^{\prime} V^{\prime} V_{0}$. Call such vertices $x$ useful. Consider any useful $x$. Then $x \in E^{\prime}$ for some $E^{\prime} \in \mathcal{E} \subseteq M$. Further, since $x$ is a top vertex in $E^{\prime}$, certainly there exists an edge $F^{\prime} \in M$ such that $L_{v_{1}}\left(E^{\prime} F^{\prime}\right)=L_{v_{2}}\left(E^{\prime} F^{\prime}\right) \cong B_{113}$, where $x$ is not a base vertex in $L_{v_{1}}\left(E^{\prime} F^{\prime}\right)$. So $L_{v_{1}}\left(E^{\prime} F^{\prime}\right)$ contains a 2-matching $\left\{e_{1}, e_{2}\right\}$ which avoids $x$.

Consider any pair $E F \in\left(\underset{2}{M \backslash\left\{E^{\prime}, F^{\prime}\right\}}\right)$ satisfying $\left(\varepsilon_{1}\right)-\left(\varepsilon_{3}\right)$. We claim that $L_{x}(E F) \subseteq$ $L_{v_{1}}(E F)$. Indeed, if not then there exist disjoint edges $e_{3}, e_{4}$ and $e_{5}$ such that $e_{3} \in$ $E\left(L_{x}(E F)\right)$ and $e_{4}, e_{5} \in E\left(L_{v_{1}}(E F)\right)$. Since $L_{v_{1}}\left(E^{\prime} F^{\prime}\right)=L_{v_{2}}\left(E^{\prime} F^{\prime}\right)$ and since $E F$ satisfies $\left(\varepsilon_{1}\right)$ we have that $v_{1} e_{1}, v_{2} e_{2}, x e_{3}, v_{3} e_{4}$ and $v_{4} e_{5}$ are edges in $H^{\prime}$. Replacing $E, F, E^{\prime}, F^{\prime}$ with $v_{1} e_{1}, v_{2} e_{2}, x e_{3}, v_{3} e_{4}$ and $v_{4} e_{5}$ in $M$ yields a larger matching in $H^{\prime}$, a contradiction. So indeed $L_{x}(E F) \subseteq L_{v_{1}}(E F)$.

There are at least $(1-6 \alpha)|M|^{2} / 2-2|M| \geq(1-7 \alpha)|M|^{2} / 2$ pairs $E F \in\left(\begin{array}{c}M \backslash\left\{E_{2}^{\prime}, F^{\prime}\right\}\end{array}\right)$ satisfying $\left(\varepsilon_{1}\right)-\left(\varepsilon_{3}\right)$. We claim that at most $\rho^{2}|M|^{2} / 2$ of these pairs $E F$ are such that $L_{x}(E F)$ contains fewer than 5 edges. Indeed, suppose not. Since for such $E F, L_{x}(E F) \subseteq$ $L_{v_{1}}(E F) \cong B_{113}$, the number of edges of $H$ which contain $x$ and have no endpoint outside $V_{M}$ is at most

$$
4 \cdot \rho^{2}|M|^{2} / 2+5 \cdot\left(1-7 \alpha-\rho^{2}\right)|M|^{2} / 2+9 \cdot 7 \alpha|M|^{2} / 2+3|M| \leq\left(5+30 \alpha-\rho^{2}\right)|M|^{2} / 2 .
$$

Here the third term accounts for edges between pairs not satisfying $\left(\varepsilon_{1}\right)-\left(\varepsilon_{3}\right)$ and the final term for edges with 2 vertices in the same matching edge from $M$. Let us now bound the number of edges containing $x$ which have an endpoint outside $V_{M}$. There are at most $\left|W^{\prime}\right|(n-3|M|) \leq|M|(n-3|M|)$ such edges having an endpoint in $W^{\prime}$ and at most $\sqrt{\alpha} n^{2}$ such edges having an endpoint outside $V^{\prime} \cup W^{\prime} \cup V_{0}$. Since $H$ has no edge of type $V^{\prime} V_{0} V_{0}$ by Claim 4.20, the only other such edges consist of $x$, one vertex in $V^{\prime}$ and one vertex in $V_{0}$. But since $x$ is useful the number of such edges is at most $\sqrt{\rho^{\prime}}\left|V^{\prime}\right|\left|V_{0}\right|$. Thus in total there are at most $|M|(n-3|M|)+2 \sqrt{\rho^{\prime}} n^{2}$ edges which contain $x$ and have an endpoint outside $V_{M}$. So the degree of $x$ in $H$ is at most

$$
\begin{aligned}
\left(5+30 \alpha-\rho^{2}\right)|M|^{2} / 2+|M|(n-3|M|)+2 \sqrt{\rho^{\prime}} n^{2} & \leq|M|(n-|M| / 2)-\rho^{3} n^{2} \\
& \leq d(n-d / 2)-\rho^{3} n^{2} \stackrel{(4.5),(4.3)}{<} \delta_{1}(H),
\end{aligned}
$$

a contradiction. Thus there are at least $\left(1-7 \alpha-\rho^{2}\right)|M|^{2} / 2$ pairs $E F \in\left(\underset{2}{M \backslash\left\{E^{\prime}, F^{\prime}\right\}}\right)$ satisfying $\left(\varepsilon_{1}\right)-\left(\varepsilon_{3}\right)$ such that $L_{x}(E F)=L_{v_{1}}(E F) \cong B_{113}$. Let $\mathcal{P}$ denote the set of such pairs.

Now consider any pair $w^{\prime}, v^{\prime}$ with $w^{\prime} \in W^{\prime}$ and $v^{\prime} \in V^{\prime} \backslash\{x\}$. Both $w^{\prime}, v^{\prime}$ could lie in the same matching edge from $M$, but there are at most $3|M|$ such pairs. Also, $w^{\prime}, v^{\prime}$ could lie in a pair $E, F$ of matching edges which does not belong to $\mathcal{P}$. But there at most $5 \rho^{2}|M|^{2}$ such pairs $w^{\prime}, v^{\prime}$. So suppose next that $w^{\prime}, v^{\prime}$ lies in a pair $E, F$ belonging to $\mathcal{P}$. Since $L_{x}(E F)=L_{v_{1}}(E F) \cong B_{113}$ and $E F$ satisfies $\left(\varepsilon_{2}\right)$ and $\left(\varepsilon_{3}\right)$ it follows that $w^{\prime} v^{\prime} \in E\left(L_{x}(E F)\right)$. Thus $e\left(L_{x}\left(W^{\prime}, V^{\prime}\right)\right) \geq\left(1-6 \rho^{2}\right)\left|W^{\prime}\right|\left|V^{\prime}\right|$. Summing over all useful
vertices $x \in V^{\prime}$ proves the first part of the claim. The second part follows similarly (the only change is that we consider a pair $w_{1}^{\prime}, w_{2}^{\prime} \in W^{\prime}$ in the final paragraph).

Claims 4.21-4.23 together with (4.11) and (4.12) now show that $H$ contains all but at most $\sqrt{\rho} n^{3}$ edges of type $W V V$ and $W W V$ and thus $H$ is $\sqrt{\rho}$-close to $H_{n, d}(V, W)$. Hence $H$ contains a perfect matching by Lemma 4.7.

Remark. One can also obtain Theorem 4.4 by proving the result only in the case when $d=\lfloor n / 3\rfloor$. Indeed, suppose that $H$ is as in the theorem. Let $a:=\lfloor(n-3 d) / 2\rfloor$. Obtain a new 3-uniform hypergraph $H^{\prime}$ from $H$ by adding $a$ new vertices to $H$ such that each of these vertices forms an edge with all pairs of vertices in $H^{\prime}$. It is not hard to check that $\delta_{1}\left(H^{\prime}\right)>\binom{\left|H^{\prime}\right|-1}{2}-\left(\begin{array}{|c}\left.\left|H^{\prime}\right|-\underset{2}{\left\lfloor\left|H^{\prime}\right| / 3\right\rfloor}\right)\end{array}\right)$ and so $H^{\prime}$ has a matching $M^{\prime}$ of size $\left\lfloor\left|H^{\prime}\right| / 3\right\rfloor$. One can then show that $M^{\prime}$ contains at least $d$ edges from $H$, as desired. (We thank Peter Allen for suggesting this trick.)

However, the proof of Theorem 4.4 is only slightly simpler in the case when $d=\lfloor n / 3\rfloor$ (we do not need Claims 4.20-4.22 in this case) and to show that the above trick works, one requires some extra calculations.

## Chapter 5 Hamiltonian degree sequences in DIGRAPHS

### 5.1 Introduction

Since it is unlikely that there is a characterisation of all those graphs which contain a Hamilton cycle it is natural to ask for sufficient conditions which ensure Hamiltonicity. One of the most general of these is Chvátal's theorem [19] that characterises all those degree sequences which ensure the existence of a Hamilton cycle in a graph: Suppose that the degrees of the graph are $d_{1} \leq \cdots \leq d_{n}$. If $n \geq 3$ and $d_{i} \geq i+1$ or $d_{n-i} \geq n-i$ for all $i<n / 2$ then $G$ is Hamiltonian. This condition on the degree sequence is best possible in the sense that for any degree sequence violating this condition there is a corresponding graph with no Hamilton cycle. More precisely, if $d_{1} \leq \cdots \leq d_{n}$ is a graphical degree sequence (i.e. there exists a graph with this degree sequence) then there exists a non-Hamiltonian graph $G$ whose degree sequence $d_{1}^{\prime} \leq \cdots \leq d_{n}^{\prime}$ is such that $d_{i}^{\prime} \geq d_{i}$ for all $1 \leq i \leq n$.

A special case of Chvátal's theorem is Dirac's theorem, which states that every graph with $n \geq 3$ vertices and minimum degree at least $n / 2$ has a Hamilton cycle. An analogue of Dirac's theorem for digraphs was proved by Ghouila-Houri [30]. Nash-Williams [72] raised the question of a digraph analogue of Chvátal's theorem quite soon after the latter was proved.

For a digraph $G$ it is natural to consider both its outdegree sequence $d_{1}^{+}, \ldots, d_{n}^{+}$and
its indegree sequence $d_{1}^{-}, \ldots, d_{n}^{-}$. Throughout this chapter we take the convention that $d_{1}^{+} \leq \cdots \leq d_{n}^{+}$and $d_{1}^{-} \leq \cdots \leq d_{n}^{-}$without mentioning this explicitly. Note that the terms $d_{i}^{+}$and $d_{i}^{-}$do not necessarily correspond to the degree of the same vertex of $G$.

Conjecture 5.1 (Nash-Williams [72]) Suppose that $G$ is a strongly connected digraph on $n \geq 3$ vertices such that for all $i<n / 2$
(i) $d_{i}^{+} \geq i+1$ or $d_{n-i}^{-} \geq n-i$,
(ii) $d_{i}^{-} \geq i+1$ or $d_{n-i}^{+} \geq n-i$.

Then $G$ contains a Hamilton cycle.
No progress has been made on this conjecture so far (see also [8]). It is even an open problem whether the conditions imply the existence of a cycle through any pair of given vertices (see [10]).

As discussed in Section 5.2, one cannot omit the condition that $G$ is strongly connected. At first sight one might also try to replace the degree condition in Chvátal's theorem by

- $d_{i}^{+} \geq i+1$ or $d_{n-i}^{+} \geq n-i$,
- $d_{i}^{-} \geq i+1$ or $d_{n-i}^{-} \geq n-i$.

However, Bermond and Thomassen [10] observed that the latter conditions do not guarantee Hamiltonicity. Indeed, consider the digraph obtained from the complete digraph $K$ on $n-2 \geq 4$ vertices by adding two new vertices $v$ and $w$ which both send an edge to every vertex in $K$ and receive an edge from one fixed vertex $u \in K$.

The following example shows that the degree condition in Conjecture 5.1 would be best possible in the sense that for all $n \geq 3$ and all $k<n / 2$ there is a non-Hamiltonian strongly connected digraph $G$ on $n$ vertices which satisfies the degree condition except that $d_{k}^{+}, d_{k}^{-} \geq k+1$ are replaced by $d_{k}^{+}, d_{k}^{-} \geq k$ in the $k$ th pair of conditions. To see this, take an independent set $I$ of size $k<n / 2$ and a complete digraph $K$ of order $n-k$. Pick a set $X$ of $k$ vertices of $K$ and add all possible edges (in both directions) between $I$ and $X$. The
digraph $G$ thus obtained is strongly connected, not Hamiltonian and

$$
\underbrace{k, \ldots, k}_{k \text { times }}, \underbrace{n-1-k, \ldots, n-1-k}_{n-2 k \text { times }}, \underbrace{n-1, \ldots, n-1}_{k \text { times }}
$$

is both the out- and indegree sequence of $G$. A more detailed discussion of extremal examples is given in Section 5.2.

In this chapter we prove the following approximate version of Conjecture 5.1 for large digraphs.

Theorem 5.2 For every $\eta>0$ there exists an integer $n_{0}=n_{0}(\eta)$ such that the following holds. Suppose $G$ is a digraph on $n \geq n_{0}$ vertices such that for all $i<n / 2$

- $d_{i}^{+} \geq i+\eta n$ or $d_{n-i-\eta n}^{-} \geq n-i$,
- $d_{i}^{-} \geq i+\eta n$ or $d_{n-i-\eta n}^{+} \geq n-i$.

Then $G$ contains a Hamilton cycle.
Instead of proving Theorem 5.2 directly, we will prove the existence of a Hamilton cycle in a digraph satisfying a certain expansion property (Theorem 5.13). We defer the precise statement to Section 5.6.

The following weakening of Conjecture 5.1 was posed earlier by Nash-Williams [68, 69]. It would yield a digraph analogue of Pósa's theorem which states that a graph $G$ on $n \geq 3$ vertices has a Hamilton cycle if its degree sequence $d_{1}, \ldots, d_{n}$ satisfies $d_{i} \geq i+1$ for all $i<(n-1) / 2$ and if additionally $d_{\lceil n / 2\rceil} \geq\lceil n / 2\rceil$ when $n$ is odd [75]. Note that this is much stronger than Dirac's theorem but is a special case of Chvátal's theorem.

Conjecture 5.3 (Nash-Williams $[\mathbf{6 8}, \mathbf{6 9 ]}$ ) Let $G$ be a digraph on $n \geq 3$ vertices such that $d_{i}^{+}, d_{i}^{-} \geq i+1$ for all $i<(n-1) / 2$ and such that additionally $d_{\lceil n / 2\rceil}^{+}, d_{\lceil n / 2\rceil}^{-} \geq\lceil n / 2\rceil$ when $n$ is odd. Then $G$ contains a Hamilton cycle.

The previous example shows that the degree condition would be best possible in the same sense as described there. The assumption of strong connectivity is not necessary in Conjecture 5.3, as it follows from the degree conditions. The following approximate version of Conjecture 5.3 is an immediate consequence of Theorem 5.2.

Corollary 5.4 For every $\eta>0$ there exists an integer $n_{0}=n_{0}(\eta)$ such that every digraph $G$ on $n \geq n_{0}$ vertices with $d_{i}^{+}, d_{i}^{-} \geq i+\eta n$ for all $i<n / 2$ contains a Hamilton cycle.

In Section 5.4 we give a construction which shows that for oriented graphs there is no analogue of Pósa's theorem.

It will turn out that the conditions of Theorem 5.2 even guarantee the digraph $G$ to be pancyclic, i.e. $G$ contains a cycle of length $t$ for all $t=2, \ldots, n$.

Corollary 5.5 For every $\eta>0$ there exists an integer $n_{0}=n_{0}(\eta)$ such that the following holds. Suppose $G$ is a digraph on $n \geq n_{0}$ vertices such that for all $i<n / 2$

- $d_{i}^{+} \geq i+\eta n$ or $d_{n-i-\eta n}^{-} \geq n-i$,
- $d_{i}^{-} \geq i+\eta n$ or $d_{n-i-\eta n}^{+} \geq n-i$.

Then $G$ is pancyclic.
Thomassen [87] proved an Ore-type condition which implies that every digraph with minimum in- and outdegree $>n / 2$ is pancyclic. (The complete bipartite digraph whose vertex class sizes are as equal as possible shows that the latter bound is best possible.) Alon and Gutin [2] observed that one can use Ghouila-Houri's theorem to show that every digraph $G$ with minimum in- and outdegree $>n / 2$ is even vertex-pancyclic. Here a digraph $G$ is called vertex-pancyclic if every vertex of $G$ lies on a cycle of length $t$ for all $t=2, \ldots, n$. In Proposition 5.7 we show that one cannot replace pancyclicity by vertex-pancyclicity in Corollary 5.5. Minimum degree conditions for (vertex-) pancyclicity of oriented graphs are discussed in [44].

This chapter is organised as follows. We first give a more detailed discussion of extremal examples for Conjecture 5.1. In Section 5.3 we then deduce Corollary 5.5 from Theorem 5.2 and show that one cannot replace pancyclicity by vertex-pancyclicity. The proof of Theorem 5.2 uses the Regularity lemma for digraphs (Lemma 2.7) which was introduced in Section 2.2. The proof of Theorem 5.2 is included in Section 5.6. It relies on a result (Lemma 5.9) of Keevash, Kühn and Osthus [41] which was used to prove an analogue of Dirac's theorem for oriented graphs. A related result was proved earlier in [43].

It is a natural question to ask whether the 'error terms' in Theorem 5.2 and Corollary 5.4 can be eliminated using an 'extremal case' or 'stability' analysis. However, this seems quite difficult as there are many different types of digraphs which come close to violating the conditions in Conjectures 5.1 and 5.3 (this is different e.g. to the situation in [41]). As a step in this direction, recently it was shown in [16] that the degrees in the first parts of the conditions in Theorem 5.2 can be capped at $n / 2$, i.e. the conditions can be replaced by

- $d_{i}^{+} \geq \min \{i+\eta n, n / 2\}$ or $d_{n-i-\eta n}^{-} \geq n-i$,
- $d_{i}^{-} \geq \min \{i+\eta n, n / 2\}$ or $d_{n-i-\eta n}^{+} \geq n-i$.

The proof of this result is considerably more difficult than that of Theorem 5.2. A (parallel) algorithmic version of Chvátal's theorem for undirected graphs was recently considered in [83] and for directed graphs in [17].

### 5.2 Extremal examples for Conjecture 5.1 and a weaker conjecture

The example given in Section 5.1 does not quite imply that Conjecture 5.1 would be best possible, as for some $k$ it violates both (i) and (ii) for $i=k$. Here is a slightly more complicated example which only violates one of the conditions for $i=k$ (unless $n$ is odd and $k=\lfloor n / 2\rfloor)$.

Suppose $n \geq 5$ and $1 \leq k<n / 2$. Let $K$ and $K^{\prime}$ be complete digraphs on $k-1$ and $n-k-2$ vertices respectively. Let $G$ be the digraph on $n$ vertices obtained from the disjoint union of $K$ and $K^{\prime}$ as follows. Add all possible edges from $K^{\prime}$ to $K$ (but no edges from $K$ to $K^{\prime}$ ) and add new vertices $u$ and $v$ to the digraph such that there are all possible edges from $K^{\prime}$ to $u$ and $v$ and all possible edges from $u$ and $v$ to $K$. Finally, add a vertex $w$ that sends and receives edges from all other vertices of $G$ (see Figure 5.1). Thus $G$ is strongly connected, not Hamiltonian and has outdegree sequence

$$
\underbrace{k-1, \ldots, k-1}_{k-1 \text { times }}, k, k, \underbrace{n-1, \ldots, n-1}_{n-k-1 \text { times }}
$$



Figure 5.1: An extremal example for Conjecture 5.1
and indegree sequence

$$
\underbrace{n-k-2, \ldots, n-k-2}_{n-k-2 \text { times }}, n-k-1, n-k-1, \underbrace{n-1, \ldots, n-1}_{k \text { times }} .
$$

Suppose that either $n$ is even or, if $n$ is odd, we have that $k<\lfloor n / 2\rfloor$. One can check that $G$ then satisfies the conditions in Conjecture 5.1 except that $d_{k}^{+}=k$ and $d_{n-k}^{-}=n-k-1$. (When checking the conditions, it is convenient to note that our assumptions on $k$ and $n$ imply $n-k-1 \geq\lceil n / 2\rceil$. Hence there are at least $\lceil n / 2\rceil$ vertices of outdegree $n-1$ and so (ii) holds for all $i<n / 2$.) If $n$ is odd and $k=\lfloor n / 2\rfloor$ then conditions (i) and (ii) both fail for $i=k$. We do not know whether a similar construction as above also exists for this case. It would also be interesting to find an analogous construction as above for Conjecture 5.3.

Here is also an example which shows that the assumption of strong connectivity in Conjecture 5.1 cannot be omitted. Let $n \geq 4$ be even. Let $K$ and $K^{\prime}$ be two disjoint copies of a complete digraph on $n / 2$ vertices. Obtain a digraph $G$ from $K$ and $K^{\prime}$ by adding all possible edges from $K$ to $K^{\prime}$ (but none from $K^{\prime}$ to $K$ ). It is easy to see that $G$ is neither Hamiltonian, nor strongly connected, but satisfies the condition on the degree sequences given in Conjecture 5.1.

As it stands, the additional connectivity assumption means that Conjecture 5.1 does not seem to be a precise digraph analogue of Chvátal's theorem: in such an analogue, we would ask for a complete characterisation of all digraph degree sequences which force Hamiltonicity. However, it turns out that it makes sense to replace the strong connectivity assumption with an additional degree condition (condition (iii) below). If true, the following conjecture would provide the desired characterisation.

Conjecture 5.6 (Kühn, Osthus and Treglown [61]) Suppose that $G$ is a digraph on $n \geq 3$ vertices such that for all $i<n / 2$
(i) $d_{i}^{+} \geq i+1$ or $d_{n-i}^{-} \geq n-i$,
(ii) $d_{i}^{-} \geq i+1$ or $d_{n-i}^{+} \geq n-i$,
and such that (iii) $d_{n / 2}^{+} \geq n / 2$ or $d_{n / 2}^{-} \geq n / 2$ if $n$ is even. Then $G$ contains a Hamilton cycle.

Conjecture 5.6 would actually follow from Conjecture 5.1. To see this, it of course suffices to check that the conditions in Conjecture 5.6 imply strong connectivity. This in turn is easy to verify, as the degree conditions imply that for any vertex set $S$ with $|S| \leq n / 2$ we have $\left|N^{-}(S) \cup S\right|>|S|$ and $\left|N^{+}(S) \cup S\right|>|S|$. (We need (iii) to obtain this assertion precisely for those $S$ with $|S|=n / 2$.)

It remains to check that Conjecture 5.6 would indeed characterise all digraph degree sequences which force a Hamilton cycle. Unless $n$ is odd and $k=\lfloor n / 2\rfloor$, the construction at the beginning of the section already gives non-Hamiltonian graphs which satisfy all the degree conditions (including (iii)) except (i) for $i=k$. To cover the case when $n$ is odd and $k=\lfloor n / 2\rfloor$, let $G$ be the digraph obtained from two disjoint cliques $K$ and $K^{\prime}$ of orders $\lceil n / 2\rceil$ and $\lfloor n / 2\rfloor$ by adding all edges from $K$ to $K^{\prime}$. If $i=k=\lfloor n / 2\rfloor$ then $G$ satisfies (ii) (because $d_{n-k}^{+}=n-1$ ) but not (i). For all other $i$, both conditions are satisfied. Finally, the example immediately preceding Conjecture 5.6 gives a graph on an even number $n$ of vertices which satisfies (i) and (ii) for all $i<n / 2$ but does not satisfy (iii).

Nash-Williams observed that Conjecture 5.1 would imply Chvátal's theorem. (Indeed, given an undirected graph $G$ satisfying the degree condition in Chvátal's theorem, obtain a digraph by replacing each undirected edge with a pair of directed edges, one in each direction. This satisfies the degree condition in Conjecture 5.1. It is also strongly connected, as it is easy to see that $G$ must be connected.) A disadvantage of Conjecture 5.6 is that it would not imply Chvátal's theorem in the same way: consider a graph $G$ which is obtained from $K_{n / 2, n / 2}$ by removing a perfect matching and adding a spanning cycle in one of the two vertex classes. The degree sequence of this $G$ satisfies the conditions of Chvátal's
theorem. However, the digraph obtained by doubling the edges of $G$ does not satisfy (iii) in Conjecture 5.6.

### 5.3 The proof of Corollary 5.5

We begin this section with a proof of Corollary 5.5.
Proof of Corollary 5.5. Our first aim is to prove the existence of a vertex $x \in V(G)$ such that $d^{+}(x)+d^{-}(x) \geq n$. Such a vertex exists if there is an index $j$ with $d_{j}^{+}+d_{n-j}^{-} \geq n$. Indeed, at least $n-j+1$ vertices of $G$ have outdegree at least $d_{j}^{+}$and at least $j+1$ vertices have indegree at least $d_{n-j}^{-}$. Thus there will be a vertex $x$ with $d^{+}(x) \geq d_{j}^{+}$and $d^{-}(x) \geq d_{n-j}^{-}$.

To prove the existence of such an index $j$, suppose first that there is an $i$ with $2 \leq i<n / 2$ and such that $d_{i-1}^{+} \geq i$ but $d_{i}^{+}=i$. Then $d_{n-i}^{-} \geq n-i$ and so $d_{i}^{+}+d_{n-i}^{-} \geq n$ as required. The same argument works if there is an $i$ with $2 \leq i<n / 2$ and such that $d_{i-1}^{-} \geq i$ but $d_{i}^{-}=i$. Suppose next that $d_{1}^{+} \leq 1$. Then $d_{n-1}^{-} \geq n-1$ and so $d_{1}^{+}=1$. Thus we can take $j:=1$. Again, the same argument works if $d_{1}^{-} \leq 1$. Thus we may assume that $d_{\lceil n / 2\rceil-1}^{+}, d_{\lceil n / 2\rceil-1}^{-} \geq\lceil n / 2\rceil$. But in this case we can take $j:=\lfloor n / 2\rfloor$.

Now let $x$ be a vertex with $d^{+}(x)+d^{-}(x) \geq n$, set $G^{\prime}:=G-x$ and $n^{\prime}:=\left|G^{\prime}\right|$. Let $d_{1, G^{\prime}}^{+}, \ldots, d_{n^{\prime}, G^{\prime}}^{+}$and $d_{1, G^{\prime}}^{-}, \ldots, d_{n^{\prime}, G^{\prime}}^{-}$denote the out- and the indegree sequences of $G^{\prime}$. Given some $i \leq n^{\prime}$ and $s>0$, if $d_{i}^{+} \geq s$ then at least $n+1-i$ vertices in $G$ have outdegree at least $s$. Thus at least $n-i=n^{\prime}+1-i$ vertices in $G^{\prime}$ have outdegree at least $s-1$ and so $d_{i, G^{\prime}}^{+} \geq s-1$. Thus for all $i<n / 2$ the degree sequences of $G^{\prime}$ satisfy

- $d_{i, G^{\prime}}^{+} \geq i+\eta n-1$ or $d_{n-i-\eta n, G^{\prime}}^{-} \geq n-i-1$,
- $d_{i, G^{\prime}}^{-} \geq i+\eta n-1$ or $d_{n-i-\eta n, G^{\prime}}^{+} \geq n-i-1$
and so
- $d_{i, G^{\prime}}^{+} \geq i+\eta n^{\prime} / 2$ or $d_{n^{\prime}-i-\eta n^{\prime} / 2, G^{\prime}}^{-} \geq n^{\prime}-i$,
- $d_{i, G^{\prime}}^{-} \geq i+\eta n^{\prime} / 2$ or $d_{n^{\prime}-i-\eta n^{\prime} / 2, G^{\prime}}^{+} \geq n^{\prime}-i$.

Hence we can apply Theorem 5.2 with $\eta$ replaced by $\eta / 2$ to obtain a Hamilton cycle $C=$ $x_{1} \ldots x_{n^{\prime}}$ in $G^{\prime}$. We now apply the same trick as in [2] to obtain a cycle (through $x$ ) in $G$ of the desired length, $t$ say (where $2 \leq t \leq n$ ): Since $d_{G}^{+}(x)+d_{G}^{-}(x) \geq n>n^{\prime}$ there exists an $i$ such that $x_{i} \in N_{G}^{+}(x)$ and $x_{i+t-2} \in N_{G}^{-}(x)$ (where we take the indices modulo $n^{\prime}$ ). But then $x x_{i} \ldots x_{i+t-2} x$ is the required cycle of length $t$.

Note that the proof of Corollary 5.5 shows that if Conjecture 5.1 holds and $G$ is a strongly 2-connected digraph with

- $d_{i}^{+} \geq i+2$ or $d_{n-i-1}^{-} \geq n-i$,
- $d_{i}^{-} \geq i+2$ or $d_{n-i-1}^{+} \geq n-i$
for all $i<n / 2$ then $G$ is pancyclic.
The next result implies that we cannot replace pancyclicity with vertex-pancyclicity in Corollary 5.5.

Proposition 5.7 Given any $k \geq 3$ there are $\eta=\eta(k)>0$ and $n_{0}=n_{0}(k)$ such that for every $n \geq n_{0}$ there exists a digraph $G$ on $n$ vertices with $d_{i}^{+}, d_{i}^{-} \geq i+\eta n$ for all $i<n / 2$, but such that some vertex of $G$ does not lie on a cycle of length less than $k$.

Proof. Let $\eta:=1 /\left(k 3^{k}\right)$ and suppose that $n$ is sufficiently large. Let $G$ be the digraph obtained from the disjoint union of $k-2$ independent sets $V_{1}, \ldots, V_{k-2}$ with $\left|V_{i}\right|=3^{i}\lceil\eta n\rceil$ and a complete digraph $K$ on $n-1-\left|V_{1} \cup \cdots \cup V_{k-2}\right|$ vertices as follows. Add a new vertex $x$ which sends an edge to all vertices in $V_{1}$ and receives an edge from all vertices in $K$. Add all possible edges from $V_{i}$ to $V_{i+1}$ (but no edges from $V_{i+1}$ to $V_{i}$ ) for each $i \leq k-3$. Finally, add all possible edges going from vertices in $K$ to other vertices and add all edges from $V_{k-2}$ to $K$. Then $d_{i}^{-} \geq|K| \geq 2 n / 3$ and $d_{i}^{+} \geq i+\eta n$ for all $i<n / 2$ with room to spare. However, if $C$ is a cycle containing $x$ then the inneighbour of $x$ on $C$ must lie in $K$. But the shortest path from $x$ to $K$ has length $k-1$ and so $|C| \geq k$, as required.

### 5.4 Degree sequences for Hamilton cycles in oriented graphs

In Section 5.1 we mentioned Ghouila-Houri's theorem which gives a bound on the minimum semidegree of a digraph $G$ guaranteeing a Hamilton cycle. A natural question raised by Thomassen [88] is that of determining the minimum semidegree which ensures a Hamilton cycle in an oriented graph. Häggkvist [31] conjectured that every oriented graph $G$ of order $n \geq 3$ with $\delta^{0}(G) \geq(3 n-4) / 8$ contains a Hamilton cycle. The bound on the minimum semidegree would be best possible. Keevash, Kühn and Osthus [41] confirmed this conjecture for sufficiently large oriented graphs.

Pósa's theorem implies the existence of a Hamilton cycle in a graph $G$ even if $G$ contains a significant number of vertices of degree much less than $n / 2$, i.e. of degree much less than the minimum degree required to force a Hamilton cycle. In particular, Pósa's theorem is much stronger than Dirac's theorem. In the same sense, Conjecture 5.3 would be much stronger than Ghouila-Houri's theorem. The following proposition implies that we cannot strengthen Häggkvist's conjecture in this way: there are non-Hamiltonian oriented graphs which contain just a bounded number of vertices whose semidegree is (only slightly) smaller than $3 n / 8$. To state this proposition we need to introduce the notion of dominating sequences: Given sequences $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ of numbers we say that $y_{1}, \ldots, y_{n}$ dominates $x_{1}, \ldots, x_{n}$ if $x_{i} \leq y_{i}$ for all $1 \leq i \leq n$.

Proposition 5.8 For every $0<\alpha<3 / 8$, there is an integer $c=c(\alpha)$ and infinitely many oriented graphs $G$ whose in- and outdegree sequences both dominate

$$
\underbrace{\alpha|G|, \ldots, \alpha|G|}_{c \text { times }}, 3|G| / 8, \ldots, 3|G| / 8
$$

but such that $G$ does not contain a Hamilton cycle.
Proof. Define $c:=4 t$ where $t \in \mathbb{N}$ is chosen such that $3-1 / t>8 \alpha$. Let $n$ be sufficiently large and such that $8 t$ divides $n$ and define vertex sets $A, B, C, D$ and $E$ of sizes $n / 4, n / 8, n / 8-1, n / 4+1$ and $n / 4$ respectively.

Let $G$ be the oriented graph obtained from the disjoint union of $A, B, C, D$ and $E$ by
defining the following edges: $G$ contains all possible edges from $A$ to $B, B$ to $C, C$ to $D, A$ to $C, B$ to $D$ and $D$ to $A$. $E$ sends out all possible edges to $A$ and $B$ and receives all possible edges from $C$ and $D . B$ and $C$ both induce tournaments that are as regular as possible (see Figure 5.2). So certainly $d_{G}^{+}(x), d_{G}^{-}(x) \geq 3 n / 8$ for all $x \in B \cup C \cup E$. Furthermore,


Figure 5.2: The oriented graph $G$ in Proposition 5.8
currently, $d_{G}^{+}(a)=n / 4-1, d_{G}^{-}(a)=n / 2+1, d_{G}^{+}(d)=n / 2$ and $d_{G}^{-}(d)=n / 4-1$ for all $a \in A$ and all $d \in D$.

Partition $A$ into $A^{\prime}$ and $A^{\prime \prime}$ where $\left|A^{\prime \prime}\right|=c$ and thus $\left|A^{\prime}\right|=n / 4-c$. Write $A^{\prime}=$ : $\left\{x_{1}, x_{2}, \ldots, x_{n / 8-c / 2}, y_{1}, y_{2}, \ldots, y_{n / 8-c / 2}\right\}$ and $A^{\prime \prime}=:\left\{z_{1}, \ldots, z_{2 t}, w_{1}, \ldots, w_{2 t}\right\}$. Let $A^{\prime}$ induce a tournament that is as regular as possible. In particular, every vertex in $A^{\prime}$ sends out at least $n / 8-c / 2-1$ edges to other vertices in $A^{\prime}$. We define the edges between $A^{\prime}$ and $A^{\prime \prime}$ as follows: Add the edges $x_{i} z_{j}, y_{i} w_{j}$ to $G$ for all $1 \leq i \leq n / 8-c / 2$ and $1 \leq j \leq 2 t$. Note that we can partition both $\left\{x_{1}, \ldots, x_{n / 8-c / 2}\right\}$ and $\left\{y_{1}, \ldots, y_{n / 8-c / 2}\right\}$ into $t$ sets of size $s:=n /(2 c)-2$. For each $0 \leq i \leq t-1$ add all possible edges from $\left\{x_{s i+1}, \ldots, x_{s(i+1)}\right\}$ to $\left\{w_{2 i+1}, w_{2 i+2}\right\}$ and from $\left\{y_{s i+1}, \ldots, y_{s(i+1)}\right\}$ to $\left\{z_{2 i+1}, z_{2 i+2}\right\}$. If $a^{\prime} \in A^{\prime}$ and $a^{\prime \prime} \in A^{\prime \prime}$ are such that the edge $a^{\prime} a^{\prime \prime}$ has not been included into $G$ so far then add the edge $a^{\prime \prime} a^{\prime}$ to $G$. Thus, $d_{G}^{+}\left(a^{\prime}\right) \geq(n / 4-1)+(n / 8-c / 2-1)+c / 2+2=3 n / 8$ for all $a^{\prime} \in A^{\prime}$ and

$$
d_{G}^{+}\left(a^{\prime \prime}\right) \geq(n / 4-1)+(n / 8-c / 2-s)=3 n / 8-c / 2-n /(2 c)+1 \geq \alpha n
$$

for all $a^{\prime \prime} \in A^{\prime \prime}$.
Partitioning $D$ into $D^{\prime}$ and $D^{\prime \prime}$ (where $\left|D^{\prime \prime}\right|=c$ ) and defining edges inside $D$ in a similar
fashion to those inside $A$, we can ensure that $d_{G}^{-}\left(d^{\prime}\right) \geq 3 n / 8$ for all $d^{\prime} \in D^{\prime}$ and $d_{G}^{-}\left(d^{\prime \prime}\right) \geq \alpha n$ for all $d^{\prime \prime} \in D^{\prime \prime}$. So indeed $G$ has the desired degree sequences.
$E$ is an independent set, so if $G$ contains a Hamilton cycle $H$ then the inneighbour of each vertex in $E$ on $H$ must lie in $C \cup D$ while its outneighbour lies in $A \cup B$. So $H$ contains at least $|E|=n / 4$ disjoint edges going from $A \cup B$ to $C \cup D$. However, all such edges in $G$ have at least one endvertex in $B \cup C$. So there are at most $|B|+|C|=n / 4-1<|E|$ such disjoint edges in $G$. Thus $G$ does not contain a Hamilton cycle (in fact, $G$ does not contain a 1-factor).

### 5.5 Expansion and robustness in digraphs

Given $0<\nu \leq \tau<1$, we call a digraph $G$ a $(\nu, \tau)$-outexpander if $\left|N^{+}(S)\right| \geq|S|+\nu|G|$ for all $S \subseteq V(G)$ with $\tau|G|<|S|<(1-\tau)|G|$. The main tool in the proof of Theorem 5.2 is the following result from [41].

Lemma 5.9 Let $M^{\prime}, n_{0}$ be positive integers and let $\varepsilon, d, \eta, \nu, \tau$ be positive constants such that $1 / n_{0} \ll 1 / M^{\prime} \ll \varepsilon \ll d \ll \nu \leq \tau \ll \eta<1$. Let $G$ be an oriented graph on $n \geq n_{0}$ vertices such that $\delta^{0}(G) \geq 2 \eta n$. Let $R$ be the reduced digraph of $G$ with parameters $\varepsilon$, $d$ and $M^{\prime}$. Suppose that there exists a spanning oriented subgraph $R^{*}$ of $R$ with $\delta^{0}\left(R^{*}\right) \geq \eta\left|R^{*}\right|$ which is a $(\nu, \tau)$-outexpander. Then $G$ contains a Hamilton cycle.

Our next aim is to show that any digraph $G$ as in Theorem 5.2 is an outexpander. In fact, we will show that even the 'robust outneighbourhood' of any set $S \subseteq V(G)$ of reasonable size is significantly larger than $S$. More precisely, let $0<\nu \leq \tau<1$. Given any digraph $G$ and $S \subseteq V(G)$, the $\nu$-robust outneighbourhood $R N_{\nu, G}^{+}(S)$ of $S$ is the set of all those vertices $x$ of $G$ which have at least $\nu|G|$ inneighbours in $S . G$ is called a robust $(\nu, \tau)$-outexpander if $\left|R N_{\nu, G}^{+}(S)\right| \geq|S|+\nu|G|$ for all $S \subseteq V(G)$ with $\tau|G|<|S|<(1-\tau)|G|$.

Lemma 5.10 Let $n_{0}$ be a positive integer and $\tau, \eta$ be positive constants such that $1 / n_{0} \ll$ $\tau \ll \eta<1$. Let $G$ be a digraph on $n \geq n_{0}$ vertices with
(i) $d_{i}^{+} \geq i+\eta n$ or $d_{n-i-\eta n}^{-} \geq n-i$,
(ii) $d_{i}^{-} \geq i+\eta n$ or $d_{n-i-\eta n}^{+} \geq n-i$
for all $i<n / 2$. Then $\delta^{0}(G) \geq \eta n$ and $G$ is a robust $\left(\tau^{2}, \tau\right)$-outexpander.
Proof. Clearly, if $d_{1}^{+} \geq 1+\eta n$ then $\delta^{+}(G) \geq \eta n$. If $d_{1}^{+}<1+\eta n$ then (i) implies that $d_{n-1-\eta n}^{-} \geq n-1$. Thus $G$ has at least $\eta n+1$ vertices of indegree $n-1$ and so $\delta^{+}(G) \geq \eta n$. It follows similarly that $\delta^{-}(G) \geq \eta n$.

Consider any non-empty set $S \subseteq V(G)$ with $\tau n<|S|<(1-\tau) n$ and $|S| \neq n / 2+\lfloor\tau n\rfloor$. Let us first deal with the case when $d_{|S|-\lfloor\tau n\rfloor}^{+} \geq|S|-\lfloor\tau n\rfloor+\eta n \geq|S|+\eta n / 2$. Then $S$ contains a set $X$ of $\lfloor\tau n\rfloor$ vertices, each having outdegree at least $|S|+\eta n / 2$. Let $Y$ be the set of all those vertices of $G$ that have at least $\tau^{2} n$ inneighbours in $X$. Then

$$
|X|(|S|+\eta n / 2) \leq|Y||X|+(n-|Y|) \tau^{2} n \leq|Y||X|+\tau^{2} n^{2}
$$

and so $\left|R N_{\tau^{2}, G}^{+}(S)\right| \geq|Y| \geq|S|+2 \tau^{2} n$.
So suppose next that $d_{|S|-\lfloor\tau n\rfloor}^{+}<|S|-\lfloor\tau n\rfloor+\eta n$. Since $\delta^{-}(G) \geq \eta n$ we may assume that $|S| \leq\left(1-\eta+\tau^{2}\right) n<n-1-\eta n+\lfloor\tau n\rfloor$ (otherwise $R N_{\tau^{2}, G}^{+}(S)=V(G)$ and we are done). Thus

$$
d_{n-|S|+\lfloor\tau n\rfloor-\eta n}^{-} \geq n-|S|+\lfloor\tau n\rfloor \geq n-|S|+\tau^{2} n
$$

by (i) and (ii). (Here we use that $|S| \neq n / 2+\lfloor\tau n\rfloor$.)
So $G$ contains at least $|S|-\lfloor\tau n\rfloor+\eta n \geq|S|+\eta n / 2$ vertices $x$ of indegree at least $n-|S|+\tau^{2} n$. If $\left|R N_{\tau^{2}, G}^{+}(S)\right|<|S|+2 \tau^{2} n$ then $V(G) \backslash R N_{\tau^{2}, G}^{+}(S)$ contains such a vertex $x$. But then $x$ has at least $\tau^{2} n$ neighbours in $S$, i.e. $x \in R N_{\tau^{2}, G}^{+}(S)$, a contradiction.

If $|S|=n / 2+\lfloor\tau n\rfloor$ then considering the outneighbourhood of a subset of $S$ of size $|S|-1$ shows that $\left|R N_{\tau^{2}, G}^{+}(S)\right| \geq|S|-1+2 \tau^{2} n \geq|S|+\tau^{2} n$.

The next result implies that the property of a digraph $G$ being a robust outexpander is 'inherited' by the reduced digraph of $G$. For this (and for Lemma 5.12) we need that $G$ is a robust outexpander, rather than just an outexpander.

Lemma 5.11 Let $M^{\prime}, n_{0}$ be positive integers and let $\varepsilon, d, \eta, \nu, \tau$ be positive constants such that $1 / n_{0} \ll \varepsilon \ll d \ll \nu, \tau, \eta<1$ and such that $M^{\prime} \ll n_{0}$. Let $G$ be a digraph on $n \geq n_{0}$
vertices with $\delta^{0}(G) \geq \eta n$ and such that $G$ is a robust $(\nu, \tau)$-outexpander. Let $R$ be the reduced digraph of $G$ with parameters $\varepsilon, d$ and $M^{\prime}$. Then $\delta^{0}(R) \geq \eta|R| / 2$ and $R$ is a robust $(\nu / 2,2 \tau)$-outexpander.

Proof. Let $G^{\prime}$ denote the pure digraph, $L:=|R|$, let $V_{1}, \ldots, V_{L}$ be the clusters of $G$ (i.e. the vertices of $R)$ and $V_{0}$ the exceptional set. Let $m:=\left|V_{1}\right|=\cdots=\left|V_{L}\right|$. Then

$$
\delta^{0}(R) \geq\left(\delta^{0}\left(G^{\prime}\right)-\left|V_{0}\right|\right) / m \geq\left(\delta^{0}(G)-(d+2 \varepsilon) n\right) / m \geq \eta L / 2 .
$$

Consider any $S \subseteq V(R)$ with $2 \tau L \leq|S| \leq(1-2 \tau) L$. Let $S^{\prime}$ be the union of all the clusters belonging to $S$. Then $\tau n \leq\left|S^{\prime}\right| \leq(1-2 \tau) n$. Since $\left|N_{G^{\prime}}^{-}(x) \cap S^{\prime}\right| \geq\left|N_{G}^{-}(x) \cap S^{\prime}\right|-$ $(d+\varepsilon) n \geq \nu n / 2$ for every $x \in R N_{\nu, G}^{+}\left(S^{\prime}\right)$ this implies that

$$
\left|R N_{\nu / 2, G^{\prime}}^{+}\left(S^{\prime}\right)\right| \geq\left|R N_{\nu, G}^{+}\left(S^{\prime}\right)\right| \geq\left|S^{\prime}\right|+\nu n \geq|S| m+\nu m L .
$$

However, in $G^{\prime}$ every vertex $x \in R N_{\nu / 2, G^{\prime}}^{+}\left(S^{\prime}\right) \backslash V_{0}$ receives edges from vertices in at least $\left|N_{G^{\prime}}^{-}(x) \cap S^{\prime}\right| / m \geq(\nu n / 2) / m \geq \nu L / 2$ clusters $V_{i} \in S$. Thus by the final property of the partition in Lemma 2.7 the cluster $V_{j}$ containing $x$ is an outneighbour of each such $V_{i}($ in $R)$. Hence $V_{j} \in R N_{\nu / 2, R}^{+}(S)$. This in turn implies that

$$
\left|R N_{\nu / 2, R}^{+}(S)\right| \geq\left(\left|R N_{\nu / 2, G^{\prime}}^{+}\left(S^{\prime}\right)\right|-\left|V_{0}\right|\right) / m \geq|S|+\nu L / 2,
$$

as required.
The strategy of the proof of Theorem 5.2 is as follows. By Lemma 5.10 our given digraph $G$ is a robust outexpander and by Lemma 5.11 this also holds for the reduced digraph $R$ of $G$. The next result gives us a spanning oriented subgraph $R^{*}$ of $R$ which is still an outexpander. The somewhat technical property concerning the subdigraph $H \subseteq R$ in Lemma 5.12 will be used to guarantee an oriented subgraph $G^{*}$ of $G$ which has linear minimum semidegree and such that $R^{*}$ is a reduced digraph of $G^{*}$. ( $G^{*}$ will be obtained from the spanning subgraph of the pure digraph $G^{\prime}$ which corresponds to $R^{*}$ by modifying the neighbourhoods of a small number of vertices.) Finally, we will apply Lemma 5.9
with $R^{*}$ playing the role of both $R$ and $R^{*}$ and $G^{*}$ playing the role of $G$ to find a Hamilton cycle in $G^{*}$ and thus in $G$.

Lemma 5.12 Given positive constants $\nu \leq \tau \leq \eta$, there exists a positive integer $n_{0}$ such that the following holds. Let $R$ be a digraph on $n \geq n_{0}$ vertices which is a robust $(\nu, \tau)$ outexpander. Let $H$ be a spanning subdigraph of $R$ with $\delta^{0}(H) \geq \eta n$. Then $R$ has a spanning oriented subgraph $R^{*}$ which is a robust $(\nu / 12, \tau)$-outexpander and such that $\delta^{0}\left(R^{*} \cap H\right) \geq$ $\eta n / 4$.

Proof. Consider a random spanning oriented subgraph $R^{*}$ of $R$ obtained by deleting one of the edges $x y, y x$ (each with probability $1 / 2$ ) for every pair $x, y \in V(R)$ for which $x y, y x \in$ $E(R)$, independently from all other such pairs. Given a vertex $x$ of $R$, we write $N_{R}^{ \pm}(x)$ for the set of all those vertices of $R$ which are both out- and inneighbours of $x$ and define $N_{H}^{ \pm}(x)$ similarly. Let $H^{*}:=H \cap R^{*}$. Clearly, $d_{H^{*}}^{+}(x), d_{H^{*}}^{-}(x) \geq \eta n / 4$ if $\left|N_{H}^{ \pm}(x)\right| \leq 3 \eta n / 4$. So suppose that $\left|N_{H}^{ \pm}(x)\right| \geq 3 \eta n / 4$. Let $X:=\left|N_{H}^{ \pm}(x) \cap N_{H^{*}}^{+}(x)\right|$. Then $\mathbb{E} X \geq 3 \eta n / 8$ and so a standard Chernoff estimate (see e.g. [4, Cor. A.14]) implies that

$$
\mathbb{P}\left(d_{H^{*}}^{+}(x)<\eta n / 4\right) \leq \mathbb{P}(X<\eta n / 4) \leq \mathbb{P}(X<2 \mathbb{E} X / 3)<2 \mathrm{e}^{-c \mathbb{E} X} \leq 2 \mathrm{e}^{-3 c \eta n / 8},
$$

where $c$ is an absolute constant (i.e. it does not depend on $\nu, \tau$ or $\eta$ ). Similarly it follows that $\mathbb{P}\left(d_{H^{*}}^{-}(x)<\eta n / 4\right) \leq 2 \mathrm{e}^{-3 c \eta n / 8}$.

Consider any set $S \subseteq V\left(R^{*}\right)=V(R)$. Let $E R N_{\nu / 3, R}^{+}(S):=R N_{\nu / 3, R}^{+}(S) \backslash S$ and define $E R N_{\nu / 12, R^{*}}^{+}(S)$ similarly. We say that $S$ is good if all but at most $\nu n / 6$ vertices in $E R N_{\nu / 3, R}^{+}(S)$ are contained in $E R N_{\nu / 12, R^{*}}^{+}(S)$. Our next aim is to show that

$$
\begin{equation*}
\mathbb{P}(S \text { is not good }) \leq \mathrm{e}^{-n} \text {. } \tag{5.1}
\end{equation*}
$$

To prove (5.1), write $E R N_{R}^{ \pm}(S)$ for the set of all those vertices $x \in E R N_{\nu / 3, R}^{+}(S)$ for which $\left|N_{R}^{ \pm}(x) \cap S\right| \geq \nu n / 4$. Note that every vertex in $E R N_{\nu / 3, R}^{+}(S) \backslash E R N_{R}^{ \pm}(S)$ will automatically lie in $E R N_{\nu / 12, R^{*}}^{+}(S)$. We say that a vertex $x \in E R N_{R}^{ \pm}(S)$ fails if $x \notin E R N_{\nu / 12, R^{*}}^{+}(S)$. The expected size of $N_{R^{*}}^{-}(x) \cap N_{R}^{ \pm}(x) \cap S$ is at least $\nu n / 8$. So as before, a Chernoff estimate
gives

$$
\mathbb{P}(x \text { fails }) \leq \mathbb{P}\left(\left|N_{R^{*}}^{-}(x) \cap N_{R}^{ \pm}(x) \cap S\right|<\nu n / 12\right) \leq 2 \mathrm{e}^{-c \nu n / 8}=: p
$$

Let $Y$ be the number of all those vertices $x \in E R N_{R}^{ \pm}(S)$ which fail. Then $\mathbb{E} Y \leq p\left|E R N_{R}^{ \pm}(S)\right| \leq$ $p n$. Note that the failure of distinct vertices is independent (which is the reason we are only considering vertices in the external neighbourhood of $S$ ). So we can apply the following Chernoff estimate (see e.g. [4, Theorem A.12]): If $C \geq \mathrm{e}^{2}$ we have

$$
\mathbb{P}(Y \geq C \mathbb{E} Y) \leq \mathrm{e}^{(C-C \ln C) \mathbb{E} Y} \leq \mathrm{e}^{-C(\ln C) \mathbb{E} Y / 2}
$$

Setting $C:=\nu n /(6 \mathbb{E} Y) \geq \nu /(6 p)$ this gives

$$
\begin{aligned}
\mathbb{P}(S \text { is not good }) & =\mathbb{P}(Y>\nu n / 6)=\mathbb{P}(Y>C \mathbb{E} Y) \leq \mathrm{e}^{-C(\ln C) \mathbb{E} Y / 2}=\mathrm{e}^{-\nu n(\ln C) / 12} \\
& \leq \mathrm{e}^{-n}
\end{aligned}
$$

(The last inequality follows since $p \ll \nu$ if $n$ is sufficiently large.) This completes the proof of (5.1).

Since $4 n \mathrm{e}^{-3 c \eta n / 8}+2^{n} \mathrm{e}^{-n}<1$ (if $n$ is sufficiently large) this implies that there is an outcome for $R^{*}$ such that $\delta^{0}\left(R^{*} \cap H\right) \geq \eta n / 4$ and such that every set $S \subseteq V(R)$ is good. We will now show that the latter property implies that such an $R^{*}$ is a robust $(\nu / 12, \tau)$ outexpander. So consider any set $S \subseteq V(R)$ with $\tau n<|S|<(1-\tau) n$. Let $E N:=$ $E R N_{\nu, R}^{+}(S)$ and $N:=R N_{\nu, R}^{+}(S) \cap S$. So $E N \cup N=R N_{\nu, R}^{+}(S)$. Since $S$ is good and $E N \subseteq E R N_{\nu / 3, R}^{+}(S)$ all but at most $\nu n / 6$ vertices in $E N$ are contained in $E R N_{\nu / 12, R^{*}}^{+}(S) \subseteq$ $R N_{\nu / 12, R^{*}}^{+}(S)$.

Now consider any partition of $S$ into $S_{1}$ and $S_{2}$ such that every vertex $x \in N$ satisfies $\left|N_{R}^{-}(x) \cap S_{i}\right| \geq \nu n / 3$ for $i=1,2$. (The existence of such a partition follows by considering a random partition.) Then $S_{1} \cap N \subseteq E R N_{\nu / 3, R}^{+}\left(S_{2}\right)$. But since $S_{2}$ is good this implies that all but at most $\nu n / 6$ vertices in $S_{1} \cap N$ are contained in $E R N_{\nu / 12, R^{*}}^{+}\left(S_{2}\right) \subseteq R N_{\nu / 12, R^{*}}^{+}(S)$. Similarly, since $S_{1}$ is good, all but at most $\nu n / 6$ vertices in $S_{2} \cap N$ are contained in
$E R N_{\nu / 12, R^{*}}^{+}\left(S_{1}\right) \subseteq R N_{\nu / 12, R^{*}}^{+}(S)$. Altogether this shows that

$$
\left|R N_{\nu / 12, R^{*}}^{+}(S)\right| \geq\left|E N \cup\left(S_{1} \cap N\right) \cup\left(S_{2} \cap N\right)\right|-\frac{3 \nu n}{6}=\left|R N_{\nu, R}^{+}(S)\right|-\frac{\nu n}{2} \geq|S|+\frac{\nu n}{2}
$$

as required.

### 5.6 Proof of Theorem 5.2

As indicated in Section 5.1, instead of proving Theorem 5.2 directly, we will prove the following stronger result. It immediately implies Theorem 5.2 since by Lemma 5.10 any digraph $G$ as in Theorem 5.2 is a robust outexpander and satisfies $\delta^{0}(G) \geq \eta n$.

Theorem 5.13 Let $n_{0}$ be a positive integer and $\nu, \tau, \eta$ be positive constants such that $1 / n_{0} \ll \nu \leq \tau \ll \eta<1$. Let $G$ be a digraph on $n \geq n_{0}$ vertices with $\delta^{0}(G) \geq \eta n$ which is a robust $(\nu, \tau)$-outexpander. Then $G$ contains a Hamilton cycle.

Proof. Pick a positive integer $M^{\prime}$ and additional constants $\varepsilon, d$ such that $1 / n_{0} \ll 1 / M^{\prime} \ll$ $\varepsilon \ll d \ll \nu$. Apply the Regularity lemma (Lemma 2.7) with parameters $\varepsilon, d$ and $M^{\prime}$ to $G$ to obtain clusters $V_{1}, \ldots, V_{L}$, an exceptional set $V_{0}$ and a pure digraph $G^{\prime}$. Then $\delta^{0}\left(G^{\prime}\right) \geq(\eta-(d+\varepsilon)) n$ by Lemma 2.7. Let $R$ be the reduced digraph of $G$ with parameters $\varepsilon, d$ and $M^{\prime}$. Lemma 5.11 implies that $\delta^{0}(R) \geq \eta L / 2$ and that $R$ is a robust $(\nu / 2,2 \tau)$ outexpander.

Let $H$ be the spanning subdigraph of $R$ in which $V_{i} V_{j}$ is an edge if $V_{i} V_{j} \in E(R)$ and the density $d_{G^{\prime}}\left(V_{i}, V_{j}\right)$ of the oriented subgraph $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ of $G^{\prime}$ is at least $\eta / 4$. We will now give a lower bound on $\delta^{+}(H)$. So consider any cluster $V_{i}$ and let $m:=\left|V_{i}\right|$. Writing $e_{G^{\prime}}\left(V_{i}, V(G) \backslash V_{0}\right)$ for the number of all edges from $V_{i}$ to $V(G) \backslash V_{0}$ in $G^{\prime}$, we have

$$
\sum_{V_{j} \in N_{R}^{+}\left(V_{i}\right)} d_{G^{\prime}}\left(V_{i}, V_{j}\right) m^{2}=e_{G^{\prime}}\left(V_{i}, V(G) \backslash V_{0}\right) \geq \delta^{0}\left(G^{\prime}\right) m-\left|V_{0}\right| m \geq(\eta-2 d) n m .
$$

It is easy to see that this implies that there are at least $\eta L / 4$ outneighbours $V_{j}$ of $V_{i}$ in $R$ such that $d_{G^{\prime}}\left(V_{i}, V_{j}\right) \geq \eta / 4$. But each such $V_{j}$ is an outneighbour of $V_{i}$ in $H$ and so
$\delta^{+}(H) \geq \eta L / 4$. It follows similarly that $\delta^{-}(H) \geq \eta L / 4$. We now apply Lemma 5.12 to find a spanning oriented subgraph $R^{*}$ of $R$ which is a (robust) ( $\left.\nu / 24,2 \tau\right)$-outexpander and such that $\delta^{0}\left(R^{*} \cap H\right) \geq \eta L / 16$. Let $H^{*}:=H \cap R^{*}$.

Our next aim is to modify the pure digraph $G^{\prime}$ into a spanning oriented subgraph of $G$ having minimum semidegree at least $\eta^{2} n / 100$. Let $G^{*}$ be the spanning subgraph of $G^{\prime}$ which corresponds to $R^{*}$. So $G^{*}$ is obtained from $G^{\prime}$ by deleting all those edges $x y$ that join some cluster $V_{i}$ to some cluster $V_{j}$ with $V_{i} V_{j} \in E(R) \backslash E\left(R^{*}\right)$. Note that $G^{*}-V_{0}$ is an oriented graph. However, some vertices of $G^{*}-V_{0}$ may have small degrees. We will show that there are only a few such vertices and we will add them to $V_{0}$ in order to achieve that the outand indegrees of all the vertices outside $V_{0}$ are large. So consider any cluster $V_{i}$. For any cluster $V_{j} \in N_{H^{*}}^{+}\left(V_{i}\right)$ at most $\varepsilon m$ vertices in $V_{i}$ have less than $\left(d_{G^{\prime}}\left(V_{i}, V_{j}\right)-\varepsilon\right) m \geq \eta m / 5$ outneighbours in $V_{j}$ (in the digraph $G^{\prime}$ ). Call all these vertices of $V_{i}$ useless for $V_{j}$. Thus on average any vertex of $V_{i}$ is useless for at most $\varepsilon\left|N_{H^{*}}^{+}\left(V_{i}\right)\right|$ clusters $V_{j} \in N_{H^{*}}^{+}\left(V_{i}\right)$. This implies that at most $\sqrt{\varepsilon} m$ vertices in $V_{i}$ are useless for more than $\sqrt{\varepsilon}\left|N_{H^{*}}^{+}\left(V_{i}\right)\right|$ clusters $V_{j} \in N_{H^{*}}^{+}\left(V_{i}\right)$. Let $U_{i}^{+} \subseteq V_{i}$ be a set of size $\sqrt{\varepsilon} m$ which consists of all these vertices and some extra vertices from $V_{i}$ if necessary. Similarly, we can choose a set $U_{i}^{-} \subseteq V_{i} \backslash U_{i}^{+}$of size $\sqrt{\varepsilon} m$ such that for every vertex $x \in V_{i} \backslash U_{i}^{-}$there are at most $\sqrt{\varepsilon}\left|N_{H^{*}}^{-}\left(V_{i}\right)\right|$ clusters $V_{j} \in N_{H^{*}}^{-}\left(V_{i}\right)$ such that $x$ has less than $\eta m / 5$ inneighbours in $V_{j}$. For each $i=1, \ldots, L$ remove all the vertices in $U_{i}^{+} \cup U_{i}^{-}$and add them to $V_{0}$. We still denote the subclusters obtained in this way by $V_{1}, \ldots, V_{L}$ and the exceptional set by $V_{0}$. Thus we now have that $\left|V_{0}\right| \leq 3 \sqrt{\varepsilon} n$. Moreover,

$$
\delta^{0}\left(G^{*}-V_{0}\right) \geq \frac{\eta m}{5}(1-\sqrt{\varepsilon}) \delta^{0}\left(H^{*}\right)-\left|V_{0}\right| \geq \frac{\eta m}{5} \frac{\eta L}{17}-3 \sqrt{\varepsilon} n \geq \frac{\eta^{2} n}{100} .
$$

We now modify $G^{*}$ by altering the neighbours of the exceptional vertices: For every $x \in V_{0}$ we select a set of $\eta n / 2$ outneighbours of $x$ in $G$ and a set of $\eta n / 2$ inneighbours such that these two sets are disjoint and add the edges between $x$ and the selected neighbours to $G^{*}$. We still denote the oriented graph thus obtained from $G^{*}$ by $G^{*}$. Then $\delta^{0}\left(G^{*}\right) \geq \eta^{2} n / 100$. Since the partition $V_{0}, V_{1}, \ldots, V_{L}$ of $V\left(G^{*}\right)$ is as described in the Regularity lemma (Lemma 2.7)
with parameters $3 \sqrt{\varepsilon}, d-\varepsilon$ and $M^{\prime}$ (where $G^{*}$ plays the role of $G^{\prime}$ and $G$ ) we can say that $R^{*}$ is a reduced digraph of $G^{*}$ with these parameters. Thus we may apply Lemma 5.9 with $R^{*}$ playing the role of both $R$ and $R^{*}$ and $G^{*}$ playing the role of $G$ to find a Hamilton cycle in $G^{*}$ and thus in $G$.

Theorem 5.13 is used as a tool in [53] to prove an approximate version of Sumner's universal tournament conjecture. The result also has an application to a conjecture of Thomassen on tournaments which will be discussed in Chapter 7.

The notion of robust expansion can also be defined in the graph setting: Let $0<\nu \leq$ $\tau<1$. Given a graph $G$ and $S \subseteq V(G)$, the $\nu$-robust neighbourhood $R N_{\nu, G}(S)$ of $S$ is the set of all those vertices $x$ of $G$ which have at least $\nu|G|$ neighbours in $S . G$ is called a robust $(\nu, \tau)$-expander if $\left|R N_{\nu, G}(S)\right| \geq|S|+\nu|G|$ for all $S \subseteq V(G)$ with $\tau|G|<|S|<(1-\tau)|G|$. We obtain the following immediate corollary of Theorem 5.13.

Corollary 5.14 Let $n_{0}$ be a positive integer and $\nu, \tau, \eta$ be positive constants such that $1 / n_{0} \ll \nu \leq \tau \ll \eta<1$. Let $G$ be a graph on $n \geq n_{0}$ vertices with $\delta(G) \geq \eta n$ which is a robust $(\nu, \tau)$-expander. Then $G$ contains a Hamilton cycle.

## Chapter 6

## Some embedding problems for ORIENTED GRAPHS

### 6.1 Powers of Hamilton cycles

A generalisation of the notion of a Hamilton cycle is that of the $r$ th power of a Hamilton cycle. Indeed, the $r$ th power of a Hamilton cycle $C$ is obtained from $C$ by adding an edge between every pair of vertices of distance at most $r$ on $C$. Seymour [84] conjectured the following strengthening of Dirac's theorem.

Conjecture 6.1 (Seymour [84]) Let $G$ be a graph on $n$ vertices. If $\delta(G) \geq \frac{r}{r+1} n$ then $G$ contains the rth power of a Hamilton cycle.

Pósa (see [25]) had earlier proposed the conjecture in the case of the square of a Hamilton cycle (that is, when $r=2$ ). Komlós, Sárközy and Szemerédi [50] proved Conjecture 6.1 for sufficiently large graphs.

The notion of the $r$ th power of a Hamilton cycle also makes sense in the digraph setting: In this case the $r$ th power of a Hamilton cycle $C$ is the digraph obtained from $C$ by adding a directed edge from $x$ to $y$ if there is a path of length at most $r$ from $x$ to $y$ on $C$. Bollobás and Häggkvist [12] proved that given any $\varepsilon>0$ and any $r \in \mathbb{N}$, all sufficiently large tournaments $T$ on $n$ vertices with $\delta^{0}(T) \geq(1 / 4+\varepsilon) n$ contain the $r$ th power of a Hamilton cycle.

One would expect that the minimum semidegree threshold that ensures a digraph contains the $r$ th power of a Hamilton cycle is the 'same' as the condition in Conjecture 6.1. But it is far less clear at first sight what to expect in the oriented case. We propose the following oriented graph analogue of Pósa's conjecture.

Conjecture 6.2 Suppose $G$ is an oriented graph on $n$ vertices such that $\delta^{0}(G) \geq 5 n / 12$. Then $G$ contains the square of a Hamilton cycle.

The following proposition shows that, if true, Conjecture 6.2 is 'best possible'.

Proposition 6.3 Let $n \in \mathbb{N}$ be divisible by 12. Then there is an oriented graph $G$ on $n$ vertices with $\delta^{0}(G)=5 n / 12-1$ which does not contain the square of a Hamilton cycle.

Proof. Let $G$ denote the oriented graph on $n$ vertices whose vertex set consists of the sets $A, B, C, D$ and $E$ where $|A|=n / 6+1,|B|=n / 6-1,|C|=n / 3$ and $|D|=|E|=n / 6$. The edge set of $G$ is obtained as follows: Add all possible edges from $A \cup B$ to $C$, from $C$ to $D \cup E$, from $D$ to $A \cup B$ and from $E$ to $A \cup D$. Let $B, C$ and $D$ all induce tournaments that are as regular as possible (so $\delta^{0}(G[B])=\delta^{0}(G[D])=n / 12-1$ and $\left.\delta^{0}(G[C])=n / 6-1\right)$. We add edges between $A$ and $B$ in such a way that every vertex in $A$ sends and receives at least $n / 12-1$ edges to and from $B$, and every vertex in $B$ sends and receives at least $n / 12$ edges to and from $A$. Similarly, we add edges between $B$ and $E$ in such a way that every vertex in $B$ sends and receives $n / 12$ edges to and from $E$, and every vertex in $E$ sends and receives at least $n / 12-1$ edges to and from $B . A$ and $E$ are both independent sets (see Figure 6.1). So $\delta^{0}(G)=5 n / 12-1$.

Assume that $G$ contains the square of a Hamilton cycle $F$. Since $|B|<|E|$, showing that $F$ must visit $B$ between any two visits of $E$ would yield a contradiction. Thus, consider any vertex $e \in E$. Its predecessor $c_{1}$ on $F$ lies in $B \cup C$, so without loss of generality we may assume that $c_{1} \in C$. The predecessor $c_{2}$ of $c_{1}$ on $F$ must lie in $N^{-}(e) \cap N^{-}\left(c_{1}\right) \subseteq B \cup C$. So without loss of generality we may assume that $c_{2} \in C$. The predecessor $c_{3}$ of $c_{2}$ on $F$ lies in $A \cup B \cup C$. Again we are done if $c_{3} \in B$, so we assume that $c_{3} \in A \cup C$. Since $F$ visits all the vertices of $G$ we must eventually arrive at a predecessor $a \in A$ whose successor
$c$ on $F$ lies in $C$. But now the predecessor of $a$ on $F$ must lie in $N^{-}(c) \cap N^{-}(a) \subseteq B$, as required.


Figure 6.1: The oriented graph $G$ from Proposition 6.3

### 6.2 Transitive triangle packings

In Chapter 3 we considered perfect $H$-packings in graphs $G$. It is also natural to consider the case when $H$ and $G$ are oriented graphs. As discussed earlier, perfect $H$-packings in graphs have been widely studied. However, far less is known in the oriented graph case. Keevash and Sudakov [42] showed that any oriented graph $G$ on $n$ vertices with $\delta^{0}(G) \geq(1 / 2-o(1)) n$ contains a packing of cyclic triangles covering all but at most 3 vertices.

It is natural to ask for the minimum semidegree of an oriented graph which ensures a perfect packing of transitive triangles $T_{3}$. Note that if 3 divides $|G|$ then a necessary condition for an oriented graph $G$ to contain a square of a Hamilton cycle is that $G$ contains a perfect packing of transitive triangles. Let $\delta(G)$ denote the minimum degree of an oriented graph $G$ (that is, the minimum number of edges incident to a vertex in $G$ ). The following proposition from [96] implies that a minimum semidegree as in Conjecture 6.2 ensures a perfect $T_{3}$-packing.

Proposition 6.4 (Yuster [96]) Suppose $G$ is an oriented graph whose order $n$ is divisible by 3. If $\delta(G) \geq 5 n / 6$ then $G$ contains a perfect $T_{3}$-packing.

Proposition 6.4 is best possible in the sense that there are oriented graphs $G$ whose order $n$ is divisible by 3 and where $\delta(G)=(5 n-3) / 6$ but which do not contain a perfect $T_{3}$-packing. (Indeed, consider the oriented graph $G$ on $6 m+3$ vertices consisting of 3 vertex sets $A, B$ and $C$ where $|A|=|B|=m+1$ and $|C|=4 m+1$, and such that $C$ induces a tournament, $A$ sends out all possible edges to $B, B$ sends out all possible edges to $C$ and $C$ sends out all possible edges to $A$. Then $G$ does not contain a perfect $T_{3}$-packing since every copy of $T_{3}$ in $G$ has at most one vertex in $A \cup B$.) We believe however that, in terms of minimum semidegree, one can improve on the bound given in Proposition 6.4.

Conjecture 6.5 Suppose $G$ is an oriented graph whose order $n$ is divisible by 3. If $\delta^{0}(G) \geq$ $7 n / 18$ then $G$ contains a perfect $T_{3}$-packing.

If true, Conjecture 6.5 would characterise the minimum semidegree which ensures an oriented graph has a perfect $T_{3}$-packing.

Proposition 6.6 Let $n \in \mathbb{N}$ be divisible by 18. Then there is an oriented graph $G$ on $n$ vertices with $\delta^{0}(G)=7 n / 18-1$ which does not contain a perfect $T_{3}$-packing.

Proof. Let $G$ denote the oriented graph on $n$ vertices whose vertex set consists of the sets $A, B, C$ and $D$ where $|A|=2 n / 9+1,|B|=|C|=2 n / 9$ and $|D|=n / 3-1$ and whose edge set is obtained as follows: Add all possible edges from $A$ to $B$, from $B$ to $C$ and from $C$ to $A$. Let $D$ induce a regular tournament. Partition $D$ into two sets $D^{\prime}$ and $D^{\prime \prime}$ of sizes $n / 6$ and $n / 6-1$ respectively. Add all possible edges from $D^{\prime}$ to $B \cup C$, from $A$ to $D^{\prime}$, from $D^{\prime \prime}$ to $A$ and from $B \cup C$ to $D^{\prime \prime}$ (see Figure 6.2). It is easy to see that $\delta^{0}(G)=7 n / 18-1$. Note that $G$ does not have a perfect $T_{3}$-packing since every copy of $T_{3}$ in $G$ must have at least one vertex in $D$.

### 6.3 Packing transitive tournaments

Let $T_{k}$ denote the transitive tournament on $k$ vertices. In light of Conjecture 6.5 we ask the following question.


Figure 6.2: The oriented graph $G$ from Proposition 6.6
Question 1 What minimum semidegree condition ensures that an oriented graph contains a perfect $T_{k}$-packing?

Recall that in the oriented graph $G$ given in Proposition 6.6 the vertex set $A \cup B \cup C$ induces an oriented graph which does not contain a copy of $T_{3}$. This is the 'reason' why $G$ does not contain a perfect $T_{3}$-packing. It would be of interest to establish whether the extremal examples, in terms of perfect $T_{k}$-packings, take a similar form. Thus, Question 1 is closely linked to the following question.

Question 2 What minimum semidegree condition ensures that an oriented graph contains a copy of $T_{k}$ ?

Valadkhan [94] has investigated this problem with respect to density conditions. It is easy to see that an oriented graph $G$ on $n$ vertices with $\delta^{0}(G)>n / 3$ contains a copy of $T_{3}$ (and the blow-up of a cyclic triangle shows that this bound is best possible).

### 6.4 Perfect packings and Ramsey numbers

The oriented tiling Ramsey number $\overrightarrow{T R}(k)$ of $k$ is the smallest integer $n$ divisible by $k$ such that any orientation of the complete graph $K_{n}$ contains a perfect $T_{k}$-packing. Erdős (see [76]) proved the existence of these numbers. The following simple result gives a bound on the minimum degree which ensures an oriented graph $G$ contains a perfect $T_{k}$-packing.

Proposition 6.7 Suppose $G$ is an oriented graph whose order $n$ is divisible by $k$ and such that $\delta(G) \geq\left(1-\frac{1}{\overline{T R}(k)}\right) n$. Then $G$ contains a perfect $T_{k}$-packing.

Sketch proof. Let $m:=\overrightarrow{T R}(k)$. Consider the case when $m$ divides $n$. By disregarding the orientations of the edges of $G$ we obtain a graph $G^{*}$ on $n$ vertices with $\delta\left(G^{*}\right) \geq\left(1-\frac{1}{m}\right) n$. The Hajnal-Szemerédi theorem [33] implies that $G^{*}$ has a perfect $K_{m}$-packing. By definition of $m$ this implies that $G$ has a perfect $T_{k}$-packing. If $n$ is not divisible by $m$, we remove a number of vertex-disjoint copies of $T_{k}$ from $G$ until $m$ divides $|G|$. We then proceed as before.

Note that $\overrightarrow{T R}(3)=6$ so Proposition 6.7 implies Proposition 6.4. In view of Proposition 6.7 it is natural to seek good upper bounds on $\overrightarrow{T R}(k)$. The oriented Ramsey number $\vec{R}(k)$ of $k$ is the smallest integer $n$ such that any orientation of $K_{n}$ contains a copy of $T_{k}$. The following proposition gives an upper bound on $\overrightarrow{T R}(k)$ in terms of oriented Ramsey numbers.

Proposition 6.8 Given any $k \in \mathbb{N}, \overrightarrow{T R}(k) \leq \vec{R}(2 k-1)+(2 k-1) \vec{R}(k)$.
Proof. We use the same trick as Caro used in [15]. Let $n$ be the largest integer divisible by $k$ such that $n \leq \vec{R}(2 k-1)+(2 k-1) \vec{R}(k)$ and $\ell$ the largest integer divisible by $k$ which satisfies $\ell \leq \vec{R}(k)$. Consider any orientation $\vec{K}$ of $K_{n}$. By definition of $n, \vec{K}$ contains $\ell$ vertex-disjoint copies of $T_{2 k-1}$. We can cover all but $\ell$ of the remaining vertices of $\vec{K}$ with vertex-disjoint copies of $T_{k}$. Each of the $\ell$ uncovered vertices $x$ are paired off with one of our copies $T_{2 k-1}^{\prime}$ of $T_{2 k-1}$. Since $x$ either sends out at least $k$ edges to $T_{2 k-1}^{\prime}$ in $\vec{K}$ or receives at least $k$ edges from $T_{2 k-1}^{\prime}$ in $\vec{K}$, we have that the oriented subgraph of $\vec{K}$ induced by $V\left(T_{2 k-1}^{\prime}\right) \cup\{x\}$ contains a perfect $T_{k}$-packing. Thus $\vec{K}$ contains a perfect $T_{k}$-packing.

The numbers $\vec{R}(k)$ are known for $k \leq 6$ (see [77, 81]). Sanchez-Flores [82] showed that $\vec{R}(7) \leq 54$ which by an induction argument implies that $\vec{R}(k) \leq 54 \cdot 2^{k-7}$ for $k \geq 7$ (this is the best known general upper bound on oriented Ramsey numbers). Note also that $\vec{R}(k) \leq R(k)$ where $R(k)$ denotes the Ramsey number of $k$.

## Chapter 7

## Hamilton decompositions of REGULAR TOURNAMENTS

### 7.1 Introduction

### 7.1.1 Kelly's conjecture

A Hamilton decomposition of a graph or digraph $G$ is a set of edge-disjoint Hamilton cycles which together cover all the edges of $G$. The topic has a long history but some of the main questions remain open. In 1892, Walecki showed that the edge set of the complete graph $K_{n}$ on $n$ vertices has a Hamilton decomposition if $n$ is odd (see e.g. [6,64] for the construction). If $n$ is even, then $n$ is not a factor of $\binom{n}{2}$, so clearly $K_{n}$ does not have such a decomposition. Walecki's result implies that a complete digraph $G$ on $n$ vertices has a Hamilton decomposition if $n$ is odd. More generally, Tillson [91] proved that a complete digraph $G$ on $n$ vertices has a Hamilton decomposition if and only if $n \neq 4,6$.

A tournament is an orientation of a complete graph. We say that a tournament is regular if every vertex has equal in- and outdegree. Thus regular tournaments contain an odd number $n$ of vertices and each vertex has in- and outdegree $(n-1) / 2$. The following beautiful conjecture of Kelly (see e.g. [8, 13, 67]), which has attracted much attention, states that every regular tournament has a Hamilton decomposition:

Conjecture 7.1 (Kelly) Every regular tournament on $n$ vertices can be decomposed into ( $n-1$ )/2 edge-disjoint Hamilton cycles.

In this chapter we prove an approximate version of Kelly's conjecture.

Theorem 7.2 For every $\eta>0$ there exists an integer $n_{0}$ so that every regular tournament on $n \geq n_{0}$ vertices contains at least $(1 / 2-\eta) n$ edge-disjoint Hamilton cycles.

Most of the previous partial results towards Kelly's conjecture have been obtained by giving bounds on the minimum semidegree of an oriented graph which guarantees a Hamilton cycle. This approach was first used by Jackson [37], who showed that every regular tournament on at least 5 vertices contains a Hamilton cycle and a Hamilton path which are edgedisjoint. Zhang [98] then showed that every such tournament contains two edge-disjoint Hamilton cycles. Improved bounds on the value of $\delta^{0}(G)$ which forces a Hamilton cycle were then found by Thomassen [89], Häggkvist [31], Häggkvist and Thomason [32] as well as Kelly, Kühn and Osthus [43]. Finally, Keevash, Kühn and Osthus [41] showed that every sufficiently large oriented graph $G$ on $n$ vertices with $\delta^{0}(G) \geq(3 n-4) / 8$ contains a Hamilton cycle. This bound on $\delta^{0}(G)$ is best possible and confirmed a conjecture of Häggkvist [31]. Note that this result implies that every sufficiently large regular tournament on $n$ vertices contains at least $n / 8$ edge-disjoint Hamilton cycles. This was the best bound so far towards Kelly's conjecture. Kelly's conjecture has also been verified for $n \leq 9$ by Alspach (see the survey [10]).

We do not prove Theorem 7.2 directly, rather we prove the following stronger result. (We say that an oriented graph $G$ on $n$ vertices is $(\alpha \pm \eta) n$-regular if $\delta^{0}(G) \geq(\alpha-\eta) n$ and $\Delta^{0}(G) \leq(\alpha+\eta) n$.)

Theorem 7.3 For every $\gamma>0$ there exist $n_{0}=n_{0}(\gamma)$ and $\eta=\eta(\gamma)>0$ such that the following holds. Suppose that $G$ is an $(\alpha \pm \eta) n$-regular oriented graph on $n \geq n_{0}$ vertices where $3 / 8+\gamma \leq \alpha<1 / 2$. Then $G$ contains at least $(\alpha-\gamma) n$ edge-disjoint Hamilton cycles.

We will prove Theorem 7.3 only for the case when $\alpha=3 / 8+\gamma$ since the general result follows immediately from this.

Theorem 7.3 is best possible in the sense that there are almost regular oriented graphs whose semidegrees are all close to $3 n / 8$ but which do not contain a Hamilton cycle. These were first found by Häggkvist [31]. However, we believe that if one requires $G$ to be
completely regular, then one can actually obtain a Hamilton decomposition of $G$. Note this would be a significant generalisation of Kelly's conjecture.

Conjecture 7.4 (Kühn, Osthus and Treglown [62]) For every $\gamma>0$ there exists $n_{0}=$ $n_{0}(\gamma)$ such that for all $n \geq n_{0}$ and all $r \geq(3 / 8+\gamma) n$ each $r$-regular oriented graph on $n$ vertices has a decomposition into Hamilton cycles.

At present we do not even have any examples to rule out the possibility that one can reduce the constant $3 / 8$ in the above conjecture:

Question 3 Is there a constant $c<3 / 8$ such that for every sufficiently large $n$ every cnregular oriented graph $G$ on $n$ vertices has a Hamilton decomposition or at least a set of edge-disjoint Hamilton cycles covering almost all edges of $G$ ?

It is clear that we cannot take $c<1 / 4$ since there are non-Hamiltonian $k$-regular oriented graphs on $n$ vertices with $k=n / 4-1 / 2$ (consider a union of two regular tournaments).

### 7.1.2 Related results and problems

Jackson [37] introduced the following bipartite version of Kelly's conjecture (both versions are also discussed e.g. in the Handbook article by Bondy [13]). A bipartite tournament is an orientation of a complete bipartite graph.

Conjecture 7.5 (Jackson [37]) Every regular bipartite tournament has a Hamilton decomposition.

An undirected version of Conjecture 7.5 was proved independently by Auerbach and Laskar [7], as well as Hetyei [36].

Kelly's conjecture has been generalised in several directions. For instance, given an oriented graph $G$, define its excess by

$$
\operatorname{ex}(G):=\sum_{v \in V(G)} \max \left\{d^{+}(v)-d^{-}(v), 0\right\}
$$

where $d^{+}(v)$ denotes the number of outneighbours of the vertex $v$, and $d^{-}(v)$ the number of its inneighbours. Pullman (see e.g. Conjecture 8.25 in [13]) conjectured that if $G$ is an
oriented graph such that $d^{+}(v)+d^{-}(v)=d$ for all vertices $v$ of $G$, where $d$ is odd, then $G$ has a decomposition into $\operatorname{ex}(G)$ directed paths. To see that this would imply Kelly's conjecture, let $G$ be the oriented graph obtained from a regular tournament by deleting a vertex. Another generalisation was made by Bang-Jensen and Yeo [9], who conjectured that every $k$-edge-connected tournament has a decomposition into $k$ spanning strong digraphs.

In [89], Thomassen also formulated the following weakening of Kelly's conjecture.
Conjecture 7.6 (Thomassen [89]) If $G$ is a regular tournament on $2 k+1$ vertices and $A$ is any set of at most $k-1$ edges of $G$, then $G-A$ has a Hamilton cycle.
([89] also contains the related conjecture that for any $\ell \geq 2$, there is an $f(\ell)$ so that every strongly $f(\ell)$-connected tournament contains $\ell$ edge-disjoint Hamilton cycles.) Recall that in Section 5.6 we proved a result on the existence of Hamilton cycles in 'robust expander digraphs' (Theorem 5.13). In Section 7.6 we use Theorem 5.13 to prove Conjecture 7.6 for large tournaments.

Further support for Kelly's conjecture was also provided by Thomassen [90], who showed that the edges of every regular tournament on $n$ vertices can be covered by $12 n$ Hamilton cycles. In [59] Kühn and Osthus observed that one can use Theorem 7.2 to reduce this to $(1 / 2+o(1)) n$ Hamilton cycles. A discussion of further recent results about Hamilton cycles in directed graphs can be found in the survey [59].

It seems likely that the techniques developed in this chapter will also be useful in solving further problems. In fact, Christofides, Kühn and Osthus [18] used similar ideas to prove approximate versions of the following two long-standing conjectures of Nash-Williams [70, 71]:

Conjecture 7.7 (Nash-Williams [70]) Let $G$ be a $2 d$-regular graph on at most $4 d+1$ vertices, where $d \geq 1$. Then $G$ has a Hamilton decomposition.

Conjecture 7.8 (Nash-Williams [71]) Let $G$ be a graph on $n$ vertices with minimum degree at least $n / 2$. Then $G$ contains $n / 8+o(n)$ edge-disjoint Hamilton cycles.
(Actually, Nash-Williams initially formulated Conjecture 7.8 with the term $n / 8$ replaced by $n / 4$, but Babai found a counterexample to this.)

Another related problem was raised by Erdős (see [89]), who asked whether almost all tournaments $G$ have at least $\delta^{0}(G)$ edge-disjoint Hamilton cycles. Note that an affirmative answer would not directly imply that Kelly's conjecture holds for almost all regular tournaments, which would of course be an interesting result in itself. There are also a number of corresponding questions for random undirected graphs (see e.g. [28]).

After giving an outline of the argument in the next section, we will give some useful results related to the Regularity lemma in Section 7.3. Section 7.4 contains statements and proofs of several auxiliary results, mostly on (almost) 1-factors in (almost) regular oriented graphs. The proof of Theorem 7.3 is given in Section 7.5.

### 7.2 Sketch of the proof of Theorem 7.3

Let $\gamma>0$ and $\alpha:=3 / 8+\gamma$. Suppose we are given an $\alpha n$-regular oriented graph $G$ on $n$ vertices and our aim is to 'almost' decompose it into Hamilton cycles. One possible approach might be the following: first remove a spanning regular oriented subgraph $H$ whose degree $\eta n$ satisfies $\eta \ll 1$. Let $G^{\prime}$ be the remaining oriented subgraph of $G$. Now consider a decomposition of $G^{\prime}$ into 1-factors $F_{1}, \ldots, F_{r}$ (which clearly exists). Next, try to transform each $F_{i}$ into a Hamilton cycle by removing some of its edges and adding some suitable edges of $H$. This is of course impossible if many of the $F_{i}$ consist of many cycles. However, an auxiliary result of Frieze and Krivelevich in [28] implies that we can 'almost' decompose $G^{\prime}$ so that each 1 -factor $F_{i}$ consists of only a few cycles.

If $H$ were a 'quasi-random' oriented graph, then (as in [28]) one could use it to successively 'merge' the cycles of each $F_{i}$ into Hamilton cycles using a 'rotation-extension' argument: delete an edge of a cycle $C$ of $F_{i}$ to obtain a path $P$ from $a$ to $b$, say. If there is an edge of $H$ from $b$ to another cycle $C^{\prime}$ of $F_{i}$, then extend $P$ to include the vertices of $C^{\prime}$ (and similarly for $a$ ). Continue until there is no such edge. Then (in $H$ ) the current endvertices of the path $P$ have many neighbours on $P$. One can use this together with the quasi-randomness of $H$ to transform $P$ into a cycle with the same vertices as $P$. Now repeat this, until we have merged all the cycles into a single (Hamilton) cycle. Of course, one has to
be careful to maintain the quasi-randomness of $H$ in carrying out this 'rotation-extension' process for the successive $F_{i}$ (the fact that $F_{i}$ contains only few cycles is important for this).

The main problem is that $G$ need not contain such a spanning 'quasi-random' subgraph $H$. So instead, in Section 7.5 . 1 we use Szemerédi's regularity lemma to decompose $G$ into quasi-random subgraphs. We then choose both our 1-factors $F_{i}$ and the graph $H$ according to the structure of this decomposition. More precisely, we apply the directed version of Szemerédi's regularity lemma (Lemma 2.7) to obtain a partition of the vertices of $G$ into a bounded number of clusters $V_{i}$ so that almost all of the bipartite subgraphs spanned by ordered pairs of clusters are quasi-random. This then yields a reduced digraph $R$, whose vertices correspond to the clusters, with an edge from one cluster $U$ to another cluster $W$ if the edges from $U$ to $W$ in $G$ form a quasi-random graph. (Note that $R$ need not be oriented.) We view $R$ as a weighted digraph whose edge weights are the densities of the corresponding ordered pair of clusters. We then obtain an unweighted multidigraph $R_{m}$ from $R$ as follows: given an edge $e$ of $R$ joining a cluster $U$ to $W$, replace it with $K=K(e)$ copies of $e$, where $K$ is approximately proportional to the density of the ordered pair $(U, W)$. It is not hard to show that $R_{m}$ is approximately regular (see Lemma 7.11). If $R_{m}$ were regular, then it would have a decomposition into 1-factors, but this assumption may not be true. However, we can show that $R_{m}$ can 'almost' be decomposed into 'almost' 1-factors. In other words, there exist edge-disjoint collections $\mathcal{F}_{1}, \ldots, \mathcal{F}_{r}$ of vertex-disjoint cycles in $R_{m}$ such that each $\mathcal{F}_{i}$ covers almost all of the clusters in $R_{m}$ (see Lemma 7.17).

Now we choose edge-disjoint oriented spanning subgraphs $C_{1}, \ldots, C_{r}$ of $G$ so that each $C_{i}$ corresponds to $\mathcal{F}_{i}$. For this, consider an edge $e$ of $R$ from $U$ to $W$ and suppose for example that $\mathcal{F}_{1}, \mathcal{F}_{2}$ and $\mathcal{F}_{8}$ are the only $\mathcal{F}_{i}$ containing copies of $e$ in $R_{m}$. Then for each edge of $G$ from $U$ to $W$ in turn, we assign it to one of $C_{1}, C_{2}$ and $C_{8}$ with equal probability. Then with high probability, each $C_{i}$ consists of bipartite quasi-random oriented graphs which together form a disjoint union of 'blown-up' cycles. Moreover, we can arrange that all the vertices have degree close to $\beta m$ (here $m$ is the cluster size and $\beta$ a small parameter which does not depend on $i$. We now remove a small proportion of the edges from $G$ (and thus from each $C_{i}$ ) to form oriented subgraphs $H_{1}^{+}, H_{1}^{-}, H_{2}, H_{3, i}, H_{4}, H_{5, i}$ of $G$, where
$1 \leq i \leq r$. Ideally, we would like to show that each $C_{i}$ can almost be decomposed into Hamilton cycles. Since the $C_{i}$ are edge-disjoint, this would yield the required result.

One obvious obstacle is that the $C_{i}$ need not be spanning subgraphs of $G$ (because of the exceptional set $V_{0}$ returned by the regularity lemma and because the $\mathcal{F}_{i}$ are not spanning). So in Section 7.5 .2 we add suitable edges between $C_{i}$ and the leftover vertices to form edge-disjoint oriented spanning subgraphs $G_{i}$ of $G$ where every vertex has degree close to $\beta m$. (The edges of $H_{1}^{-}$and $H_{1}^{+}$are used in this step.) But the distribution of the edges added in this step may be somewhat 'unbalanced', with some vertices of $C_{i}$ sending out or receiving too many of them. In fact, as discussed at the beginning of Section 7.5.4, we cannot even guarantee that $G_{i}$ has a single 1-factor. We overcome this new difficulty by adding carefully chosen further edges (from $H_{2}$ this time) to each $G_{i}$ which compensate the above imbalances.

Once these edges have been added, in Section 7.5 .5 we can use the max-flow min-cut theorem to almost decompose each $G_{i}$ into 1-factors $F_{i, j}$. (This is one of the points where we use the fact that the $C_{i}$ consist of quasi-random graphs which form a union of blown-up cycles.) Moreover, (i) the number of cycles in each of these 1-factors is not too large and (ii) most of the cycles inherit the structure of $\mathcal{F}_{i}$. More precisely, (ii) means that most vertices $u$ of $C_{i}$ have the following property: let $U$ be the cluster containing $u$ and let $U^{+}$be the successor of $U$ in $\mathcal{F}_{i}$. Then the successor $u^{+}$of $u$ in $F_{i, j}$ lies in $U^{+}$.

In Section 7.5 .6 we can use (i) and (ii) to merge the cycles of each $F_{i, j}$ into a 1-factor $F_{i, j}^{\prime}$ consisting only of a bounded number of cycles - for each cycle $\mathcal{C}$ of $\mathcal{F}_{i}$, all the vertices of $G_{i}$ which lie in clusters of $\mathcal{C}$ will lie in the same cycle of $F_{i, j}^{\prime}$. We will apply a rotationextension argument for this, where the additional edges (i.e. those not in $F_{i, j}$ ) come from $H_{3, i}$. Finally, in Section 7.5 .7 we will use the fact that $R_{m}$ contains many short paths to merge each $F_{i, j}^{\prime}$ into a single Hamilton cycle. The additional edges will come from $H_{4}$ and $H_{5, i}$ this time.

### 7.3 Notation and some results related to the Diregularity lemma

### 7.3.1 Notation

Given a multidigraph $G$, we denote by $N_{G}^{+}(x)$ the multiset of vertices where a vertex $y \in V(G)$ appears $k$ times in $N_{G}^{+}(x)$ if $G$ contains precisely $k$ edges from $x$ to $y$. Again, we have an analogous definition for $N_{G}^{-}(x)$. We will write $N^{+}(x)$ for example, if this is unambiguous. Given a vertex $x$ of a multidigraph $G$, we write $d_{G}^{+}(x):=\left|N^{+}(x)\right|$ for the outdegree of $x, d_{G}^{-}(x):=\left|N^{-}(x)\right|$ for its indegree and $d(x):=d^{+}(x)+d^{-}(x)$ for its degree. The maximum of the maximum outdegree $\Delta^{+}(G)$ and the maximum indegree $\Delta^{-}(G)$ is denoted by $\Delta^{0}(G)$. The minimum semidegree $\delta^{0}(G)$ of $G$ is the minimum of its minimum outdegree $\delta^{+}(G)$ and its minimum indegree $\delta^{-}(G)$. Throughout this chapter we will use $d_{G}^{ \pm}(x), \delta^{ \pm}(G)$ and $N_{G}^{ \pm}(x)$ as 'shorthand' notation. For example, $\delta^{ \pm}(G) \geq \delta^{ \pm}(H) / 2$ is read as $\delta^{+}(G) \geq \delta^{+}(H) / 2$ and $\delta^{-}(G) \geq \delta^{-}(H) / 2$.

A 1 -factor of a multidigraph $G$ is a collection of vertex-disjoint cycles in $G$ which together cover all the vertices of $G$. Given $A, B \subseteq V(G)$, we write $e_{G}(A, B)$ to denote the number of edges in $G$ with startpoint in $A$ and endpoint in $B$. Given a multiset $X$ and a set $Y$ we define $X \cap Y$ to be the multiset where $x$ appears as an element precisely $k$ times in $X \cap Y$ if $x \in X, x \in Y$ and $x$ appears precisely $k$ times in $X$. We write $a=b \pm \varepsilon$ for $a \in[b-\varepsilon, b+\varepsilon]$.

### 7.3.2 A Chernoff bound

We will often use the following Chernoff bound for binomial and hypergeometric distributions (see e.g. [38, Corollary 2.3 and Theorem 2.10]). Recall that the binomial random variable with parameters $(n, p)$ is the sum of $n$ independent Bernoulli variables, each taking value 1 with probability $p$ or 0 with probability $1-p$. The hypergeometric random variable $X$ with parameters ( $n, m, k$ ) is defined as follows. We let $N$ be a set of size $n$, fix $S \subseteq N$ of size $|S|=m$, pick a uniformly random $T \subseteq N$ of size $|T|=k$, then define $X=|T \cap S|$.

Note that $\mathbb{E} X=k m / n$.
Proposition 7.9 Suppose $X$ has binomial or hypergeometric distribution and $0<a<3 / 2$. Then $\mathbb{P}(|X-\mathbb{E} X| \geq a \mathbb{E} X) \leq 2 e^{-\frac{a^{2}}{3} \mathbb{E} X}$.

### 7.3.3 The Diregularity lemma

In the proof of Theorem 7.3 we will use the directed version of Szemerédi's Regularity lemma (Lemma 2.7). To prove Theorem 7.3 it will be more convenient to use the following definition of super-regularity (which is different to the definition used earlier in this thesis): Given $\varepsilon>0$ and $d \in[0,1)$ we say that $G$ is $(\varepsilon, d)$-super-regular if all sets $X \subseteq A$ and $Y \subseteq B$ with $|X| \geq \varepsilon|A|$ and $|Y| \geq \varepsilon|B|$ satisfy $d(X, Y)=d \pm \varepsilon$ and, furthermore, if $d_{G}(a)=(d \pm \varepsilon)|B|$ for all $a \in A$ and $d_{G}(b)=(d \pm \varepsilon)|A|$ for all $b \in B$.

The next result shows that we can partition the set of edges of an $\varepsilon$-(super)-regular pair into edge-disjoint subgraphs such that each of them is still (super)-regular.

Lemma 7.10 Let $0<\varepsilon \ll d_{0} \ll 1$ and suppose $K \geq 1$. Then there exists an integer $m_{0}=m_{0}\left(\varepsilon, d_{0}, K\right)$ such that for all $d \geq d_{0}$ the following holds.
(i) Suppose that $G=(A, B)$ is an $\varepsilon$-regular pair of density d where $|A|=|B|=m \geq m_{0}$. Then there are $\lfloor K\rfloor$ edge-disjoint spanning subgraphs $S_{1}, \ldots, S_{\lfloor K\rfloor}$ of $G$ such that each $S_{i}$ is $[\varepsilon, 4 \varepsilon / K]$-regular of density $(d \pm 2 \varepsilon) / K$.
(ii) If $K=2$ and $G=(A, B)$ is $(\varepsilon, d)$-super-regular with $|A|=|B|=m \geq m_{0}$. then there are two edge-disjoint spanning subgraphs $S_{1}$ and $S_{2}$ of $G$ such that each $S_{i}$ is ( $2 \varepsilon, d / 2$ )-super-regular.

Proof. We first prove (i). Suppose we have chosen $m_{0}$ sufficiently large. Initially set $E\left(S_{i}\right)=\emptyset$ for each $i=1, \ldots,\lfloor K\rfloor$. We consider each edge of $G$ in turn and add it to each $E\left(S_{i}\right)$ with probability $1 / K$, independently of all other edges of $G$. So the probability that $x y$ is added to none of the $S_{i}$ is $1-\lfloor K\rfloor / K$. Moreover, $\mathbb{E}\left(e\left(S_{i}\right)\right)=e(G) / K=d m^{2} / K$.

Given $X \subseteq A$ and $Y \subseteq B$ with $|X|,|Y| \geq \varepsilon m$ we have that $\left|d_{G}(X, Y)-d\right|<\varepsilon$. Thus

$$
\frac{1}{K}(d-\varepsilon)|X||Y|<\mathbb{E}\left(e_{S_{i}}(X, Y)\right)<\frac{1}{K}(d+\varepsilon)|X||Y|
$$

for each $i$. Proposition 7.9 for the binomial distribution implies that with high probability $(d-2 \varepsilon)|X||Y| / K<e_{S_{i}}(X, Y)<(d+2 \varepsilon)|X||Y| / K$ for each $i \leq\lfloor K\rfloor$ and every $X \subseteq A$ and $Y \subseteq B$ with $|X|,|Y| \geq \varepsilon m$. Such $S_{i}$ are as required in (i).

The proof of (ii) is similar. Indeed, as in (i) one can show that with high probability any $X \subseteq A$ and $Y \subseteq B$ with $|X|,|Y| \geq \varepsilon m$ satisfy $d_{S_{i}}(X, Y)=d / 2 \pm 2 \varepsilon$ (for $i=1,2$ ). Moreover, each vertex $a \in A$ satisfies $\mathbb{E}\left(d_{S_{i}}(a)\right)=d_{G}(a) / 2=(d \pm \varepsilon) m / 2$ (for $i=1,2$ ) and similarly for the vertices in $B$. So again Proposition 7.9 for the binomial distribution implies that with high probability $d_{S_{i}}(a)=(d / 2 \pm 2 \varepsilon) m$ for all $a \in A$ and $d_{S_{i}}(b)=(d / 2 \pm 2 \varepsilon) m$ for all $b \in B$. Altogether this shows that with high probability both $S_{1}$ and $S_{2}$ are $(2 \varepsilon, d / 2)$ -super-regular.

Suppose $0<1 / M^{\prime} \ll \varepsilon \ll \beta \ll d \ll 1$ and let $G$ be a digraph. Let $R$ and $G^{\prime}$ denote the reduced digraph and pure digraph respectively, obtained by applying Lemma 2.7 to $G$ with parameters $\varepsilon, d$ and $M^{\prime}$. For each edge $V_{i} V_{j}$ of $R$ we write $d_{i, j}$ for the density of $\left(V_{i}, V_{j}\right)_{G^{\prime}} .\left(\right.$ So $d_{i, j} \geq d$.) The reduced multidigraph $R_{m}$ of $G$ with parameters $\varepsilon, \beta, d$ and $M^{\prime}$ is obtained from $R$ by setting $V\left(R_{m}\right):=V(R)$ and adding $\left\lfloor d_{i, j} / \beta\right\rfloor$ directed edges from $V_{i}$ to $V_{j}$ whenever $V_{i} V_{j} \in E(R)$.

We will always consider the reduced multidigraph $R_{m}$ of a digraph $G$ whose order is sufficiently large in order to apply Lemma 7.10 to any pair $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ of clusters with $V_{i} V_{j} \in E(R)$. Let $K:=d_{i, j} / \beta$ and $S_{i, j, 1}, \ldots, S_{i, j,\lfloor K\rfloor}$ be the spanning subgraphs of $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ obtained from Lemma 7.10. (So each $S_{i, j, k}$ is $\varepsilon$-regular of density $\beta \pm \varepsilon$.) Let $\left(V_{i} V_{j}\right)_{1}, \ldots,\left(V_{i} V_{j}\right)_{\lfloor K\rfloor}$ denote the directed edges from $V_{i}$ to $V_{j}$ in $R_{m}$. We associate each $\left(V_{i} V_{j}\right)_{k}$ with the edges in $S_{i, j, k}$.

Lemma 7.11 Let $0<1 / M^{\prime} \ll \varepsilon \ll \beta \ll d \ll c_{1} \leq c_{2}<1$ and let $G$ be a digraph of sufficiently large order $n$ with $\delta^{0}(G) \geq c_{1} n$ and $\Delta^{0}(G) \leq c_{2} n$. Apply Lemma 2.7 with parameters $\varepsilon, d$ and $M^{\prime}$ to obtain a pure digraph $G^{\prime}$ and a reduced digraph $R$ of $G$. Let $R_{m}$ denote the reduced multidigraph of $G$ with parameters $\varepsilon, \beta, d$ and $M^{\prime}$. Then

$$
\delta^{0}\left(R_{m}\right)>\left(c_{1}-3 d\right) \frac{\left|R_{m}\right|}{\beta} \text { and } \Delta^{0}\left(R_{m}\right)<\left(c_{2}+2 \varepsilon\right) \frac{\left|R_{m}\right|}{\beta} .
$$

Note the corresponding upper bound would not hold if we considered $R$ instead of $R_{m}$ here.
Proof. Given any $V_{i}, V_{j} \in V(R)$, let $d_{i, j}$ denote the density of $\left(V_{i}, V_{j}\right)_{G^{\prime}}$. Then

$$
\begin{equation*}
\left(c_{1}-2 d\right)|R| \leq \frac{\left(c_{1}-2 d\right) n m}{m^{2}} \leq \frac{\sum_{v \in V_{i}}\left(d_{G^{\prime}}^{+}(v)-\left|V_{0}\right|\right)}{m^{2}} \leq \sum_{V_{j} \in V(R)} d_{i, j} \tag{7.1}
\end{equation*}
$$

by Lemma 2.7. Thus

$$
\begin{aligned}
d_{R_{m}}^{+}\left(V_{i}\right) & =\sum_{V_{j} \in V\left(R_{m}\right)}\left|\frac{d_{i, j}}{\beta}\right| \geq \frac{1}{\beta} \sum_{V_{j} \in V(R)} d_{i, j}-\left|R_{m}\right| \stackrel{(7.1)}{\geq}\left(c_{1}-2 d-\beta\right) \frac{\left|R_{m}\right|}{\beta} \\
& >\left(c_{1}-3 d\right) \frac{\left|R_{m}\right|}{\beta} .
\end{aligned}
$$

So indeed $\delta^{+}\left(R_{m}\right)>\left(c_{1}-3 d\right)\left|R_{m}\right| / \beta$. Similar arguments can be used to show that $\delta^{-}\left(R_{m}\right)>\left(c_{1}-3 d\right)\left|R_{m}\right| / \beta$ and $\Delta^{0}\left(R_{m}\right)<\left(c_{2}+2 \varepsilon\right)\left|R_{m}\right| / \beta$.

We will also need the well-known fact that for any cycle $C$ of the reduced multigraph $R_{m}$ we can delete a small number of vertices from the clusters in $C$ in order to ensure that each edge of $C$ corresponds to a super-regular pair. We include a proof for completeness.

Lemma 7.12 Let $C=V_{j_{1}} \ldots V_{j_{s}}$ be a cycle in the reduced multigraph $R_{m}$ as in Lemma 7.11. For each $t=1, \ldots$,s let $\left(V_{j_{t}} V_{j_{t+1}}\right)_{k_{t}}$ denote the edge of $C$ which joins $V_{j_{t}}$ to $V_{j_{t+1}}$ (where $\left.V_{j_{s+1}}:=V_{j_{1}}\right)$. Then we can choose subclusters $V_{j_{t}}^{\prime} \subseteq V_{j_{t}}$ of size $m^{\prime}:=(1-4 \varepsilon) m$ such that $\left(V_{j_{t}}^{\prime}, V_{j_{t+1}}^{\prime}\right)_{S_{j_{t}, j_{t+1}, k_{t}}}$ is $(10 \varepsilon, \beta)$-super-regular (for each $t=1, \ldots, s$ ).

Proof. Recall that for each $t=1, \ldots, s$ the digraph $S_{j_{t}, j_{t+1}, k_{t}}$ corresponding to the edge $\left(V_{j_{t}} V_{j_{t+1}}\right)_{k_{t}}$ of $C$ is $\varepsilon$-regular and has density $\beta \pm \varepsilon$. So $V_{j_{t}}$ contains at most $2 \varepsilon m$ vertices whose outdegree in $S_{j_{t}, j_{t+1}, k_{t}}$ is either at most $(\beta-2 \varepsilon) m$ or at least $(\beta+2 \varepsilon) m$. Similarly, there are at most $2 \varepsilon m$ vertices in $V_{j_{t}}$ whose indegree in $S_{j_{t-1}, j_{t}, k_{t-1}}$ is either at most $(\beta-2 \varepsilon) m$ or at least $(\beta+2 \varepsilon) m$. Let $V_{j_{t}}^{\prime}$ be a set of size $m^{\prime}$ obtained from $V_{j_{t}}$ by deleting all these vertices (and some additional vertices if necessary). It is easy to check that $V_{j_{1}}^{\prime}, \ldots, V_{j_{t}}^{\prime}$ are subclusters as required.

Finally, we will use the following crude version of the fact that every $\left[\varepsilon, \varepsilon^{\prime}\right]$-regular pair
contains a subgraph of given maximum degree $\Delta$ whose average degree is close to $\Delta$.
Lemma 7.13 Suppose that $0<1 / n \ll \varepsilon^{\prime}, \varepsilon \ll d_{0} \leq d_{1} \ll 1$ and that $(A, B)$ is an $\left[\varepsilon, \varepsilon^{\prime}\right]$ regular pair of density $d_{1}$ with $n$ vertices in each class. Then $(A, B)$ contains a subgraph $H$ whose maximum degree is at most $d_{0} n$ and whose average degree is at least $d_{0} n / 8$.

Proof. Let $A^{\prime \prime} \subseteq A$ be the set of vertices of degree at least $2 d_{1} n$ and define $B^{\prime \prime}$ similarly. Then $\left|A^{\prime \prime}\right|,\left|B^{\prime \prime}\right| \leq \varepsilon n$. Let $A^{\prime}:=A \backslash A^{\prime \prime}$ and $B^{\prime}:=B \backslash B^{\prime \prime}$. Then $\left(A^{\prime}, B^{\prime}\right)$ is still $\left[2 \varepsilon, 2 \varepsilon^{\prime}\right]-$ regular of density at least $d_{1} / 2$. Now consider a spanning subgraph $H$ of $\left(A^{\prime}, B^{\prime}\right)$ which is obtained from $\left(A^{\prime}, B^{\prime}\right)$ by including each edge with probability $d_{0} / 3 d_{1}$. So the expected degree of every vertex is at most $2 d_{0} n / 3$ and the expected number of edges of $H$ is at least $d_{0}(n-\varepsilon n)^{2} / 6$. Now apply the Chernoff bound on the binomial distribution in Proposition 7.9 to each of the vertex degrees and to the total number of edges in $H$ to see that with high probability $H$ has the desired properties.

### 7.4 Useful results

### 7.4.1 1-factors in multidigraphs

Our main aim in this subsection is to show that the reduced multidigraph $R_{m}$ contains a collection of 'almost' 1 -factors which together cover almost all the edges of $R_{m}$ (see Lemma 7.17). To prove this we will need the following collection of results.

Lemma 7.14 Let $0<1 / n \ll 1 / M^{\prime} \ll \varepsilon \ll d \ll d^{\prime} \ll \gamma<1$. Suppose that $G$ is an oriented graph of order $n$ with $\delta^{0}(G) \geq(\alpha+\gamma) n$ for some $\alpha>0$. Let $R$ denote the reduced digraph of $G$ with parameters $\varepsilon, d$ and $M^{\prime}$ obtained by applying Lemma 2.7. Then there exists a spanning oriented subgraph $R_{o}^{\prime}$ of $R$ whose edges correspond to pairs of density at least d ${ }^{\prime}$ and

$$
\delta^{0}\left(R_{o}^{\prime}\right) \geq(\alpha+\gamma / 2)\left|R_{o}^{\prime}\right| .
$$

Proof. Applying Lemma 2.7 to $G$ with parameters $\varepsilon, d$ and $M^{\prime}$ we obtain clusters $V_{1}, \ldots, V_{L}$ of size $m$, an exceptional set $V_{0}$ and a pure digraph $G^{\prime}$. Let $R^{\prime}$ denote the spanning
subdigraph of $R$ whose edge set consists of precisely those edges corresponding to pairs of density at least $d^{\prime}$.

Let $G^{\prime \prime}$ denote the subgraph of $G^{\prime}$ 'induced' by the edges of $R^{\prime}$. More precisely, let $G^{\prime \prime}$ be the subgraph of $G^{\prime}$ with vertex set $V(G) \backslash V_{0}$ and with edge set consisting precisely of those edges in $G^{\prime}$ which correspond to an edge in $R^{\prime}$. Notice that given any $V_{i} \in V\left(R^{\prime}\right)$

$$
\begin{equation*}
\sum_{j \neq i} e_{G^{\prime \prime}}\left(V_{i}, V_{j}\right) \geq\left(\sum_{j \neq i} e_{G^{\prime}}\left(V_{i}, V_{j}\right)\right)-d^{\prime} m^{2} L \tag{7.2}
\end{equation*}
$$

We will now obtain $R_{o}^{\prime}$ from $R^{\prime}$ by deleting edges randomly as follows. Given an unordered pair of clusters $V_{i}, V_{j}$ of $R^{\prime}$ we delete the edge $V_{i} V_{j}$ (if it exists) with probability

$$
\begin{equation*}
\frac{e_{G^{\prime \prime}}\left(V_{j}, V_{i}\right)}{e_{G^{\prime \prime}}\left(V_{i}, V_{j}\right)+e_{G^{\prime \prime}}\left(V_{j}, V_{i}\right)} \tag{7.3}
\end{equation*}
$$

Otherwise we delete $V_{j} V_{i}$ (if it exists). In the case when $V_{i} V_{j}, V_{j} V_{i} \notin E\left(R^{\prime}\right)$ then we interpret (7.3) as 0 . Thus if at most one of $V_{i} V_{j}$ and $V_{j} V_{i}$ is an edge then with probability 1 we do not delete an edge. We repeat this for all unordered pairs of clusters $V_{i}, V_{j}$ of $R^{\prime}$. Thus given any $V_{i} \in V\left(R_{0}^{\prime}\right)$,

$$
\begin{aligned}
\mathbb{E}\left(d_{R_{0}^{\prime}}^{+}\left(V_{i}\right)\right) & =\sum_{j \neq i} \frac{e_{G^{\prime \prime}}\left(V_{i}, V_{j}\right)}{e_{G^{\prime \prime}}\left(V_{i}, V_{j}\right)+e_{G^{\prime \prime}}\left(V_{j}, V_{i}\right)} \geq \sum_{j \neq i} \frac{e_{G^{\prime \prime}}\left(V_{i}, V_{j}\right)}{\left|V_{i}\right|\left|V_{j}\right|} \\
& \stackrel{(7.2)}{\geq}\left(\sum_{j \neq i} \frac{e_{G^{\prime}}\left(V_{i}, V_{j}\right)}{m^{2}}\right)-d^{\prime} L \geq \frac{L}{m n}\left(\sum_{j \neq i} e_{G^{\prime}}\left(V_{i}, V_{j}\right)\right)-d^{\prime} L \\
& \geq \frac{L}{m n} \sum_{x \in V_{i}}\left(d_{G^{\prime}}^{+}(x)-\left|V_{0}\right|\right)-d^{\prime} L \geq \frac{L}{m n}(\alpha+4 \gamma / 5) n m-d^{\prime} L=(\alpha+3 \gamma / 4) L
\end{aligned}
$$

Similarly $\mathbb{E}\left(d_{R_{0}^{\prime}}^{-}\left(V_{i}\right)\right) \geq(\alpha+3 \gamma / 4) L$. Applying, for example, a Simple Concentration Bound (see [66]), since $L \geq M^{\prime}$ and $M^{\prime}$ is sufficiently large we have that, with probability $>0$, $\delta^{0}\left(R_{o}^{\prime}\right) \geq(\alpha+\gamma / 2) L$, as desired.

The following is an immediate consequence of Lemma 12 in [43].

Lemma 7.15 Let $R$ be an oriented graph on $L$ vertices with $\delta^{0}(R) \geq(3 / 8+\gamma) L$ for some
$0<\gamma \ll 1$. If $X \subseteq V(R)$ is non-empty such that $|X| \leq(1-\gamma) L$ then $\left|N^{+}(X)\right| \geq|X|+\gamma L$.
Lemma 7.16 Let $R$ be an oriented graph on $L$ vertices with $\delta^{0}(R) \geq(3 / 8+\gamma) L$ for some $0<\gamma \ll 1$. Given any distinct vertices $x, y \in V(R)$ there exists a directed path of length at most $1 / \gamma$ from $x$ to $y$ in $R$.

Proof. Let $X_{i}$ be the set of vertices $v$ for which there is a directed walk from $x$ to $v$ in $R$ of length at most $i$. So $X_{0}=\{x\}$ and $X_{1}=N^{+}(x) \cup\{x\}$. If $\left|X_{i}\right| \leq(1-\gamma) L$ then Lemma 7.15 implies that $\left|X_{i+1}\right| \geq\left|N^{+}\left(X_{i}\right)\right| \geq\left|X_{i}\right|+\gamma L$. So certainly for $i^{\prime}:=\lfloor 1 / \gamma\rfloor-1$ we have that $\left|X_{i^{\prime}}\right| \geq(1-\gamma) L$. But since $\delta^{0}(R) \geq(3 / 8+\gamma) L$ we have that $X_{i^{\prime}+1}=V(R)$. In particular this implies that for any $y \neq x$ there is a directed path of length at most $1 / \gamma$ from $x$ to $y$ in $R$.

Lemma 7.17 Let $0<1 / n \ll 1 / M^{\prime} \ll \varepsilon \ll \beta \ll \eta \ll d \ll c^{\prime} \ll c \ll d^{\prime} \ll \gamma \ll 1$ and define $\alpha:=3 / 8+\gamma$. Suppose that $G$ is an $(\alpha n \pm \eta n)$-regular oriented graph of order $n$. Let $R_{m}$ denote the reduced multidigraph of $G$ with parameters $\varepsilon, \beta, d$ and $M^{\prime}$ obtained by applying Lemma 2.7. Let $r:=(\alpha-c)\left|R_{m}\right| / \beta$. Then there exist edge-disjoint collections $\mathcal{F}_{1}, \ldots, \mathcal{F}_{r}$ of vertex-disjoint cycles in $R_{m}$ such that each $\mathcal{F}_{i}$ covers all but at most $c\left|R_{m}\right|$ of the clusters in $R_{m}$.

Proof. Let $L:=\left|R_{m}\right|$. Lemma 7.11 implies that

$$
\begin{equation*}
\delta^{0}\left(R_{m}\right) \geq(\alpha-4 d) \frac{L}{\beta} \quad \text { and } \quad \Delta^{0}\left(R_{m}\right) \leq(\alpha+2 \eta) \frac{L}{\beta} . \tag{7.4}
\end{equation*}
$$

Let $R$ denote the reduced digraph $R$ of $G$ with parameters $\varepsilon, d$ and $M^{\prime}$. Let $R_{o}^{\prime}$ denote the oriented spanning subgraph of $R$ obtained by applying Lemma 7.14 with parameter $d^{\prime}$. So $\delta^{0}\left(R_{o}^{\prime}\right) \geq(3 / 8+\gamma / 4) L$.

First we find a set of clusters $X \subseteq V(R)$ with the following properties:

- $|X|=c L$,
- $\left|N_{R_{m}}^{ \pm}\left(V_{i}\right) \cap X\right|=(\alpha \pm 5 d) \frac{c L}{\beta}$ for all $V_{i} \in V\left(R_{m}\right)$,
- $\left|N_{R_{o}^{\prime}}^{ \pm}\left(V_{i}\right) \cap X\right| \geq(3 / 8+\gamma / 5) c L$ for all $V_{i} \in V\left(R_{o}^{\prime}\right)$.

We obtain $X$ by choosing a set of $c L$ clusters uniformly at random. Then each cluster $V_{i}$ satisfies

$$
\mathbb{E}\left(\left|N_{R_{m}}^{ \pm}\left(V_{i}\right) \cap X\right|\right)=c\left|N_{R_{m}}^{ \pm}\left(V_{i}\right)\right| \stackrel{(7.4)}{=} c(\alpha \pm 4 d) \frac{L}{\beta}
$$

and

$$
\mathbb{E}\left(\left|N_{R_{o}^{\prime}}^{ \pm}\left(V_{i}\right) \cap X\right|\right) \geq(3 / 8+\gamma / 4) c L .
$$

Proposition 7.9 for the hypergeometric distribution now implies that with nonzero probability $X$ satisfies our desired conditions. (Recall that $N_{R_{m}}^{+}\left(V_{i}\right)$ is a multiset. Formally Proposition 7.9 does not apply to multisets. However, for each $j=1, \ldots, 1 / \beta$ we can apply Proposition 7.9 to the set of all those clusters which appear at least $j$ times in $N_{R_{m}}^{+}\left(V_{i}\right)$, and similarly for $N_{R_{m}}^{-}\left(V_{i}\right)$.)

Note that

$$
d_{R_{m} \backslash X}^{ \pm}\left(V_{i}\right)=(\alpha-\alpha c \pm 5 d) \frac{L}{\beta}
$$

for each $V_{i} \in V\left(R_{m} \backslash X\right)$. We now add a small number of temporary edges to $R_{m} \backslash X$ in order to turn it into an $r^{\prime}$-regular multidigraph where $r^{\prime}:=(\alpha-\alpha c+5 d) \frac{L}{\beta}$. We do this as follows. As long as $R_{m} \backslash X$ is not $r^{\prime}$-regular there exist $V_{i}, V_{j} \in V\left(R_{m} \backslash X\right)$ such that $V_{i}$ has outdegree less than $r^{\prime}$ and $V_{j}$ has indegree less than $r^{\prime}$. In this case we add an edge from $V_{i}$ to $V_{j}$. (Note we may have $i=j$, in which case we add a loop.)

We decompose the edge set of $R_{m} \backslash X$ into $r^{\prime}$ 1-factors $\mathcal{F}_{1}^{\prime}, \ldots, \mathcal{F}_{r^{\prime}}^{\prime}$. (To see that we can do this, consider the bipartite multigraph $H$ where both vertex classes $A, B$ consist of a copy of $V\left(R_{m} \backslash X\right)$ and we have $s$ edges between $a \in A$ and $b \in B$ if there are precisely $s$ edges from $a$ to $b$ in $R_{m} \backslash X$, including the temporary edges. Then $H$ is regular and so has a perfect matching. This corresponds to a 1 -factor $\mathcal{F}_{1}^{\prime}$. Now remove the edges of $\mathcal{F}_{1}^{\prime}$ from $H$ and continue to find $\mathcal{F}_{2}^{\prime}, \ldots, \mathcal{F}_{r^{\prime}}^{\prime}$ in the same way.) Since at each cluster we added at most $20 d \frac{L}{\beta}$ temporary edges, all but at most $20 \sqrt{d} \frac{L}{\beta}$ of the $\mathcal{F}_{i}^{\prime}$ contain at most $\sqrt{d} L$ temporary edges. By relabeling if necessary we may assume that $\mathcal{F}_{1}^{\prime}, \ldots, \mathcal{F}_{r}^{\prime}$ are such 1 -factors. We now remove the temporary edges from each of these 1 -factors, though we still refer to the digraphs obtained in this way as $\mathcal{F}_{1}^{\prime}, \ldots, \mathcal{F}_{r}^{\prime}$. So each $\mathcal{F}_{i}^{\prime}$ spans $R_{m} \backslash X$ and consists of cycles
and at most $\sqrt{d} L$ paths.
Our aim is to use the clusters in $X$ to piece up these paths into cycles in order to obtain edge-disjoint directed subgraphs $\mathcal{F}_{1}, \ldots, \mathcal{F}_{r}$ of $R_{m}$ where each $\mathcal{F}_{i}$ is a collection of vertex-disjoint cycles and $\mathcal{F}_{i}^{\prime} \subseteq \mathcal{F}_{i}$.

Let $P_{1}^{\prime}, \ldots, P_{\ell}^{\prime}$ denote all the paths lying in one of $\mathcal{F}_{1}^{\prime}, \ldots, \mathcal{F}_{r}^{\prime}\left(\right.$ so $\left.\ell \leq \sqrt{d} L r \leq \sqrt{d} L^{2} / \beta\right)$. Our next task is to find edge-disjoint paths and cycles $P_{1}, \ldots, P_{\ell}$ of length at most $10 / \gamma$ in $R_{m}$ with the following properties.
(i) If $P_{j}^{\prime}$ consists of a single cluster $V_{j^{\prime}} \in V(R)$ then $P_{j}$ is a cycle consisting of at most $8 / \gamma$ clusters in $X$ as well as $V_{j^{\prime}}$.
(ii) If $P_{j}^{\prime}$ is a path of length $\geq 1$ then $P_{j}$ is a path whose startpoint is the endpoint of $P_{j}^{\prime}$. Similarly the endpoint of $P_{j}$ is the startpoint of $P_{j}^{\prime}$.
(iii) If $P_{j}^{\prime}$ is a path of length $\geq 1$ then the internal clusters in the path $P_{j}$ lie in $X$.
(iv) If $P_{j_{1}}^{\prime}$ and $P_{j_{2}}^{\prime}$ lie in the same $\mathcal{F}_{i}^{\prime}$ then $P_{j_{1}}$ and $P_{j_{2}}$ are vertex-disjoint.

So conditions (i)-(iii) imply that $P_{j}^{\prime} \cup P_{j}$ is a directed cycle for each $1 \leq j \leq \ell$. Assuming we have found such paths and cycles $P_{1}, \ldots, P_{\ell}$, we define $\mathcal{F}_{1}, \ldots, \mathcal{F}_{r}$ as follows. Suppose $P_{j_{1}}^{\prime}, \ldots, P_{j_{t}}^{\prime}$ are the paths in $\mathcal{F}_{i}^{\prime}$. Then we obtain $\mathcal{F}_{i}$ from $\mathcal{F}_{i}^{\prime}$ by adding the paths and cycles $P_{j_{1}}, \ldots, P_{j_{t}}$ to $\mathcal{F}_{i}^{\prime}$. Condition (iv) ensures that the $\mathcal{F}_{i}$ are indeed collections of vertex-disjoint cycles.

It remains to show the existence of $P_{1}, \ldots, P_{\ell}$. Suppose that for some $j \leq \ell$ we have already found $P_{1}, \ldots, P_{j-1}$ and now need to define $P_{j}$. Consider $P_{j}^{\prime}$ and suppose it lies in $\mathcal{F}_{i}^{\prime}$. Let $V_{a}$ denote the startpoint of $P_{j}^{\prime}$ and $V_{b}$ its endpoint.

We call an edge $\left(V_{i_{1}} V_{i_{2}}\right)_{k}$ in $R_{m}$ full if it has been used in one of $P_{1}, \ldots, P_{j-1}$. Otherwise we call $\left(V_{i_{1}} V_{i_{2}}\right)_{k}$ free. We have at most $\frac{10}{\gamma}(j-1) \leq \frac{10}{\gamma} \sqrt{d} \frac{L^{2}}{\beta} \ll c^{\prime} \frac{L^{2}}{\beta}$ full edges in $R_{m}$. So at most $2 \sqrt{c^{\prime}} L$ clusters in $X$ have more than $\sqrt{c^{\prime}} L / \beta$ full edges incident to them in $R_{m}$. Let $X_{0}$ denote the set of such clusters in $X$ and set $X^{\prime}:=X \backslash X_{0}$. So $\left|X^{\prime}\right| \geq|X|-2 \sqrt{c^{\prime}} L$.

Let $P_{j_{1}}^{\prime}, \ldots, P_{j_{t}}^{\prime}$ denote the paths which lie in $\mathcal{F}_{i}^{\prime}$ (so $t \leq \sqrt{d} L$ ). At most $\frac{10}{\gamma} \sqrt{d} L$ clusters in $X^{\prime}$ lie in the paths and cycles $P_{j_{1}}, \ldots, P_{j_{t}}$ already defined. Let $X_{1}$ denote the set of such
clusters in $X^{\prime}$ and set $X^{\prime \prime}:=X^{\prime} \backslash X_{1}$. So $\left|X^{\prime \prime}\right| \geq|X|-2 \sqrt{c^{\prime}} L-\frac{10}{\gamma} \sqrt{d} L \geq|X|-3 \sqrt{c^{\prime}} L$. Let $R_{X^{\prime \prime}}:=R_{o}^{\prime}\left[X^{\prime \prime}\right]$. Thus $\delta^{0}\left(R_{X^{\prime \prime}}\right) \geq(3 / 8+\gamma / 5) c L-3 \sqrt{c^{\prime}} L \geq(3 / 8+\gamma / 6)\left|X^{\prime \prime}\right|$ since $c^{\prime} \ll c \ll \gamma$.

Every edge $V V^{+}$in $R_{X^{\prime \prime}}$ corresponds to an $\varepsilon$-regular pair of density at least $d^{\prime}$. Thus there are at least $\left\lfloor d^{\prime} / \beta\right\rfloor$ edges in $R_{m}$ associated with $V V^{+}$. We say such an edge $V V^{+}$ in $R_{X^{\prime \prime}}$ is $f u l l$ if all the edges in $R_{m}$ associated with $V V^{+}$are full. Since $X^{\prime \prime} \subseteq X^{\prime}$ each cluster $V \in X^{\prime \prime}$ is incident to at most $\sqrt{c^{\prime}} L / \beta$ full edges in $R_{m}$. Thus given any cluster $V \in V\left(R_{X^{\prime \prime}}\right)$, there are at most $\sqrt{c^{\prime}} \frac{L}{\beta} /\left\lfloor d^{\prime} / \beta\right\rfloor \leq 2 \frac{\sqrt{c^{\prime}}}{d^{\prime}} L$ full edges in $R_{X^{\prime \prime}}$ incident to $V$. We remove all full edges from $R_{X^{\prime \prime}}$. So we now have that

$$
\begin{equation*}
\delta^{0}\left(R_{X^{\prime \prime}}\right) \geq(3 / 8+\gamma / 6)\left|X^{\prime \prime}\right|-2 \frac{\sqrt{c^{\prime}}}{d^{\prime}} L \geq(3 / 8+\gamma / 7)\left|X^{\prime \prime}\right| \tag{7.5}
\end{equation*}
$$

Since $\left|N_{R_{m}}^{-}\left(V_{a}\right) \cap X\right| \geq(\alpha-5 d) c L / \beta$ and $\left|X^{\prime \prime}\right| \geq|X|-3 \sqrt{c^{\prime}} L$ we have that $\mid N_{R_{m}}^{-}\left(V_{a}\right) \cap$ $X^{\prime \prime} \mid \geq(\alpha-5 d) c L / \beta-3 \sqrt{c^{\prime}} L / \beta \geq(3 / 8+\gamma / 2) c L / \beta$. There are at most $20 \sqrt{d} L / \beta$ full edges in $R_{m}$ incident to $V_{a}$. Since $(3 / 8+\gamma / 2) c L / \beta-20 \sqrt{d} L / \beta \gg 1$ we can still choose a suitable cluster $V_{a^{-}}$in $N_{R_{m}}^{-}\left(V_{a}\right) \cap X^{\prime \prime}$ which will play the role of the inneighbour of $V_{a}$ on $P_{j}$. Let $\left(V_{a}-V_{a}\right)_{k_{a}}$ denote the corresponding free edge in $R_{m}$ which will be used in $P_{j}$. A similar argument shows that we can find a cluster $V_{b^{+}} \neq V_{a^{-}}$to play the role of the outneighbour of $V_{b}$ on $P_{j}$. So $V_{b^{+}} \in X^{\prime \prime}$ and there is a free edge $\left(V_{b} V_{b^{+}}\right)_{k_{b}}$ in $R_{m}$.

Using (7.5) to apply Lemma 7.16 to $R_{X^{\prime \prime}}$ we see that there exists a directed path of length at most $7 / \gamma$ from $V_{b^{+}}$to $V_{a^{-}}$in $R_{X^{\prime \prime}}$. By definition of $R_{X^{\prime \prime}}$ this path corresponds to a directed path $P_{j}^{*}$ from $V_{b^{+}}$to $V_{a^{-}}$in $R_{m}$ which consists of free edges and which avoids clusters lying on the paths $P_{j_{1}}, \ldots, P_{j_{t}}$. We take $P_{j}$ to be the directed path or cycle $P_{j}^{*} \cup\left\{\left(V_{a-} V_{a}\right)_{k_{a}},\left(V_{b} V_{b^{+}}\right)_{k_{b}}\right\}$.

### 7.4.2 Spanning subgraphs of super-regular pairs

Frieze and Krivelevich [28] showed that every $(\varepsilon, \beta)$-super-regular pair $\Gamma$ contains a regular subgraph $\Gamma^{\prime}$ whose density is almost the same as that of $\Gamma$. The following lemma is an extension of this, where we can require $\Gamma^{\prime}$ to have a given degree sequence, as long as this
degree sequence is almost regular.
Lemma 7.18 Let $0<1 / m \ll \varepsilon \ll \beta \ll \alpha^{\prime} \ll \alpha \ll 1$. Suppose that $\Gamma=(U, V)$ is an $(\varepsilon, \beta+\varepsilon)$-super-regular pair where $|U|=|V|=m$. Define $\tau:=(1-\alpha) \beta m$. Suppose we have a non-negative integer $x_{i} \leq \alpha^{\prime} \beta m$ associated with each $u_{i} \in U$ and a non-negative integer $y_{i} \leq \alpha^{\prime} \beta m$ associated with each $v_{i} \in V$ such that $\sum_{u_{i} \in U} x_{i}=\sum_{v_{i} \in V} y_{i}$. Then $\Gamma$ contains a spanning subgraph $\Gamma^{\prime}$ in which $c_{i}:=\tau-x_{i}$ is the degree of $u_{i} \in U$ and $d_{i}:=\tau-y_{i}$ is the degree of $v_{i} \in V$.

Proof. We first obtain a directed network $N$ from $\Gamma$ by adding a source $s$ and a $\operatorname{sink} t$. We add an edge $s u_{i}$ of capacity $c_{i}$ for each $u_{i} \in U$ and an edge $v_{i} t$ of capacity $d_{i}$ for each $v_{i} \in V$. We give all the edges in $\Gamma$ capacity 1 and direct them from $U$ to $V$.

Our aim is to show that the capacity of any cut is at least $\sum_{u_{i} \in U} c_{i}=\sum_{v_{i} \in V} d_{i}$. By the max-flow min-cut theorem this would imply that $N$ admits a flow of value $\sum_{u_{i} \in U} c_{i}$, which by construction of $N$ implies the existence of our desired subgraph $\Gamma^{\prime}$.

So consider any $(s, t)$-cut $(S, \bar{S})$ where $S=\{s\} \cup S_{1} \cup S_{2}$ with $S_{1} \subseteq U$ and $S_{2} \subseteq V$. Let $\bar{S}_{1}:=U \backslash S_{1}$ and $\bar{S}_{2}:=V \backslash S_{2}$. The capacity of this cut is

$$
\sum_{u_{i} \in \bar{S}_{1}} c_{i}+\sum_{v_{i} \in S_{2}} d_{i}+e\left(S_{1}, \bar{S}_{2}\right)
$$

and so our aim is to show that

$$
\begin{equation*}
e\left(S_{1}, \bar{S}_{2}\right) \geq \sum_{u_{i} \in S_{1}} c_{i}-\sum_{v_{i} \in S_{2}} d_{i} . \tag{7.6}
\end{equation*}
$$

Now

$$
\begin{equation*}
\sum_{u_{i} \in S_{1}} c_{i}-\sum_{v_{i} \in S_{2}} d_{i} \leq\left|S_{1}\right|(1-\alpha) \beta m-\left|S_{2}\right|\left(1-\alpha-\alpha^{\prime}\right) \beta m \tag{7.7}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\sum_{u_{i} \in S_{1}} c_{i}-\sum_{v_{i} \in S_{2}} d_{i}=\sum_{v_{i} \in \bar{S}_{2}} d_{i}-\sum_{u_{i} \in \bar{S}_{1}} c_{i} \leq\left|\bar{S}_{2}\right|(1-\alpha) \beta m-\left|\bar{S}_{1}\right|\left(1-\alpha-\alpha^{\prime}\right) \beta m . \tag{7.8}
\end{equation*}
$$

By (7.7) we may assume that $\left|S_{1}\right| \geq\left(1-2 \alpha^{\prime}\right)\left|S_{2}\right|$. (Since otherwise $\sum_{u_{i} \in S_{1}} c_{i}-\sum_{v_{i} \in S_{2}} d_{i}<0$ and thus (7.6) is satisfied.) Similarly by (7.8) we may assume that $\left|\bar{S}_{2}\right| \geq\left(1-2 \alpha^{\prime}\right)\left|\bar{S}_{1}\right|$. Let $\alpha^{*}:=\alpha^{\prime} / \alpha$. We now consider several cases.

Case 1. $\left|S_{1}\right|,\left|\bar{S}_{2}\right| \geq \varepsilon m$ and $\left|S_{1}\right| \geq\left(1+\alpha^{*}\right)\left|S_{2}\right|$.
Since $\Gamma$ is $(\varepsilon, \beta+\varepsilon)$-super-regular we have that

$$
\begin{aligned}
e\left(S_{1}, \bar{S}_{2}\right) & \geq \beta\left|S_{1}\right|\left(m-\left|S_{2}\right|\right) \geq \beta m\left(\left|S_{1}\right|-\left|S_{2}\right|\right) \\
& =\left(\left|S_{1}\right|(1-\alpha) \beta m-\left|S_{2}\right|\left(1-\alpha-\alpha^{\prime}\right) \beta m\right)+\alpha \beta m\left|S_{1}\right|-\left(\alpha+\alpha^{\prime}\right) \beta m\left|S_{2}\right| \\
& \geq\left|S_{1}\right|(1-\alpha) \beta m-\left|S_{2}\right|\left(1-\alpha-\alpha^{\prime}\right) \beta m .
\end{aligned}
$$

(The last inequality follows since $\alpha\left|S_{1}\right| \geq\left(\alpha+\alpha^{\prime}\right)\left|S_{2}\right|$.) Together with (7.7) this implies (7.6).

Case 2. $\left|S_{1}\right|,\left|\bar{S}_{2}\right| \geq \varepsilon m,\left|S_{1}\right|<\left(1+\alpha^{*}\right)\left|S_{2}\right|$ and $\left|S_{2}\right| \leq\left(1-\alpha^{*}\right) m$.
Again since $\Gamma$ is $(\varepsilon, \beta+\varepsilon)$-super-regular we have that

$$
\begin{equation*}
e\left(S_{1}, \bar{S}_{2}\right) \geq \beta\left|S_{1}\right|\left(m-\left|S_{2}\right|\right)=\beta\left|S_{1}\right|\left|\bar{S}_{2}\right| . \tag{7.9}
\end{equation*}
$$

As before, to prove (7.6) we will show that

$$
e\left(S_{1}, \bar{S}_{2}\right) \geq\left|S_{1}\right|(1-\alpha) \beta m-\left|S_{2}\right|\left(1-\alpha-\alpha^{\prime}\right) \beta m .
$$

Thus by (7.9) it suffices to show that $\alpha m\left|S_{1}\right|-\left|S_{1}\right|\left|S_{2}\right|+\left(1-\alpha-\alpha^{\prime}\right) m\left|S_{2}\right| \geq 0$. We know that $\left|S_{2}\right|\left(1-\alpha-\alpha^{\prime}\right) \geq\left|S_{1}\right|\left(1-\alpha-\alpha^{*}\right)$ since $\left(1+\alpha^{*}\right)\left|S_{2}\right|>\left|S_{1}\right|$. Hence, $\alpha\left|S_{1}\right|-\left|S_{1}\right|(1-$ $\left.\alpha^{*}\right)+\left|S_{2}\right|\left(1-\alpha-\alpha^{\prime}\right) \geq 0$. So $\alpha m\left|S_{1}\right|-\left|S_{1}\right|\left|S_{2}\right|+\left(1-\alpha-\alpha^{\prime}\right) m\left|S_{2}\right| \geq 0$ as $\left|S_{2}\right| \leq\left(1-\alpha^{*}\right) m$. So indeed (7.6) is satisfied.

Case 3. $\left|S_{1}\right|,\left|\bar{S}_{2}\right| \geq \varepsilon m,\left|S_{1}\right|<\left(1+\alpha^{*}\right)\left|S_{2}\right|$ and $\left|S_{2}\right|>\left(1-\alpha^{*}\right) m$.
By (7.8) in order to prove (7.6) it suffices to show that

$$
e\left(S_{1}, \bar{S}_{2}\right) \geq\left|\bar{S}_{2}\right|(1-\alpha) \beta m-\left|\bar{S}_{1}\right|\left(1-\alpha-\alpha^{\prime}\right) \beta m .
$$

Since (7.9) also holds in this case, this means that it suffices to show that $\alpha\left|\bar{S}_{2}\right| m-\left|\bar{S}_{1}\right|\left|\bar{S}_{2}\right|+$ $\left(1-\alpha-\alpha^{\prime}\right)\left|\bar{S}_{1}\right| m \geq 0$. Since $\left|S_{1}\right| \geq\left(1-2 \alpha^{\prime}\right)\left|S_{2}\right|$ and $\left|S_{2}\right|>\left(1-\alpha^{*}\right) m$ we have that $\left|S_{1}\right|>(1-\alpha) m$. Thus $\alpha\left|\bar{S}_{2}\right| m \geq\left|\bar{S}_{1}\right|\left|\bar{S}_{2}\right|$ and so indeed (7.6) holds.

Case 4. $\left|S_{1}\right|<\varepsilon m$ and $\left|\bar{S}_{2}\right| \geq \varepsilon m$.
Since $\left|S_{1}\right| \geq\left(1-2 \alpha^{\prime}\right)\left|S_{2}\right|$ we have that $\left|S_{2}\right| \leq 2 \varepsilon m$. Hence,

$$
e\left(S_{1}, \bar{S}_{2}\right) \geq \beta m\left|S_{1}\right|-\left|S_{1}\right|\left|S_{2}\right| \geq(\beta-2 \varepsilon) m\left|S_{1}\right| \geq(1-\alpha) \beta m\left|S_{1}\right|
$$

and so by (7.7) we see that (7.6) is satisfied, as desired.
Case 5. $\left|S_{1}\right| \geq \varepsilon m$ and $\left|\bar{S}_{2}\right|<\varepsilon m$.
Similarly as in Case 4 it follows that $e\left(S_{1}, \bar{S}_{2}\right) \geq(1-\alpha) \beta m\left|\bar{S}_{2}\right|$ and so by (7.8) we see that (7.6) is satisfied, as desired.

Note that we have considered all possible cases since we cannot have that $\left|S_{1}\right|,\left|\bar{S}_{2}\right|<\varepsilon m$. Indeed, if $\left|S_{1}\right|,\left|\bar{S}_{2}\right|<\varepsilon m$ then $\left|S_{2}\right| \geq(1-\varepsilon) m$ and as $\left|S_{1}\right| \geq\left(1-2 \alpha^{\prime}\right)\left|S_{2}\right|$ this implies $\left|S_{1}\right| \geq\left(1-2 \alpha^{\prime}\right)(1-\varepsilon) m$, a contradiction.

### 7.4.3 Special 1-factors in graphs and digraphs

It is easy to see that every regular oriented graph $G$ contains a 1-factor. The following result states that if $G$ is also dense, then (i) we can guarantee a 1-factor with few cycles. Such 1-factors have the advantage that we can transform them into a Hamilton cycle by adding/deleting a comparatively small number of edges. (ii) implies that even if $G$ contains a sparse 'bad' subgraph $H$, then there will be a 1-factor which does not contain 'too many' edges of $H$.

Lemma 7.19 Let $0<\theta_{1}, \theta_{2}, \theta_{3}<1 / 2$ and $\theta_{1} / \theta_{3} \ll \theta_{2}$. Let $G$ be a $\rho$-regular oriented graph whose order $n$ is sufficiently large and where $\rho:=\theta_{3} n$. Suppose $A_{1}, \ldots, A_{5 n}$ are sets of vertices in $G$ with $a_{i}:=\left|A_{i}\right| \geq n^{1 / 2}$. Let $H$ be an oriented subgraph of $G$ such that $d_{H}^{ \pm}(x) \leq \theta_{1} n$ for all $x \in A_{i}$ (for each $i$ ). Then $G$ has a 1-factor $F$ such that
(i) $F$ contains at most $n /(\log n)^{1 / 5}$ cycles;
(ii) For each $i$, at most $\theta_{2} a_{i}$ edges of $H \cap F$ are incident to $A_{i}$.

To prove this result we will use ideas similar to those used by Frieze and Krivelevich [28]. In particular, we will use the following bounds on the number of perfect matchings in a bipartite graph.

Theorem 7.20 Suppose that $B$ is a bipartite graph whose vertex classes have size $n$ and $d_{1}, \ldots, d_{n}$ are the degrees of the vertices in one of these vertex classes. Let $\mu(B)$ denote the number of perfect matchings in $B$. Then

$$
\mu(B) \leq \prod_{k=1}^{n}\left(d_{k}!\right)^{1 / d_{k}}
$$

Furthermore, if $B$ is $\rho$-regular then

$$
\mu(B) \geq\left(\frac{\rho}{n}\right)^{n} n!
$$

The upper bound in Theorem 7.20 was proved by Brégman [14]. The lower bound is a consequence of the Van der Waerden conjecture which was proved independently by Egorychev [24] and Falikman [27].

We will deduce (i) from the following result in [55], which in turn is similar to Lemma 2 in [28].

Lemma 7.21 For all $\theta \leq 1$ there exists $n_{0}=n_{0}(\theta)$ such that the following holds. Let $B$ be a $\theta$-regular bipartite graph whose vertex classes $U$ and $W$ satisfy $|U|=|W|=: n \geq n_{0}$. Let $M_{1}$ be any perfect matching from $U$ to $W$ which is disjoint from $B$. Let $M_{2}$ be a perfect matching chosen uniformly at random from the set of all perfect matchings in $B$. Let $F=M_{1} \cup M_{2}$ be the resulting 2-factor. Then the probability that $F$ contains more than $n /(\log n)^{1 / 5}$ cycles is at most $e^{-n}$.

Proof of Lemma 7.19. Consider the $\rho$-regular bipartite graph $B$ whose vertex classes $V_{1}, V_{2}$ are copies of $V(G)$ and where $x \in V_{1}$ is joined to $y \in V_{2}$ if $x y$ is a directed edge in $G$.

Note that every perfect matching in $B$ corresponds to a 1-factor of $G$ and vice versa. Let $\mu(B)$ denote the number of perfect matchings of $B$. Then

$$
\begin{equation*}
\mu(B) \geq\left(\frac{\rho}{n}\right)^{n} n!\geq\left(\frac{\rho}{n}\right)^{n}\left(\frac{n}{e}\right)^{n}=\left(\frac{\rho}{e}\right)^{n} \tag{7.10}
\end{equation*}
$$

by Theorem 7.20. Here we have also used Stirling's formula which implies that for sufficiently large $m$,

$$
\begin{equation*}
\left(\frac{m}{e}\right)^{m} \leq m!\leq\left(\frac{m}{e}\right)^{m+1} \tag{7.11}
\end{equation*}
$$

We now count the number $\mu_{i}(G)$ of 1-factors of $G$ which contain more than $\theta_{2} a_{i}$ edges of $H$ which are incident to $A_{i}$. Note that

$$
\begin{equation*}
\mu_{i}(G) \leq\binom{ 2 a_{i}}{\theta_{2} a_{i}}\left(\theta_{1} n\right)^{\theta_{2} a_{i}}(\rho!)^{\left(n-\theta_{2} a_{i}\right) / \rho} . \tag{7.12}
\end{equation*}
$$

Indeed, the term $\binom{2 a_{i}}{\theta_{2} a_{i}}\left(\theta_{1} n\right)^{\theta_{2} a_{i}}$ in (7.12) gives an upper bound for the number of ways we can choose $\theta_{2} a_{i}$ edges from $H$ which are incident to $A_{i}$ such that no two of these edges have the same startpoint and no two of these edges have the same endpoint. The term $(\rho!)^{\left(n-\theta_{2} a_{i}\right) / \rho}$ in (7.12) uses the upper bound in Theorem 7.20 to give a bound on the number of 1-factors in $G$ containing $\theta_{2} a_{i}$ fixed edges. Now

$$
\begin{equation*}
(\rho!)^{\left(n-\theta_{2} a_{i}\right) / \rho} \stackrel{(7.11)}{\leq}\left(\frac{\rho}{e}\right)^{(1+1 / \rho)\left(n-\theta_{2} a_{i}\right)} \leq\left(\frac{\rho}{e}\right)^{n-\theta_{2} a_{i}+1 / \theta_{3}} \tag{7.13}
\end{equation*}
$$

since $\rho=\theta_{3} n$ and

$$
\begin{equation*}
\left(\frac{e}{\rho}\right)^{\theta_{2} a_{i}-1 / \theta_{3}} \leq\left(\frac{2 e}{\theta_{3} n}\right)^{\theta_{2} a_{i}} \tag{7.14}
\end{equation*}
$$

since $a_{i} \geq n^{1 / 2}$. Furthermore,

$$
\begin{equation*}
\binom{2 a_{i}}{\theta_{2} a_{i}} \leq \frac{\left(2 a_{i}\right)^{\theta_{2} a_{i}}}{\left(\theta_{2} a_{i}\right)!} \stackrel{(7.11)}{\leq}\left(\frac{2 e}{\theta_{2}}\right)^{\theta_{2} a_{i}} . \tag{7.15}
\end{equation*}
$$

So by (7.12) we have that

$$
\begin{aligned}
\mu_{i}(G) \stackrel{(7.13),(7.15)}{\leq}\left(\frac{2 e}{\theta_{2}}\right)^{\theta_{2} a_{i}}\left(\theta_{1} n\right)^{\theta_{2} a_{i}}\left(\frac{\rho}{e}\right)^{n-\theta_{2} a_{i}+1 / \theta_{3}} \\
\quad \stackrel{(7.14)}{\leq}\left(\frac{2 e}{\theta_{2}} \theta_{1} n \frac{2 e}{\theta_{3} n}\right)^{\theta_{2} a_{i}}\left(\frac{\rho}{e}\right)^{n(7.10)} \leq\left(\frac{4 e^{2} \theta_{1}}{\theta_{2} \theta_{3}}\right)^{\theta_{2} a_{i}} \mu(B) \ll \frac{\mu(B)}{5 n}
\end{aligned}
$$

since $\theta_{1} / \theta_{3} \ll \theta_{2}, a_{i} \geq n^{1 / 2}$ and $n$ is sufficiently large.
Now we apply Lemma 7.21 to $B$ where $M_{1}$ is the identity matching (i.e. every vertex in $V_{1}$ is matched to its copy in $V_{2}$ ). Then a cycle of length $2 \ell$ in $M_{1} \cup M_{2}$ corresponds to a cycle of length $\ell$ in $G$. So, since $n$ is sufficiently large, the number of 1-factors of $G$ containing more than $n /(\log n)^{1 / 5}$ cycles is at most $e^{-n} \mu(B)$. So there exists a 1 -factor $F$ of $G$ which satisfies (i) and (ii).

### 7.4.4 Rotation-Extension lemma

The following lemma will be a useful tool when transforming 1-factors into Hamilton cycles. Given such a 1-factor $F$, we will obtain a path $P$ by cutting up and connecting several cycles in $F$ (as described in the proof sketch in Section 7.2 ). We will then apply the lemma to obtain a cycle $C$ containing precisely the vertices of $P$.

Lemma 7.22 Let $0<1 / m \ll \varepsilon \ll \gamma<1$. Let $G$ be an oriented graph on $n \geq 2 m$ vertices. Suppose that $U$ and $V$ are disjoint subsets of $V(G)$ of size $m$ with the following property:

$$
\begin{equation*}
\text { If } S \subseteq U, T \subseteq V \text { are such that }|S|,|T| \geq \varepsilon m \text { then } e_{G}(S, T) \geq \gamma|S||T| / 2 \tag{7.16}
\end{equation*}
$$

Suppose that $P=u_{1} \ldots u_{k}$ is a directed path in $G$ where $u_{1} \in V$ and $u_{k} \in U$. Let $X$ denote the set of inneighbours $u_{i}$ of $u_{1}$ which lie on $P$ so that $u_{i} \in U$ and $u_{i+1} \in V$. Similarly let $Y$ denote the set of outneighbours $u_{i}$ of $u_{k}$ which lie on $P$ so that $u_{i} \in V$ and $u_{i-1} \in U$. Suppose that $|X|,|Y| \geq \gamma m$. Then there exists a cycle $C$ in $G$ containing precisely the vertices of $P$ such that $|E(C) \backslash E(P)| \leq 5$. Furthermore, $E(P) \backslash E(C)$ consists of edges from $X$ to $X^{+}$and edges from $Y^{-}$to $Y$. (Here $X^{+}$is the set of successors of vertices in $X$ on $P$ and $Y^{-}$is the set of predecessors of vertices in $Y$ on $P$.)

Proof. Clearly we may assume that $u_{k} u_{1} \notin E(G)$. Let $X_{1}$ denote the set of the first $\gamma m / 2$ vertices in $X$ along $P$ and $X_{2}$ the set of the last $\gamma m / 2$ vertices in $X$ along $P$. We define $Y_{1}$ and $Y_{2}$ analogously. So $X_{1}, X_{2} \subseteq U$ and $Y_{1}, Y_{2} \subseteq V$. We have two cases to consider.

Case 1. All the vertices in $X_{1}$ precede those in $Y_{2}$ along $P$.
Partition $X_{1}=X_{11} \cup X_{12}$ where $X_{11}$ denotes the set of the first $\gamma m / 4$ vertices in $X_{1}$ along $P$. We partition $Y_{2}$ into $Y_{21}$ and $Y_{22}$ analogously. Let $X_{12}^{+}$denote the set of successors on $P$ of the vertices in $X_{12}$ and $Y_{21}^{-}$the set of predecessors of the vertices in $Y_{21}$. So $X_{12}^{+} \subseteq V$ and $Y_{21}^{-} \subseteq U$. Further define

- $X_{11}^{\prime}:=\left\{u_{i} \mid u_{i-1} \in X_{11}\right.$ and $\exists$ edge from $u_{i-1}$ to $\left.X_{12}^{+}\right\}$and
- $Y_{22}^{\prime}:=\left\{u_{i} \mid u_{i+1} \in Y_{22}\right.$ and $\exists$ edge from $Y_{21}^{-}$to $\left.u_{i+1}\right\}$.

So $X_{11}^{\prime} \subseteq V$ and $Y_{22}^{\prime} \subseteq U$.
From (7.16) it follows that $\left|X_{11}^{\prime}\right| \geq \frac{(\gamma / 2)(\gamma m / 4)\left|X_{12}^{+}\right|}{\left|X_{12}^{+}\right|} \geq \varepsilon m$ and similarly $\left|Y_{22}^{\prime}\right| \geq \varepsilon m$. Since $X_{11}^{\prime} \subseteq V$ and $Y_{22}^{\prime} \subseteq U$, by (7.16) $G$ contains an edge $u_{i^{\prime}} u_{i}$ from $Y_{22}^{\prime}$ to $X_{11}^{\prime}$. Since $u_{i} \in X_{11}^{\prime}$, by definition of $X_{11}^{\prime}$ it follows that $G$ contains an edge $u_{i-1} u_{j}$ for some $u_{j} \in X_{12}^{+}$. Likewise, since $u_{i^{\prime}} \in Y_{22}^{\prime}$, there is an edge $u_{j^{\prime}} u_{i^{\prime}+1}$ for some $u_{j^{\prime}} \in Y_{21}^{-}$. Furthermore, $u_{j-1} u_{1}$ and $u_{k} u_{j^{\prime}+1}$ are edges of $G$ by definition of $X_{12}^{+}$and $Y_{21}^{-}$. It is easy to check that the cycle

$$
C=u_{1} \ldots u_{i-1} u_{j} u_{j+1} \ldots u_{j^{\prime}} u_{i^{\prime}+1} u_{i^{\prime}+2} \ldots u_{k} u_{j^{\prime}+1} u_{j^{\prime}+2} \ldots u_{i^{\prime}} u_{i} u_{i+1} \ldots u_{j-1} u_{1}
$$

has the required properties (see Figure 7.1). For example, $E(P) \backslash E(C)$ consists of the edges $u_{i-1} u_{i}, u_{j-1} u_{j}, u_{j^{\prime}} u_{j^{\prime}+1}$ and $u_{i^{\prime}} u_{i^{\prime}+1}$. The former two edges go from $X$ to $X^{+}$and the latter two from $Y^{-}$to $Y$.


Figure 7.1: The cycle $C$ from Case 1

Case 2. All the vertices in $Y_{1}$ precede those in $X_{2}$ along $P$.
Let $Y_{1}^{-}$be the predecessors of the vertices in $Y_{1}$ and $X_{2}^{+}$the successors of the vertices in $X_{2}$ on $P$. So $\left|Y_{1}^{-}\right|=\left|X_{2}^{+}\right|=\gamma m / 2$ and $Y_{1}^{-} \subseteq U$ and $X_{2}^{+} \subseteq V$. Thus by (7.16) there exists an edge $u_{i} u_{j} \in E(G)$ from $Y_{1}^{-}$to $X_{2}^{+}$. Again, it is easy to check that the cycle

$$
C=u_{1} \ldots u_{i} u_{j} u_{j+1} \ldots u_{k} u_{i+1} u_{i+2} \ldots u_{j-1} u_{1}
$$

has the desired properties.

### 7.4.5 Shifted walks

Suppose $R$ is a digraph and $F$ is a collection of vertex-disjoint cycles with $V(F) \subseteq V(R)$. A closed shifted walk $W$ in $R$ with respect to $F$ is a walk in $R \cup F$ of the form

$$
W=c_{1}^{+} C_{1} c_{1} c_{2}^{+} C_{2} c_{2} \ldots c_{s-1}^{+} C_{s-1} c_{s-1} c_{s}^{+} C_{s} c_{s} c_{1}^{+}
$$

where

- $\left\{C_{1}, \ldots, C_{s}\right\}$ is the set of all cycles in $F$;
- $c_{i}$ lies on $C_{i}$ and $c_{i}^{+}$is the successor of $c_{i}$ on $C_{i}$ for each $1 \leq i \leq s$;
- $c_{i} c_{i+1}^{+}$is an edge of $R\left(\right.$ here $\left.c_{s+1}^{+}:=c_{1}^{+}\right)$.

Note that the cycles $C_{1}, \ldots, C_{s}$ are not necessarily distinct. If a cycle $C_{i}$ in $F$ appears exactly $t$ times in $W$ we say that $C_{i}$ is traversed $t$ times. Note that a closed shifted walk $W$ has the property that for every cycle $C$ of $F$, every vertex of $C$ is visited the same number of times by $W$. The next lemma will be used in Section 7.5.7 to combine cycles of $G$ which correspond to different cycles of $F$ into a single (Hamilton) cycle. Shifted walks were introduced in [43], where they were used for a similar purpose.

Lemma 7.23 Let $0<1 / n \ll 1 / M^{\prime} \ll \varepsilon \ll d \ll c \ll d^{\prime} \ll \gamma \ll 1$. Suppose that $G$ is an oriented graph of order $n$ with $\delta^{0}(G) \geq(3 / 8+\gamma) n$. Let $R$ denote the reduced digraph
of $G$ with parameters $\varepsilon, d$ and $M^{\prime}$ obtained by applying Lemma 2.7 and set $L:=|R|$. Let $R_{o}^{\prime}$ denote the spanning oriented subgraph of $R$ obtained by applying Lemma 7.14 to $R$ with parameter $d^{\prime}$. Suppose $F$ is a collection of vertex-disjoint cycles with $V(F) \subseteq V\left(R_{o}^{\prime}\right)$ and $|V(F)| \geq(1-c) L$. Then $R_{o}^{\prime}$ contains a closed shifted walk with respect to $F$ so that each cycle $C$ in $F$ is traversed at most $L / \gamma$ times.

Proof. From Lemma 7.14 we know that $\delta^{0}\left(R_{o}^{\prime}\right) \geq(3 / 8+\gamma / 2) L$. Let $R_{F}^{\prime}:=R_{o}^{\prime}[V(F)]$. So $\delta^{0}\left(R_{F}^{\prime}\right) \geq(3 / 8+\gamma / 2) L-c L \geq(3 / 8+\gamma / 3) L$. Arguing in a similar fashion to the proof of Corollary 15 in [43] we obtain a closed shifted walk $W$ in $R_{F}^{\prime}$ with respect to $F$ which traverses each cycle in $F$ at most $\left|R_{F}^{\prime}\right| / \gamma \leq L / \gamma$ times. Since $R_{F}^{\prime} \subseteq R_{o}^{\prime}, W$ is also a closed shifted walk in $R_{o}^{\prime}$ with respect to $F$, as desired.

### 7.5 Proof of Theorem 7.3

### 7.5.1 Applying the Diregularity lemma

Without loss of generality we may assume that $0<\gamma \ll 1$. Define further constants satisfying

$$
\begin{equation*}
0<1 / M^{\prime} \ll \varepsilon \ll \beta \ll \eta \ll d \ll c \ll c^{\prime} \ll \eta_{1} \ll \eta_{2} \ll \eta_{3} \ll \eta_{4} \ll \eta_{5} \ll d^{\prime} \ll \eta^{\prime} \ll \gamma \tag{7.17}
\end{equation*}
$$

Define $\alpha:=3 / 8+\gamma$. Let $G$ be an oriented graph of order $n \gg M^{\prime}$ such that $G$ is $(\alpha n \pm \eta n)$-regular. Apply the Diregularity lemma (Lemma 2.7) to $G$ with parameters $\varepsilon, d$ and $M^{\prime}$ to obtain clusters $V_{1}, \ldots, V_{L}$ of size $m$, an exceptional set $V_{0}$, a pure digraph $G^{\prime}$ and a reduced digraph $R$ (so $L=|R|$ ). Let $R_{o}^{\prime}$ be the oriented spanning subdigraph of $R$ obtained by applying Lemma 7.14 to $R$ with parameter $d^{\prime}$. So if $V_{i} V_{j}$ is an edge of $R_{o}^{\prime}$ then $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ has density at least $d^{\prime}$.

Let $R_{m}$ denote the reduced multidigraph of $G$ with parameters $\varepsilon, \beta, d$ and $M^{\prime}$. For each edge $V_{i} V_{j}$ of $R$ let $d_{i, j}$ denote the density of the $\varepsilon$-regular pair $\left(V_{i}, V_{j}\right)_{G^{\prime}}$. Recall that each edge $\left(V_{i} V_{j}\right)_{k} \in E\left(R_{m}\right)$ is associated with the $k$ th spanning subgraph $S_{i, j, k}$ of $\left(V_{i}, V_{j}\right)_{G^{\prime}}$
obtained by applying Lemma 7.10 with parameters $\varepsilon, d_{i, j}$ and $K:=d_{i, j} / \beta$. Each $S_{i, j, k}$ is $\varepsilon$-regular with density $\beta \pm \varepsilon$. Lemma 7.11 implies that

$$
\begin{equation*}
\delta^{0}\left(R_{m}\right) \geq(\alpha-4 d) \frac{L}{\beta} \quad \text { and } \quad \Delta^{0}\left(R_{m}\right) \leq(\alpha+2 \eta) \frac{L}{\beta} . \tag{7.18}
\end{equation*}
$$

Apply Lemma 7.17 to $R_{m}$ in order to obtain

$$
\begin{equation*}
r:=\left(\alpha-\eta^{\prime}\right) L / \beta \tag{7.19}
\end{equation*}
$$

edge-disjoint collections $\mathcal{F}_{1}, \ldots, \mathcal{F}_{r}$ of vertex-disjoint cycles in $R_{m}$ such that each $\mathcal{F}_{i}$ contains all but at most $c L$ of the clusters in $R_{m}$. Let $V_{0, i}$ denote the set of all those vertices in $G$ which do not lie in clusters covered by $\mathcal{F}_{i}$. So $V_{0} \subseteq V_{0, i}$ for all $1 \leq i \leq r$ and $\left|V_{0, i}\right| \leq\left|V_{0}\right|+c L m \leq(\varepsilon+c) n$. We now apply Lemma 7.12 to each cycle in $\mathcal{F}_{i}$ to obtain subclusters of size $m^{\prime}:=(1-4 \varepsilon) m$ such that the edges of $\mathcal{F}_{i}$ now correspond to $(10 \varepsilon, \beta)$ -super-regular pairs. By removing one extra vertex from each cluster if necessary we may assume that $m^{\prime}$ is even. All vertices not belonging to the chosen subclusters of $\mathcal{F}_{i}$ are added to $V_{0, i}$. So now

$$
\begin{equation*}
\left|V_{0, i}\right| \leq 2 c n . \tag{7.20}
\end{equation*}
$$

We refer to the chosen subclusters as the clusters of $\mathcal{F}_{i}$ and still denote these clusters by $V_{1}, \ldots, V_{L}$. (This is a slight abuse of notation since the clusters of $\mathcal{F}_{i}$ might be different from those of $\mathcal{F}_{i^{\prime}}$.) Thus an edge $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ in $\mathcal{F}_{i}$ corresponds to the ( $10 \varepsilon, \beta$ )-super-regular pair $S_{j_{1}, j_{2}, k}^{\prime}:=\left(V_{j_{1}}, V_{j_{2}}\right)_{S_{j_{1}, j_{2}, k}}$.

Let $C_{i}$ denote the oriented subgraph of $G$ whose vertices are all those vertices belonging to clusters in $\mathcal{F}_{i}$ such that for each $\left(V_{j_{1}} V_{j_{2}}\right)_{k} \in E\left(\mathcal{F}_{i}\right)$ the edges between $V_{j_{1}}$ and $V_{j_{2}}$ are precisely all the edges in $S_{j_{1}, j_{2}, k}^{\prime}$. Clearly $C_{1}, \ldots, C_{r}$ are edge-disjoint.

We now define 'random' edge-disjoint oriented subgraphs $H_{1}^{+}, H_{1}^{-}, H_{2}, H_{3, i}, H_{4}$ and $H_{5, i}$ of $G$ (for each $i=1, \ldots, r$ ). $H_{1}^{+}$and $H_{1}^{-}$will be used in Section 7.5.2 to incorporate the exceptional vertices in $V_{0, i}$ into $C_{i}$. $H_{2}$ will be used to choose the skeleton walks in

Section 7.5.4. The $H_{3, i}$ will be used in Section 7.5.6 to merge certain cycles. $H_{4}$ and the $H_{5, i}$ will be used in Section 7.5 .7 to find our almost decomposition into Hamilton cycles. We will choose these subgraphs to satisfy the following properties:

## Properties of $H_{1}^{+}$and $H_{1}^{-}$.

- $H_{1}^{+}$is a spanning oriented subgraph of $G$.
- For all $x \in V\left(H_{1}^{+}\right), \eta_{1} n \leq d_{H_{1}^{+}}^{ \pm}(x) \leq 2 \eta_{1} n$.
- For all $x \in V\left(H_{1}^{+}\right)$and each $1 \leq i \leq r,\left|N_{H_{1}^{+}}^{ \pm}(x) \cap V_{0, i}\right| \leq 5 \eta_{1}\left|V_{0, i}\right|$.
- $H_{1}^{-}$satisfies analogous properties.


## Properties of $H_{2}$.

- The vertex set of $H_{2}$ consists of precisely all those vertices of $G$ which lie in a cluster of $R$ (i.e. $\left.V\left(H_{2}\right)=V(G) \backslash V_{0}\right)$.
- For each edge $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ of $R_{m}, H_{2}$ contains a spanning oriented subgraph of $S_{j_{1}, j_{2}, k}$ which forms an $\varepsilon$-regular pair of density at least $\eta_{2} \beta$.
- All edges of $H_{2}$ belong to one of these $\varepsilon$-regular pairs.
- For all $x \in V\left(H_{2}\right), d_{H_{2}}^{ \pm}(x) \leq 2 \eta_{2} n$.


## Properties of each $H_{3, i}$.

- The vertex set of $H_{3, i}$ consists of precisely all those vertices of $G$ which lie in a cluster of $\mathcal{F}_{i}\left(\right.$ i.e. $\left.V\left(H_{3, i}\right)=V(G) \backslash V_{0, i}\right)$.
- For each edge $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ of $\mathcal{F}_{i}, H_{3, i}$ contains a spanning oriented subgraph of $S_{j_{1}, j_{2}, k}^{\prime}$ which forms a $\left(\sqrt{\varepsilon} / 2,2 \eta_{3} \beta\right)$-super-regular pair.
- All edges in $H_{3, i}$ belong to one of these pairs.
- Let $H_{3}$ denote the union of all the oriented graphs $H_{3, i}$. The last two properties together with (7.19) imply that $d_{H_{3}}^{ \pm}(x) \leq 3 \eta_{3} n$ for all $x \in V\left(H_{3}\right)$.


## Properties of $H_{4}$.

- The vertex set of $H_{4}$ consists of precisely all those vertices of $G$ which lie in a cluster of $R_{o}^{\prime}\left(\right.$ i.e. $\left.V\left(H_{4}\right)=V(G) \backslash V_{0}\right)$.
- For each edge $V_{j_{1}} V_{j_{2}}$ of $R_{o}^{\prime},\left(V_{j_{1}}, V_{j_{2}}\right)_{H_{4}}$ is $\varepsilon$-regular of density at least $\eta_{4} d^{\prime}$.
- All edges in $H_{4}$ belong to one of these $\varepsilon$-regular pairs.
- For all $x \in V\left(H_{4}\right), d_{H_{4}}^{ \pm}(x) \leq 2 \eta_{4} n$.


## Properties of each $H_{5, i}$.

- The vertex set of $H_{5, i}$ consists of precisely all those vertices of $G$ which lie in a cluster of $\mathcal{F}_{i}$.
- For each edge $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ of $\mathcal{F}_{i}, H_{5, i}$ contains a spanning oriented subgraph of $S_{j_{1}, j_{2}, k}^{\prime}$ which forms a $\left(\sqrt{\varepsilon} / 2,2 \eta_{5} \beta\right)$-super-regular pair.
- All edges in $H_{5, i}$ belong to one of these pairs.
- Let $H_{5}$ denote the union of all the oriented graphs $H_{5, i}$. The last two properties together with (7.19) imply that $d_{H_{5}}^{ \pm}(x) \leq 3 \eta_{5} n$ for all $x \in V\left(H_{5}\right)$.


## Properties of each $S_{i, j, k}^{\prime}$.

- For each edge $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ of $\mathcal{F}_{i}$ the oriented subgraph obtained from $S_{j_{1}, j_{2}, k}^{\prime}$ by removing all the edges in $H_{1}^{+}, H_{1}^{-}, H_{2}, \ldots, H_{5}$ is $\left(\varepsilon^{1 / 3}, \beta_{1}\right)$-super-regular for some $\beta_{1}$ with

$$
\begin{equation*}
\left(1-\eta^{\prime}\right) \beta \leq \beta_{1} \leq \beta \tag{7.21}
\end{equation*}
$$

The existence of $H_{1}^{+}, H_{1}^{-}, H_{2}, H_{3, i}, H_{4}$ and $H_{5, i}$ can be shown by considering suitable random subgraphs of $G$ and applying the Chernoff bound in Proposition 7.9. For example, to show that $H_{1}^{+}$exists, consider a random subgraph of $G$ which is obtained by including each edge of $G$ with probability $4 \eta_{1}$. Similarly, to define $H_{2}$ choose every edge in $S_{j_{1}, j_{2}, k}$ with probability $3 \eta_{2} / 2$ (for all $S_{j_{1}, j_{2}, k}$ ) and argue as in the proof of Lemma 7.10. Note
that since $H_{4}$ only consists of edges between pairs of clusters $V_{j_{1}}, V_{j_{2}}$ which form an edge in $R_{o}^{\prime}$, the densities of oriented subgraphs obtained from the $S_{j_{1}, j_{2}, k}^{\prime}$ by deleting all the edges in $H_{1}^{+}, H_{1}^{-}, H_{2}, \ldots, H_{5}$ will not be close enough to each other. Indeed, if $V_{j_{1}} V_{j_{2}} \notin$ $E\left(R_{o}^{\prime}\right)$, then the corresponding density will be larger. However, for such pairs we can delete approximately a further $\eta_{4}$-proportion of the edges to ensure this property holds. Again, the deletion is done by considering a random subgraph obtained by deleting edges with probability $\eta_{4}$.

We now remove the edges in $H_{1}^{+}, H_{1}^{-}, H_{2}, \ldots, H_{5}$ from each $C_{i}$. We still refer to the subgraphs of $C_{i}$ and $S_{j_{1}, j_{2}, k}^{\prime}$ thus obtained as $C_{i}$ and $S_{j_{1}, j_{2}, k}^{\prime}$.

### 7.5.2 Incorporating $V_{0, i}$ into $C_{i}$

Our ultimate aim is to use each of the $C_{i}$ as a 'framework' to piece together roughly $\beta_{1} m^{\prime}$ Hamilton cycles in $G$. In this section we will incorporate the vertices in $V_{0, i}$, together with some edges incident to these vertices, into $C_{i}$. For each $i=1, \ldots, r$, let $G_{i}$ denote the oriented spanning subgraph of $G$ obtained from $C_{i}$ by adding the vertices of $V_{0, i}$. So initially $G_{i}$ contains no edges with a start- or endpoint in $V_{0, i}$. We now wish to add edges to $G_{i}$ so that
(i) $d_{G_{i}}^{ \pm}(x) \geq(1-\sqrt{c}) \beta_{1} m^{\prime}$ where $x$ has neighbours only in $C_{i}$, for all $x \in V_{0, i}$;
(ii) $\left|N_{G_{i}}^{ \pm}(y) \cap V_{0, i}\right| \leq \sqrt{c} \beta_{1} m^{\prime}$ for all $y \in V\left(C_{i}\right)$;
(iii) $G_{1}, \ldots, G_{r}$ are edge-disjoint.

For each $x \in V(G)$ we define $\mathcal{L}_{x}:=\left\{i \mid x \in V_{0, i}\right\}$ and let $L_{x}:=\left|\mathcal{L}_{x}\right|$. Let

$$
B^{\prime}:=\left\{x \in V(G) \left\lvert\, L_{x} \geq \frac{\eta_{1} n}{2 \beta_{1} m^{\prime}}\right.\right\}
$$

We now consider the vertices in $B^{\prime}$ and $V(G) \backslash B^{\prime}$ separately.
First consider any $x \in V(G) \backslash B^{\prime}$. Let $p:=2 \beta_{1} m^{\prime} / \eta_{1} n$ and consider each edge $e$ sent out by $x$ in $H_{1}^{+}$. With probability $L_{x} p \leq 1$ we will assign $e$ to exactly one of the $G_{i}$ with $i \in \mathcal{L}_{x}$. More precisely, for each $i \in \mathcal{L}_{x}$ we assign $e$ to $G_{i}$ with probability $p$. So the probability $e$
is not assigned to any of the $G_{i}$ is $1-L_{x} p \geq 0$. We randomly distribute the edges of $H_{1}^{-}$ received by $x$ in an analogous way amongst all the $G_{i}$ with $i \in \mathcal{L}_{x}$.

We proceed similarly for all the vertices in $V(G) \backslash B^{\prime}$, with the random choices being independent for different such vertices. Since $H_{1}^{+}$and $H_{1}^{-}$are edge-disjoint from each other and from all the $C_{i}$, the oriented graphs obtained from $G_{1}, \ldots, G_{r}$ in this way will still be edge-disjoint. Moreover, $\mathbb{E}\left(d_{G_{i}}^{ \pm}(x)\right) \geq \eta_{1} n p$ and $\mathbb{E}\left(d_{G_{i}}^{ \pm}\left[V_{0, i}\right](x)\right) \leq\left|V_{0, i}\right| p \leq 2 c n p$ for every $x \in V(G) \backslash B^{\prime}$ and each $i \in \mathcal{L}_{x}$. Thus

$$
\begin{equation*}
\mathbb{E}\left(\left|N_{G_{i}}^{ \pm}(x) \cap V\left(C_{i}\right)\right|\right) \geq\left(\eta_{1}-2 c\right) n p \geq \beta_{1} m^{\prime} . \tag{7.22}
\end{equation*}
$$

Let $B_{i}:=V_{0, i} \cap B^{\prime}$ and $\bar{B}_{i}:=V_{0, i} \backslash B^{\prime}$. Since $\left|N_{H_{1}^{+} \cup H_{1}^{-}}^{ \pm}(y) \cap V_{0, i}\right| \leq 10 \eta_{1}\left|V_{0, i}\right|$ for every $y \in V\left(C_{i}\right)$ (by definition of $H_{1}^{+}$and $H_{1}^{-}$) we have that

$$
\begin{equation*}
\mathbb{E}\left(\left|N_{G_{i}}^{ \pm}(y) \cap \bar{B}_{i}\right|\right) \leq 10 \eta_{1}\left|V_{0, i}\right| p \stackrel{(7.20)}{\leq} 40 c \beta_{1} m^{\prime} \tag{7.23}
\end{equation*}
$$

Applying the Chernoff bound in Proposition 7.9 (for the binomial distribution) for each $i$ and summing up the error probabilities for all $i$ we see that with nonzero probability the following properties hold:

- (7.22) implies that $\left|N_{G_{i}}^{ \pm}(x) \cap V\left(C_{i}\right)\right| \geq(1-\sqrt{c}) \beta_{1} m^{\prime}$ for every $x \in \bar{B}_{i}$.
- (7.23) implies that $\left|N_{G_{i}}^{ \pm}(y) \cap \bar{B}_{i}\right| \leq \sqrt{c} \beta_{1} m^{\prime} / 2$ for every $y \in V\left(C_{i}\right)$.

For each $i$ we delete all the edges with both endpoints in $V_{0, i}$ from $G_{i}$.
Having dealt with the vertices in $V(G) \backslash B^{\prime}$, let us now consider any $x \in B^{\prime}$. We call each edge of $G$ with startpoint $x$ free if it does not lie in any of $C_{i}, H_{1}^{+}, H_{1}^{-}, H_{2}, \ldots, H_{5}$ (for all $i=1, \ldots, r$ ) and if the endpoint is not in $B^{\prime}$. Note that

$$
\left|B^{\prime}\right| \frac{\eta_{1} n}{2 \beta_{1} m^{\prime}} \leq \sum_{i=1}^{r}\left|V_{0, i}\right| \stackrel{(7.20)}{\leq} 2 c r n \stackrel{(7.19)}{\leq} c n \frac{L}{\beta},
$$

and so $\left|B^{\prime}\right| \leq \frac{2 c n}{\eta_{1}}$. So the number of free edges sent out by $x$ is at least

$$
\begin{aligned}
& (\alpha-\eta) n-\left(\beta_{1}+\varepsilon^{1 / 3}\right) m^{\prime}\left(r-L_{x}\right)-4 \eta_{1} n-2 \eta_{2} n-3 \eta_{3} n-2 \eta_{4} n-3 \eta_{5} n-\left|B^{\prime}\right| \\
& \stackrel{(7.19)}{\geq}(\alpha-\eta) n-\left(\beta+\varepsilon^{1 / 3}\right) m^{\prime}\left(\alpha-\eta^{\prime}\right) \frac{L}{\beta}+L_{x} \beta_{1} m^{\prime}-4 \eta_{5} n-\frac{2 c n}{\eta_{1}} \\
& \stackrel{(7.17)}{\geq}(\alpha-\eta) n-\left(\frac{\alpha \varepsilon^{1 / 3} n}{\beta}+\alpha n\right)+\frac{\eta^{\prime} n}{2}+L_{x} \beta_{1} m^{\prime}-5 \eta_{5} n \stackrel{(7.17)}{\geq} L_{x} \beta_{1} m^{\prime} .
\end{aligned}
$$

We consider $L_{x} \beta_{1} m^{\prime}$ of these free edges sent out by $x$ and distribute them randomly amongst all the $G_{i}$ with $i \in \mathcal{L}_{x}$. More precisely, each such edge is assigned to $G_{i}$ with probability $1 / L_{x}$ (for each $i \in \mathcal{L}_{x}$ ). So for each $i \in \mathcal{L}_{x}$,

$$
\begin{equation*}
\mathbb{E}\left(d_{G_{i}}^{+}(x)\right)=\beta_{1} m^{\prime} \tag{7.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left(d_{G_{i}\left[V_{0, i}\right]}^{+}(x)\right) \leq\left|V_{0, i}\right| \frac{1}{L_{x}} \stackrel{(7.20)}{\leq} 2 c n\left(\frac{2 \beta_{1} m^{\prime}}{\eta_{1} n}\right)=\frac{4 c \beta_{1} m^{\prime}}{\eta_{1}} \ll \sqrt{c} \beta_{1} m^{\prime} / 4 \tag{7.25}
\end{equation*}
$$

We can introduce an analogous definition of a free edge at $x$ but for edges whose endpoint is $x$. As above we randomly distribute $L_{x} \beta_{1} m^{\prime}$ such edges amongst all the $G_{i}$ with $i \in \mathcal{L}_{x}$. Thus for each $i \in \mathcal{L}_{x}$,

$$
\begin{equation*}
\mathbb{E}\left(d_{G_{i}}^{-}(x)\right)=\beta_{1} m^{\prime} \quad \text { and } \quad \mathbb{E}\left(d_{G_{i}\left[V_{0, i]}\right.}^{-}(x)\right) \ll \sqrt{c} \beta_{1} m^{\prime} / 4 \tag{7.26}
\end{equation*}
$$

We proceed similarly for all vertices in $B^{\prime}$, with the random choices being independent for different vertices $x \in B^{\prime}$. (Note that every edge of $G$ is free with respect to at most one vertex in $B^{\prime}$.) Then using the lower bound on $L_{x}$ for all $x \in B^{\prime}$ we have

$$
\begin{equation*}
\mathbb{E}\left(\left|N_{G_{i}}^{ \pm}(y) \cap B_{i}\right|\right) \leq\left|V_{0, i}\right| \frac{2 \beta_{1} m^{\prime}}{\eta_{1} n} \stackrel{(7.20)}{\leq} \sqrt{c} \beta_{1} m^{\prime} / 4 \tag{7.27}
\end{equation*}
$$

for each $i=1, \ldots, r$ and all $y \in V\left(C_{i}\right)$. As before, applying the Chernoff type bound in Proposition 7.9 for each $i$ and summing up the failure probabilities over all $i$ shows that
with nonzero probability the following properties hold:

- (7.24)-(7.26) imply that $\left|N_{G_{i}}^{ \pm}(x) \cap V\left(C_{i}\right)\right| \geq(1-\sqrt{c}) \beta_{1} m^{\prime}$ for each $x \in B_{i}$.
- (7.27) implies that $\left|N_{G_{i}}^{ \pm}(y) \cap B_{i}\right| \leq \sqrt{c} \beta_{1} m^{\prime} / 2$ for each $y \in V\left(C_{i}\right)$.

Together with the properties of $G_{i}$ established after choosing the edges at the vertices in $V(G) \backslash B^{\prime}$ it follows that $\left|N_{G_{i}}^{ \pm}(x) \cap V\left(C_{i}\right)\right| \geq(1-\sqrt{c}) \beta_{1} m^{\prime}$ for every $x \in V_{0, i}$ and $\left|N_{G_{i}}^{ \pm}(y) \cap V_{0, i}\right| \leq \sqrt{c} \beta_{1} m^{\prime}$ for every $y \in V\left(C_{i}\right)$. Furthermore, $G_{1}, \ldots, G_{r}$ are still edgedisjoint since when dealing with the vertices in $B^{\prime}$ we only added free edges. By discarding any edges assigned to $G_{i}$ which lie entirely in $V_{0, i}$ we can ensure that (i) holds. So altogether (i)-(iii) are satisfied, as desired.

### 7.5.3 Randomly splitting the $G_{i}$

As mentioned in the previous section we will use each of the $G_{i}$ to piece together roughly $\beta_{1} m^{\prime}$ Hamilton cycles of $G$. We will achieve this by firstly adding some more special edges to each $G_{i}$ (see Section 7.5.4) and then almost decomposing each $G_{i}$ into 1-factors. However, in order to use these 1-factors to create Hamilton cycles we will need to ensure that no 1factor contains a 2-path with start- and endpoint in $V_{0, i}$, and midpoint in $C_{i}$. Unfortunately $G_{i}$ might contain such paths. To avoid them, we will 'randomly split' each $G_{i}$.

We start by considering a random partition of each $V \in V\left(\mathcal{F}_{i}\right)$. Using the Chernoff bound in Proposition 7.9 for the hypergeometric distribution one can show that there exists a partition of $V$ into subclusters $V^{\prime}$ and $V^{\prime \prime}$ so that the following conditions hold:

- $\left|V^{\prime}\right|,\left|V^{\prime \prime}\right|=m^{\prime} / 2$ for each $V \in V\left(\mathcal{F}_{i}\right)$.
- $\left|N_{G_{i}}^{ \pm}(x) \cap \mathcal{V}^{\prime}\right| \geq(1 / 2-\sqrt{c}) \beta_{1} m^{\prime}$ and $\left|N_{G_{i}}^{ \pm}(x) \cap \mathcal{V}^{\prime \prime}\right| \geq(1 / 2-\sqrt{c}) \beta_{1} m^{\prime}$ for each $x \in V_{0, i}$. (Here $\mathcal{V}^{\prime}:=\bigcup_{V \in V\left(\mathcal{F}_{i}\right)} V^{\prime}$ and $\mathcal{V}^{\prime \prime}:=\bigcup_{V \in V\left(\mathcal{F}_{i}\right)} V^{\prime \prime}$.)

Recall that each edge $\left(V_{j_{1}} V_{j_{2}}\right)_{k} \in E\left(\mathcal{F}_{i}\right)$ corresponds to the $\left(\varepsilon^{1 / 3}, \beta_{1}\right)$-super-regular pair $S_{j_{1}, j_{2}, k}^{\prime}$. Let $\beta_{2}:=\beta_{1} / 2$. So

$$
\begin{equation*}
\left(1 / 2-\eta^{\prime}\right) \beta \stackrel{(7.21)}{\leq} \beta_{2} \stackrel{(7.21)}{\leq} \beta / 2 . \tag{7.28}
\end{equation*}
$$

Apply Lemma 7.10 (ii) to obtain a partition $E_{j_{1}, j_{2}, k}^{\prime}, E_{j_{1}, j_{2}, k}^{\prime \prime}$ of the edge set of $S_{j_{1}, j_{2}, k}^{\prime}$ so that the following condition holds:

- The edges of $E_{j_{1}, j_{2}, k}^{\prime}$ and $E_{j_{1}, j_{2}, k}^{\prime \prime}$ both induce an $\left(\varepsilon^{1 / 4}, \beta_{2}\right)$-super-regular pair which $\operatorname{spans} S_{j_{1}, j_{2}, k}^{\prime}$.

We now partition $G_{i}$ into two oriented spanning subgraphs $G_{i}^{\prime}$ and $G_{i}^{\prime \prime}$ as follows.

- The edge set of $G_{i}^{\prime}$ is the union of all $E_{j_{1}, j_{2}, k}^{\prime}$ (over all edges $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ of $\left.\mathcal{F}_{i}\right)$ together with all the edges in $G_{i}$ from $V_{0, i}$ to $\mathcal{V}^{\prime}$, and all edges in $G_{i}$ from $\mathcal{V}^{\prime \prime}$ to $V_{0, i}$.
- The edge set of $G_{i}^{\prime \prime}$ is the union of all $E_{j_{1}, j_{2}, k}^{\prime \prime}$ (over all edges $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ of $\left.\mathcal{F}_{i}\right)$ together with all the edges in $G_{i}$ from $V_{0, i}$ to $\mathcal{V}^{\prime \prime}$, and all edges in $G_{i}$ from $\mathcal{V}^{\prime}$ to $V_{0, i}$.

Note that neither $G_{i}^{\prime}$ nor $G_{i}^{\prime \prime}$ contains the type of 2-paths we wish to avoid. For each $i=1, \ldots, r$ we use Lemma 7.10 (ii) to partition the edge set of each $H_{3, i}$ to obtain edgedisjoint oriented spanning subgraphs $H_{3, i}^{\prime}$ and $H_{3, i}^{\prime \prime}$ so that the following condition holds:

- For each edge $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ in $\mathcal{F}_{i}$, both $H_{3, i}^{\prime}$ and $H_{3, i}^{\prime \prime}$ contain a spanning oriented subgraph of $S_{j_{1}, j_{2}, k}^{\prime}$ which is $\left(\sqrt{\varepsilon}, \eta_{3} \beta\right)$-super-regular. Moreover, all edges in $H_{3, i}^{\prime}$ and $H_{3, i}^{\prime \prime}$ belong to one of these pairs.

Similarly we partition the edge set of each $H_{5, i}$ to obtain edge-disjoint oriented spanning subgraphs $H_{5, i}^{\prime}$ and $H_{5, i}^{\prime \prime}$ so that the following condition holds:

- For each edge $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ in $\mathcal{F}_{i}$, both $H_{5, i}^{\prime}$ and $H_{5, i}^{\prime \prime}$ contain a spanning oriented subgraph of $S_{j_{1}, j_{2}, k}^{\prime}$ which is $\left(\sqrt{\varepsilon}, \eta_{5} \beta\right)$-super-regular. Moreover, all edges in $H_{5, i}^{\prime}$ and $H_{5, i}^{\prime \prime}$ belong to one of these pairs.

We pair $H_{3, i}^{\prime}$ and $H_{5, i}^{\prime}$ with $G_{i}^{\prime}$ and pair $H_{3, i}^{\prime \prime}$ and $H_{5, i}^{\prime \prime}$ with $G_{i}^{\prime \prime}$. We now have $2 r$ edge-disjoint oriented subgraphs of $G$, namely $G_{1}^{\prime}, G_{1}^{\prime \prime}, \ldots, G_{r}^{\prime}, G_{r}^{\prime \prime}$. To simplify notation, we relabel these oriented graphs as $G_{1}, \ldots, G_{r^{\prime}}$ where

$$
\begin{equation*}
r^{\prime}:=2 r \stackrel{(7.19)}{=} 2\left(\alpha-\eta^{\prime}\right) L / \beta \tag{7.29}
\end{equation*}
$$

We similarly relabel the oriented graphs $H_{3,1}^{\prime}, H_{3,1}^{\prime \prime}, \ldots, H_{3, r}^{\prime}, H_{3, r}^{\prime \prime}$ as $H_{3,1}, \ldots, H_{3, r^{\prime}}$ and relabel $H_{5,1}^{\prime}, H_{5,1}^{\prime \prime}, \ldots, H_{5, r}^{\prime}, H_{5, r}^{\prime \prime}$ as $H_{5,1}, \ldots, H_{5, r^{\prime}}$ in such a way that $H_{3, i}$ and $H_{5, i}$ are the oriented graphs which we paired with $G_{i}$. For each $i$ we still use the notation $\mathcal{F}_{i}, C_{i}$ and $V_{0, i}$ in the usual way. Now (i) from Section 7.5.2 becomes
(i') $d_{G_{i}}^{ \pm}(x) \geq(1 / 2-\sqrt{c}) \beta_{1} m^{\prime}$ where $x$ has neighbours only in $C_{i}$, for all $x \in V_{0, i}$, while (ii) and (iii) remain valid.

### 7.5.4 Adding skeleton walks to the $G_{i}$

Note that all vertices (including the vertices of $V_{0, i}$ ) in each $G_{i}$ now have in- and outdegree close to $\beta_{2} m^{\prime}$. In Section 7.5.5 our aim is to find a $\tau$-regular oriented subgraph of $G_{i}$, where

$$
\begin{equation*}
\tau:=\left(1-\eta^{\prime}\right) \beta_{2} m^{\prime} . \tag{7.30}
\end{equation*}
$$

However, this may not be possible: suppose for instance that $V_{0, i}$ consists of a single vertex $x, \mathcal{F}_{i}$ consists of 2 cycles $C$ and $C^{\prime}$ and that all outneighbours of $x$ lie on $C$ and all inneighbours lie on $C^{\prime}$. Then $G_{i}$ does not even contain a 1-factor. A similar problem arises if for example $V_{0, i}$ consists of a single vertex $x, \mathcal{F}_{i}$ consists of a single cycle $C=V_{1} \ldots V_{t}$, all outneighbours of $x$ lie in the cluster $V_{2}$ and all inneighbours in the cluster $V_{8}$. Note that in both situations, the edges between $V_{0, i}$ and $C_{i}$ are not 'well-distributed' or 'balanced'. To overcome this problem, we add further edges to $C_{i}$ which will 'balance out' the edges between $C_{i}$ and $V_{0, i}$ which we added previously. These edges will be part of the skeleton walks which we define below. To motivate the definition of the skeleton walks it may be helpful to consider the second example above: Suppose that we add an edge $e$ from $V_{1}$ to $V_{9}$. Then $G_{i}$ now has a 1-factor. In general, we cannot find such an edge, but it will turn out that we can find a collection of a bounded number of edges fulfilling the same purpose.

A skeleton walk $S$ in $G$ with respect to $G_{i}$ is a collection of distinct edges $x_{1} x_{2}, x_{2}^{-} x_{3}$, $\ldots, x_{z-1}^{-} x_{z}$ and $x_{z}^{-} x_{1}$ of $G$ with the following properties:

- $x_{1} \in V_{0, i}$ and all vertices in $V(S) \backslash\left\{x_{1}\right\}$ lie in $C_{i}$.
- Given some $2 \leq j \leq z$, let $V \in V\left(\mathcal{F}_{i}\right)$ denote the cluster in $\mathcal{F}_{i}$ containing $x_{j}$ and let $C$ denote the cycle in $\mathcal{F}_{i}$ containing $V$. Then $x_{j}^{-} \in V^{-}$, where $V^{-}$is the predecessor of $V$ on $C$.

The edges $x_{2}^{-} x_{3}, \ldots, x_{z-1}^{-} x_{z}$ are referred to as the internal edges of $S$. We define $z$ to be the length of $S$.

Note that whenever $\mathcal{S}$ is a union of edge-disjoint skeleton walks and $V$ is a cluster in $\mathcal{F}_{i}$, then number of edges in $\mathcal{S}$ whose endpoint is in $V$ is the same as the number of edges in $\mathcal{S}$ whose startpoint is in $V^{-}$. As indicated above, this 'balanced' property will be crucial when finding a $\tau$-regular oriented subgraph of $G_{i}$ in Section 7.5.5.

The internal edges of each skeleton walk $S$ with respect to $G_{i}$ will lie in the 'random' graph $H_{2}$ chosen in Section 7.5.1. More precisely, each of these edges will lie in a 'slice' $H_{2, i}$ of $H_{2}$ assigned to $G_{i}$. We will now partition $H_{2}$ into these 'slices' $H_{2,1}, \ldots, H_{2, r^{\prime}}$. To do this, recall that any edge $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ in $R_{m}$ corresponds to an $\varepsilon$-regular pair of density at least $\eta_{2} \beta$ in $H_{2}$. Here $V_{j_{1}}$ and $V_{j_{2}}$ are viewed as clusters in $R_{m}$, so $\left|V_{j_{1}}\right|=\left|V_{j_{2}}\right|=m$. Apply Lemma 7.10(i) to each such pair of clusters to find edge-disjoint oriented subgraphs $H_{2,1}, \ldots, H_{2, r^{\prime}}$ of $H_{2}$ so that for each $H_{2, i}$ all the edges $\left(V_{j_{1}} V_{j_{2}}\right)_{k}$ in $R_{m}$ correspond to $[\varepsilon, 6 \beta \varepsilon / L]$-regular pairs with density at least $\left(\eta_{2} \beta-2 \varepsilon\right) \beta / L \geq \eta_{2} \beta^{2} / 2 L$ in $H_{2, i}$.

Recall that by ( $\mathrm{i}^{\prime}$ ) in Section 7.5.3 each vertex $x \in V_{0, i}$ has at least $(1 / 2-\sqrt{c}) \beta_{1} m^{\prime} \geq \tau$ outneighbours in $C_{i}$ and at least $(1 / 2-\sqrt{c}) \beta_{1} m^{\prime}$ inneighbours in $C_{i}$. We pair $\tau$ of these outneighbours $x^{+}$with distinct inneighbours $x^{-}$. For each of these $\tau$ pairs $x^{+}, x^{-}$we wish to find a skeleton walk with respect to $G_{i}$ whose start edge is $x x^{+}$and whose end edge is $x^{-} x$. We denote the union of these $\tau$ pairs $x x^{+}, x^{-} x$ of edges over all $x \in V_{0, i}$ by $\mathcal{T}_{i}$.

In Section 7.5.3 we partitioned each cluster $V \in V\left(\mathcal{F}_{i}\right)$ into subclusters $V^{\prime}$ and $V^{\prime \prime}$. We next show how to choose the skeleton walks for all those $G_{i}$ for which each edge in $G_{i}$ with startpoint in $V_{0, i}$ has its endpoint in $\mathcal{V}^{\prime}$ (and so each edge in $G_{i}$ with endpoint in $V_{0, i}$ has startpoint in $\left.\mathcal{V}^{\prime \prime}\right)$. The other case is similar, one only has to interchange $\mathcal{V}^{\prime}$ and $\mathcal{V}^{\prime \prime}$.

Claim 7.24 We can find a set $\mathcal{S}_{i}$ of $\tau\left|V_{0, i}\right|$ skeleton walks of length at most $20 / \gamma$ with respect to $G_{i}$, one for each pair of edges in $\mathcal{T}_{i}$, such that $\mathcal{S}_{i}$ has the following properties:
(i) For each skeleton walk in $\mathcal{S}_{i}$, its internal edges all lie in $H_{2, i}$ and all these edges have their startpoint in $\mathcal{V}^{\prime \prime}$ and endpoint in $\mathcal{V}^{\prime}$.
(ii) Any two of the skeleton walks in $\mathcal{S}_{i}$ are edge-disjoint.
(iii) Every $y \in V\left(C_{i}\right)$ is incident to at most $c^{1 / 5} \beta_{2} m^{\prime}$ edges belonging to the skeleton walks in $\mathcal{S}_{i}$.

Note that $\left|\mathcal{S}_{i}\right|=\left|\mathcal{T}_{i}\right|=\tau\left|V_{0, i}\right| \leq 2 c \beta_{2} m^{\prime} n$ by (7.20) and (7.30). To find $\mathcal{S}_{i}$, we will first find so-called shadow skeleton walks (here the internal edges are edges of $R_{m}$ instead of $G$ ). More precisely, a shadow skeleton walk $S^{\prime}$ with respect to $G_{i}$ is a collection of two edges $x_{1} x_{2}, x_{z}^{-} x_{1}$ of $G$ and $z-2$ edges $\left(X_{2}^{-} X_{3}\right)_{k_{2}},\left(X_{3}^{-} X_{4}\right)_{k_{3}}, \ldots,\left(X_{z-1}^{-} X_{z}\right)_{k_{z-1}}$ of $R_{m}$ with the following properties:

- $x_{1} x_{2}, x_{z}^{-} x_{1}$ is a pair in $\mathcal{T}_{i}$.
- $x_{2} \in X_{2}, x_{z}^{-} \in X_{z}^{-}$and each $X_{j}$ is a vertex of a cycle in $\mathcal{F}_{i}$ and $X_{j}^{-}$is the predecessor of $X_{j}$ on that cycle.

We refer to the edges $\left(X_{3}^{-} X_{4}\right)_{k_{3}}, \ldots,\left(X_{z-2}^{-} X_{z-1}\right)_{k_{z-2}}$ as the internal edges of $S^{\prime},\left(X_{2}^{-} X_{3}\right)_{k_{2}}$ as the internal start edge and $\left(X_{z-1}^{-} X_{z}\right)_{k_{z-1}}$ as the internal end edge of $S^{\prime}$. The length of $S^{\prime}$ is $z$.

Note that in the second condition we slightly abused the notation: as $X_{j}$ is a cluster in $R_{m}$, it only corresponds to a cluster in $\mathcal{F}_{i}$ (which has size $m^{\prime}$ and is a subcluster of the one in $R_{m}$ ). However, in order to simplify our exposition, we will use the same notation for a cluster in $R_{m}$ as for the cluster in $\mathcal{F}_{i}$ corresponding to it.

Given a collection $\mathcal{S}^{\prime}$ of shadow skeleton walks (with respect to $G_{i}$ ) we say an edge of $R_{m}$ is bad if it is used at least

$$
B:=c^{1 / 4} \beta^{2}\left(m^{\prime}\right)^{2} / L
$$

times as an internal edge in $\mathcal{S}^{\prime}$. We say an edge from $V$ to $U$ in $R_{m}$ is $(V,+)$-bad if it is used at least $B$ times as an internal start edge in the shadow skeleton walks of $\mathcal{S}^{\prime}$. An edge from $W$ to $V$ in $R_{m}$ is $(V,-)$-bad if it is used at least $B$ times as an internal end edge in
the shadow skeleton walks of $\mathcal{S}^{\prime}$. We say an edge in $R_{m}$ is very bad if it is used at least $10 B$ times as an edge in $\mathcal{S}^{\prime}$.

To prove Claim 7.24 we will first prove the following result.

Claim 7.25 We can find a collection $\mathcal{S}_{i}^{\prime}$ of $\tau\left|V_{0, i}\right|$ shadow skeleton walks with respect to $G_{i}$, one for each of pair in $\mathcal{T}_{i}$, and each of length at most $20 / \gamma$, such that no edge in $R_{m}$ is very bad.

In order to find the internal edges of our desired shadow skeleton walks in Claim 7.25 we will have to find certain collections of edges in a special oriented subgraph of $R$. One can view these as 'skeletons' of the shifted walks defined in Section 7.4.5.

Suppose $R^{\prime}$ is a digraph and $F$ a collection of vertex-disjoint cycles with $V(F)=V\left(R^{\prime}\right)$ (note $F$ doesn't have to lie in $R^{\prime}$ here). Suppose $V, W \in V\left(R^{\prime}\right)$. A $V$ - $W$ skeleton walk $S$ in $R^{\prime}$ with respect to $F$ of length $k+1$ is a collection of edges

$$
V V_{1}, V_{1}^{-} V_{2}, V_{2}^{-} V_{3}, \ldots, V_{k-1}^{-} V_{k} \text { and } V_{k}^{-} W
$$

in $R^{\prime}$ with the following properties:

- If $V_{i}$ belongs to the cluster $C$ on $F$ then $V_{i}^{-}$denotes the predecessor of $V$ on $C$;
- $V \notin\left\{V_{1}, V_{2}, \ldots, V_{k}, V_{1}^{-}, V_{2}^{-}, \ldots, V_{k}^{-}\right\}$.

We say a $V$ - $W$ skeleton walk $S$ in strict if either $S$ has length 1 or $W \notin\left\{V_{1}, V_{2}, \ldots, V_{k}, V_{1}^{-}, V_{2}^{-}, \ldots, V_{k}^{-}\right\}$. Note that if $V=W$ then a $V-W$ skeleton walk $S$ must be strict.

Claim 7.26 Suppose that $R^{\diamond}$ is an oriented subgraph of $R$ where $V\left(R^{\diamond}\right)=L^{\prime} \geq(1-\gamma) L$ and $F$ is a collection of vertex-disjoint cycles such that $V(F)=V\left(R^{\diamond}\right)$. Let $\mathcal{B}$ be a set of at most $\gamma L^{\prime} / 8$ vertices in $R^{\diamond}$. Suppose that for all $V \in V\left(R^{\diamond}\right) \backslash \mathcal{B}$,

$$
\begin{equation*}
d_{R^{\circ}}^{ \pm}(V) \geq(3 / 8+\gamma) L^{\prime} \tag{7.31}
\end{equation*}
$$

Given any $V, W \in V\left(R^{\diamond}\right) \backslash \mathcal{B}$ there exists a strict $V-W$ skeleton walk $S$ in $R^{\diamond}$ with respect to $F$ of length at most $2 / \gamma$ such that no edge of $S$ is incident to a vertex in $\mathcal{B}$.

Proof. We first consider the case when $V \neq W$. Let $R^{\diamond} \backslash \mathcal{B}$ denote the oriented subgraph of $R^{\diamond}$ induced by $V\left(R^{\diamond}\right) \backslash \mathcal{B}$. By (7.31) we have that

$$
\delta^{0}\left(R^{\diamond} \backslash \mathcal{B}\right) \geq(3 / 8+\gamma) L^{\prime}-|\mathcal{B}| \geq(3 / 8+\gamma / 2) L^{\prime \prime}
$$

where $L^{\prime \prime}:=\left|R^{\diamond} \backslash \mathcal{B}\right|=L^{\prime}-|\mathcal{B}| \geq(1-\gamma / 8) L^{\prime}$. Thus by Lemma 7.15 we have that given any non-empty $X \subseteq V\left(R^{\diamond}\right) \backslash \mathcal{B}$ and $|X| \leq(1-\gamma / 2) L^{\prime \prime}$ then

$$
\begin{equation*}
\left|N_{R^{\diamond} \backslash \mathcal{B}}^{+}(X)\right| \geq|X|+\gamma L^{\prime \prime} / 2 \tag{7.32}
\end{equation*}
$$

Let $X_{i}$ denote the set of vertices $V^{\prime} \in V\left(R^{\diamond}\right) \backslash \mathcal{B}$ where $V^{\prime} \neq V$ for which there is a $V$ - $V^{\prime}$ skeleton walk $S^{\prime}$ of length at most $i$ for which no edge in $S^{\prime}$ is incident to a vertex in $\mathcal{B}$, and for which $W$ doesn't play the role of one of the $V_{j}^{-}$in $S^{\prime}$ (i.e. $W$ does not play the role of the startpoint of any of the edges in $S^{\prime}$ ).

So $X_{1}=N_{R^{\diamond} \backslash \mathcal{B}}^{+}(V)$ and hence $\left|X_{1}\right| \geq(3 / 8+\gamma / 2) L^{\prime \prime}$. Let $X_{i}^{-}$denote the set of those vertices which are predecessors of the vertices in $X_{i}$ on the cycles from $F$ but which do not lie in $\mathcal{B} \cup\{V, W\}$. Thus $\left|X_{i}^{-}\right| \geq\left|X_{i}\right|-|\mathcal{B}|-2$. Note that

$$
\begin{equation*}
X_{i+1}=\left(N^{+}\left(X_{i}^{-}\right) \cup X_{i}\right) \backslash(\mathcal{B} \cup\{V\}) \tag{7.33}
\end{equation*}
$$

Suppose that $\left|X_{i}\right| \leq(1-\gamma / 2) L^{\prime \prime}$. If $\left|X_{i}^{-}\right|>0$ then since $\left|X_{i}^{-}\right| \leq\left|X_{i}\right| \leq(1-\gamma / 2) L^{\prime \prime}$ by (7.32) we have that

$$
\begin{equation*}
\left|N^{+}\left(X_{i}^{-}\right)\right| \geq\left|X_{i}^{-}\right|+\gamma L^{\prime \prime} / 2 \geq\left|X_{i}\right|-|\mathcal{B}|-2+\gamma L^{\prime \prime} / 2 \geq\left|X_{i}\right|+\gamma L^{\prime \prime} / 4+1 \tag{7.34}
\end{equation*}
$$

Since $\left|X_{1}\right| \gg \gamma L^{\prime}$ we will have that $\left|X_{i}\right| \gg \gamma L^{\prime}$ for all $i$ and so $\left|X_{i}^{-}\right| \geq\left|X_{i}\right|-|\mathcal{B}|-2>0$. Thus (7.34) holds for all $i \geq 1$ such that $\left|X_{i}\right| \leq(1-\gamma / 2) L^{\prime \prime}$. So for such $i,(7.33)$ and (7.34)
imply that

$$
\left|X_{i+1}\right| \geq\left|X_{i}\right|+\gamma L^{\prime \prime} / 4+1-|\mathcal{B}|-1 \geq\left|X_{i}\right|+\gamma L^{\prime \prime} / 8
$$

Since $\left|X_{1}\right| \geq(3 / 8+\gamma / 2) L^{\prime \prime}$, for $i^{*}:=\lfloor 1 / \gamma\rfloor-1$ we must have that $\left|X_{i^{*}}\right| \geq(1-\gamma / 2) L^{\prime \prime}$. Thus $\left|X_{i^{*}}^{-}\right| \geq(1-\gamma / 2) L^{\prime \prime}-|\mathcal{B}|-2 \geq(1-\gamma) L^{\prime \prime}$. Since $W$ has at least $(3 / 8+\gamma / 2) L^{\prime \prime} \gg \gamma L^{\prime \prime}$ inneighbours in $R^{\diamond} \backslash \mathcal{B}, W \in N^{+}\left(X_{i^{*}}^{-}\right)$. So there exits a $V-W$ skeleton walk $S$ in $R^{\diamond}$ of length at most $1 / \gamma$ which is disjoint from $\mathcal{B}$ and for which $W$ only appears as the endpoint of an edge in $S$. If we restrict $S$ to all those edges up to and including the first edge on $S$ containing $W$ then we see that this forms our desired strict $V$ - $W$ skeleton walk.

In the case when $V=W$ we choose any $W^{\prime} \in V\left(R^{\diamond}\right) \backslash \mathcal{B}$ such that $W^{\prime} \neq V$. As above we can choose strict $V-W^{\prime}$ and strict $W^{\prime}-V$ skeleton walks $S_{1}$ and $S_{2}$ of length at most $1 / \gamma$ which are both disjoint from $\mathcal{B}$. $S_{1} \cup S_{2}$ gives us our desired strict $V$ - $W$ skeleton walk.

Proof of Claim 7.25. Suppose that we have already found $\ell<\tau\left|V_{0, i}\right|$ of our desired shadow skeleton walks for $G_{i}$. Let $x x^{+}, x^{-} x$ be a pair in $\mathcal{T}_{i}$ for which we have yet to define a shadow skeleton walk. We will now find such a shadow skeleton walk $S^{\prime}$. Suppose $x^{+} \in V^{+}$and $x^{-} \in W^{-}$, where $V^{+}, W^{-} \in V\left(\mathcal{F}_{i}\right)$. Let $V$ denote the predecessor of $V^{+}$in $\mathcal{F}_{i}$ and $W$ the successor of $W^{-}$in $\mathcal{F}_{i}$.

Our first aim is to find a strict $V-W$ skeleton walk in $R$ which will be used to define the internal edges of $S^{\prime}$. Recall that $R_{o}^{\prime}$ is the oriented spanning subgraph of $R$ obtained by applying Lemma 7.14 to $R$ with parameter $d^{\prime}$. From Lemma 7.14 we know that $\delta^{0}\left(R_{o}^{\prime}\right) \geq$ $(3 / 8+\gamma / 3) L$. Let $R_{o, i}^{\prime}$ denote the oriented subgraph of $R_{o}^{\prime}$ induced by the clusters of $\mathcal{F}_{i}$. Since $\mathcal{F}_{i}$ contains all but at most $c L$ of the clusters of $R_{o}^{\prime}$ we have that $\left|R_{o, i}^{\prime}\right| \geq(1-c) L$ and

$$
\delta^{0}\left(R_{o, i}^{\prime}\right) \geq(3 / 8+\gamma / 3) L-c L \geq(3 / 8+\gamma / 4) L .
$$

Given any edge $V_{a_{1}} V_{a_{2}} \in V\left(R_{o, i}^{\prime}\right)$ there are at least $\left\lfloor d^{\prime} / \beta\right\rfloor$ edges $\left(V_{a_{1}} V_{a_{2}}\right)_{k}$ in $R_{m}$ associated with it. By definition of $G_{i}$ (condition (ii) in Section 7.5.2), each $y \in V\left(C_{i}\right)$ has at
most $\sqrt{c} \beta_{1} m^{\prime}$ inneighbours in $V_{0, i}$ in $G_{i}$. So the number of $(V,+)$-bad edges is at most

$$
\begin{equation*}
\frac{\sqrt{c} \beta_{1}\left(m^{\prime}\right)^{2}}{B}=\frac{\sqrt{c} \beta_{1}\left(m^{\prime}\right)^{2}}{c^{1 / 4} \beta^{2}\left(m^{\prime}\right)^{2} / L}=\frac{c^{1 / 4} \beta_{1} L}{\beta^{2}} \stackrel{(7.21)}{\leq} \frac{c^{1 / 4} L}{\beta} . \tag{7.35}
\end{equation*}
$$

We remove an edge $V V_{a_{1}}$ from $R_{o, i}^{\prime}$ if all edges $\left(V V_{a_{1}}\right)_{k}$ in $R_{m}$ associated with $V V_{a_{1}}$ are ( $V,+$ )-bad. By (7.35) we are removing at most

$$
\left(c^{1 / 4} L / \beta\right) /\left(\left\lfloor d^{\prime} / \beta\right\rfloor\right) \leq \frac{2 c^{1 / 4} L}{d^{\prime}}
$$

edges sent out by $V$ in $R_{o, i}^{\prime}$. Thus,

$$
\begin{equation*}
d_{R_{o, i}^{\prime}}^{+}(V) \geq(3 / 8+\gamma / 4) L-\frac{2 c^{1 / 4} L}{d^{\prime}} \geq(3 / 8+\gamma / 5) L . \tag{7.36}
\end{equation*}
$$

We remove an edge $V_{a_{1}} W$ from $R_{o, i}^{\prime}$ if all edges $\left(V_{a_{1}} W\right)_{k}$ in $R_{m}$ associated with $V_{a_{1}} W$ are ( $W,-$ )-bad. A similar argument as above shows that

$$
\begin{equation*}
d_{R_{o, i}^{\prime}}^{-}(W) \geq(3 / 8+\gamma / 5) L . \tag{7.37}
\end{equation*}
$$

Further we now have that for all $V_{a_{1}} \in V\left(R_{o, i}^{\prime}\right) \backslash\{V, W\}$,

$$
d_{R_{o, i}^{\prime}}^{ \pm}\left(V_{a_{1}}\right) \geq(3 / 8+\gamma / 4) L-2
$$

and

$$
\begin{equation*}
d_{R_{o, i}^{\prime}}^{-}(V), d_{R_{o, i}^{\prime}}^{+}(W) \geq(3 / 8+\gamma / 4) L-1 . \tag{7.38}
\end{equation*}
$$

Since each of the $\ell$ shadow skeleton walks already defined have length at most $20 / \gamma$, the number of bad edges in $R_{m}$ is at most

$$
\frac{20 \tau\left|V_{0, i}\right| / \gamma}{B} \stackrel{(7.20),(7.30)}{\leq} \frac{40 \beta_{2} m^{\prime} c n}{\gamma c^{1 / 4} \beta^{2}\left(m^{\prime}\right)^{2} / L} \leq \frac{45 c^{3 / 4} \beta_{2} L^{2}}{\gamma \beta^{2}} \stackrel{(7.28)}{\leq} \frac{45 c^{3 / 4} L^{2}}{\gamma \beta} .
$$

We say a cluster $V_{a_{1}}$ in $R_{o, i}^{\prime}$ is bad if at least $\gamma d^{\prime} L /(40 \beta)$ edges incident to $V_{a_{1}}$ in $R_{m}$ are
bad. Thus the number of bad vertices in $R_{o, i}^{\prime}$ is at most

$$
\frac{90 c^{3 / 4} L^{2} /(\gamma \beta)}{\gamma d^{\prime} L /(40 \beta)}=\frac{3600 c^{3 / 4} L}{\gamma^{2} d^{\prime}} \leq \gamma^{10} L
$$

Let $\mathcal{B}$ denote the set of all bad vertices in $R_{o, i}^{\prime}$. So $|\mathcal{B}| \leq \gamma^{10} L$. Given an edge $V_{a_{1}} V_{a_{2}}$ that is disjoint from the clusters $V$ and $W$ we remove it from $R_{o, i}^{\prime}$ if all edges $\left(V_{a_{1}} V_{a_{2}}\right)_{k}$ in $R_{m}$ associated with $V_{a_{1}} V_{a_{2}}$ are bad. Thus if $V_{a_{1}} \notin \mathcal{B}$ we have removed at most

$$
\frac{\gamma d^{\prime} L /(40 \beta)}{\left\lfloor d^{\prime} / \beta\right\rfloor} \leq \gamma L / 20
$$

edges incident to $V_{a_{1}}$ in $R_{o, i}^{\prime}$. Hence, we have that for all $V_{a_{1}} \in V\left(R_{o, i}^{\prime}\right) \backslash(\mathcal{B} \cup\{V, W\})$,

$$
\begin{equation*}
d_{R_{0, i}^{\prime}}^{ \pm}\left(V_{a_{1}}\right) \geq(3 / 8+\gamma / 4) L-2-\gamma L / 20 \geq(3 / 8+\gamma / 6) L . \tag{7.39}
\end{equation*}
$$

So (7.36), (7.37), (7.38) and (7.39) imply that

$$
d_{R_{o, i}^{\prime}}^{ \pm}\left(V_{a_{1}}\right) \geq(3 / 8+\gamma / 6) L
$$

for all $V_{a_{1}} \in V\left(R_{o, i}^{\prime}\right) \backslash \mathcal{B}$.
Thus we can apply Claim 7.26 to obtain a strict $V-W$ skeleton walk $S$ in $R_{o, i}^{\prime}$ with respect to $\mathcal{F}_{i}$ of length at most $12 / \gamma$ that avoids $\mathcal{B}$. Suppose $S$ consists of the edges

$$
V V_{1}, V_{1}^{-} V_{2}, V_{2}^{-} V_{3}, \ldots, V_{s-1}^{-} V_{s} \text { and } V_{s}^{-} W
$$

Then by definition of $R_{o, i}^{\prime}$ there is an edge $\left(V V_{1}\right)_{k_{1}}$ in $R_{m}$ that is not $(V,+)$-bad. Similarly there is an edge $\left(V_{s}^{-} W\right)_{k_{s+1}}$ in $R_{m}$ that is not ( $W,-$ )-bad. Further, given any $2 \leq s^{\prime} \leq s$, there exists an edge $\left(V_{s^{\prime}-1}^{-} V_{s^{\prime}}\right)_{k_{s^{\prime}}}$ in $R_{m}$ which is not bad. (Note that this follows from the definition of $R_{o, i}^{\prime}$ and since $V_{s^{\prime}-1}^{-} V_{s^{\prime}}$ is disjoint from $V$ and $W$.) The edges

$$
\left(V V_{1}\right)_{k_{1}},\left(V_{1}^{-} V_{2}\right)_{k_{2}},\left(V_{2}^{-} V_{3}\right)_{k_{3}}, \ldots,\left(V_{s-1}^{-} V_{s}\right)_{k_{s}} \text { and }\left(V_{s}^{-} W\right)_{k_{s+1}}
$$

together with $x x^{+}, x^{-} x$ yield our desired shadow skeleton walk. We repeat this process until we have our collection $\mathcal{S}_{i}^{\prime}$ of skeleton shadow walks. By construction no edge in $R_{m}$ plays the role of an internal start edge in $\mathcal{S}_{i}^{\prime}$ more than $B$ times, the role of an internal end edge more than $B$ times, and the role of an internal edge more than $B$ times. So no edge in $R_{m}$ is very bad, as desired.

We now use Claim 7.25 to prove Claim 7.24.

Proof of Claim 7.24. We apply Claim 7.25 to obtain a collection $\mathcal{S}_{i}^{\prime}$ of shadow skeleton walks. We will replace each edge of $R_{m}$ in these shadow skeleton walks with a distinct edge of $H_{2, i}$ to obtain our desired collection $\mathcal{S}_{i}$ of skeleton walks.

Recall that each edge $(V W)_{k}$ in $R_{m}$ corresponds to an $[\varepsilon, 6 \varepsilon \beta / L]$-regular pair of density at least $\eta_{2} \beta^{2} / 2 L$ in $H_{2, i}$. Thus in $H_{2, i}$ the edges from $V^{\prime \prime}$ to $W^{\prime}$ induce a $[3 \varepsilon, 12 \varepsilon \beta / L]$ regular pair of density $d_{1} \geq \eta_{2} \beta^{2} / 3 L$. (Here $V^{\prime}, V^{\prime \prime}$ and $W^{\prime}, W^{\prime \prime}$ are the partitions of $V$ and $W$ chosen in Section 7.5.3.) Let $d_{0}:=80 B /\left(m^{\prime} / 2\right)^{2}$ and note that $d_{0} \leq d_{1}$. So we can now apply Lemma 7.13 to $\left(V^{\prime \prime}, W^{\prime}\right)_{H_{2, i}}$ to obtain a subgraph $H_{2, i}^{\prime}\left[V^{\prime \prime}, W^{\prime}\right]$ with maximum degree at most $d_{0} m^{\prime} / 2$ and at least $d_{0}\left(m^{\prime} / 2\right)^{2} / 8=10 B$ edges. We do this for all those edges in $R_{m}$ which are used in a shadow skeleton walk in $\mathcal{S}_{i}^{\prime}$.

Since no edge in $R_{m}$ is very bad, for each $S^{\prime} \in \mathcal{S}_{i}^{\prime}$ we can replace an edge $(V W)_{k}$ in $S^{\prime}$ with a distinct edge $e$ from $V^{\prime \prime}$ to $W^{\prime}$ lying in $H_{2, i}^{\prime}\left[V^{\prime \prime}, W^{\prime}\right]$. Thus we obtain a collection $\mathcal{S}_{i}$ of skeleton walks which satisfy properties (i) and (ii) of Claim 7.24 . Note that by the construction of $\mathcal{S}_{i}$ every vertex $y \in V\left(C_{i}\right)$ is incident to at most $d_{0} m^{\prime} L / \beta \ll c^{1 / 5} \beta_{2} m^{\prime} / 2$ edges which play the role of an internal edge in a skeleton walk in $\mathcal{S}_{i}$. Condition (ii) in Section 7.5.2 implies that $y$ is incident to at most $2 \sqrt{c} \beta_{1} m^{\prime}$ edges in $\mathcal{T}_{i}$. So in total $y$ is incident to at most $c^{1 / 5} \beta_{2} m^{\prime} / 2+2 \sqrt{c} \beta_{1} m^{\prime} \leq c^{1 / 5} \beta_{2} m^{\prime}$ edges of the skeleton walks in $\mathcal{S}_{i}$. Hence (iii) and thus the entire claim is satisfied.

We now add the edges of the skeleton walks in $\mathcal{S}_{i}$ to $G_{i}$. Moreover, for each $x \in V_{0, i}$ we delete all those edges at $x$ which do not lie in a skeleton walk in $\mathcal{S}_{i}$.

### 7.5.5 Almost decomposing the $G_{i}$ into 1-factors

Our aim in this section is to find a suitable collection of 1-factors in each $G_{i}$ which together cover almost all the edges of $G_{i}$. In order to do this, we first choose a $\tau$-regular spanning oriented subgraph $G_{i}^{*}$ of $G_{i}$ and then apply Lemma 7.19 to $G_{i}^{*}$.

We will refer to all those edges in $G_{i}$ which lie in a skeleton walk in $\mathcal{S}_{i}$ as red, and all other edges in $G_{i}$ as white. Given $V \in V\left(\mathcal{F}_{i}\right)$ and $x \in V$, we denote by $N_{w}^{+}(x)$ the set of all those vertices which receive a white edge from $x$ in $G_{i}$. Similarly we denote by $N_{w}^{-}(x)$ the set of all those vertices which send out a white edge to $x$ in $G_{i}$. So $N_{w}^{+}(x) \subseteq V^{+}$and $N_{w}^{-}(x) \subseteq V^{-}$, where $V^{+}$and $V^{-}$are the successor and the predecessor of $V$ in $\mathcal{F}_{i}$. Note that $G_{i}$ has the following properties:
$\left(\alpha_{1}\right) d_{G_{i}}^{ \pm}(x)=\tau$ for each $x \in V_{0, i}$. Moreover, $x$ does not have any in- or outneighbours in $V_{0, i}$.
$\left(\alpha_{2}\right)$ Every path in $G_{i}$ consisting of two red edges has its midpoint in $V_{0, i}$.
$\left(\alpha_{3}\right)$ For each $\left(V_{j} V_{j}^{+}\right)_{k} \in E\left(\mathcal{F}_{i}\right)$ the white edges in $G_{i}$ from $V_{j}$ to $V_{j}^{+}$induce a $\left(\varepsilon^{1 / 4}, \beta_{2}\right)$ -super-regular pair $\left(V_{j}, V_{j}^{+}\right)_{G_{i}}$.
$\left(\alpha_{4}\right)$ Every vertex $u \in V\left(C_{i}\right)$ receives at most $c^{1 / 5} \beta_{2} m^{\prime}$ red edges and sends out at most $c^{1 / 5} \beta_{2} m^{\prime}$ red edges in $G_{i}$.
$\left(\alpha_{5}\right)$ In total, the vertices in $G_{i}$ lying in a cluster $V_{j} \in V\left(\mathcal{F}_{i}\right)$ send out the same number of red edges as the vertices in $V_{j}^{+}$receive.

In order to find our $\tau$-regular spanning oriented subgraph of $G_{i}$, consider any edge $\left(V_{j} V_{j}^{+}\right)_{k} \in$ $E\left(\mathcal{F}_{i}\right)$. Given any $u_{\ell} \in V_{j}$, let $x_{\ell}$ denote the number of red edges sent out by $u_{\ell}$ in $G_{i}$. Similarly given any $v_{\ell} \in V_{j}^{+}$, let $y_{\ell}$ denote the number of red edges received by $v_{\ell}$ in $G_{i}$. By $\left(\alpha_{4}\right)$ we have that $x_{\ell}, y_{\ell} \leq c^{1 / 5} \beta_{2} m^{\prime}$ and by $\left(\alpha_{5}\right)$ we have that

$$
\sum_{u_{\ell} \in V_{j}} x_{\ell}=\sum_{v_{\ell} \in V_{j}^{+}} y_{\ell} .
$$

Thus we can apply Lemma 7.18 to obtain an oriented spanning subgraph of $\left(V_{j}, V_{j}^{+}\right)_{G_{i}}$ in which each $u_{\ell}$ has outdegree $\tau-x_{\ell}$ and each $v_{\ell}$ has indegree $\tau-y_{\ell}$. We apply Lemma 7.18 to each $\left(V_{j} V_{j}^{+}\right)_{k} \in E\left(\mathcal{F}_{i}\right)$. The union of all these oriented subgraphs together with the red edges in $G_{i}$ clearly yield a $\tau$-regular oriented subgraph $G_{i}^{*}$ of $G_{i}$, as desired.

We will use the following claim to almost decompose $G_{i}^{*}$ into 1-factors with certain useful properties.

Claim 7.27 Let $G^{*}$ be a spanning $\rho$-regular oriented subgraph of $G_{i}$ where $\rho \geq \eta^{\prime} \beta_{2} m^{\prime}$. Then $G^{*}$ contains a 1-factor $F^{*}$ with the following properties:
(i) $F^{*}$ contains at most $n /(\log n)^{1 / 5}$ cycles.
(ii) For each $V_{j} \in V\left(\mathcal{F}_{i}\right), F^{*}$ contains at most $c^{\prime} m^{\prime}$ red edges incident to vertices in $V_{j}$.
(iii) Let $F_{\text {red }}^{*}$ denote the set of vertices which are incident to a red edge in $F^{*}$. Then $\left|F_{r e d}^{*} \cap N_{H_{3, i}}^{ \pm}(x)\right| \leq 2 c^{\prime} \eta_{3} \beta m^{\prime}$ for each $x \in V\left(C_{i}\right)$.
(iv) $\left|F_{r e d}^{*} \cap N_{w}^{ \pm}(x)\right| \leq 2 c^{\prime} \beta_{2} m^{\prime}$ for each $x \in V\left(C_{i}\right)$.

Proof. A direct application of Lemma 7.19 to $G^{*}$ proves the claim. Indeed, we apply the lemma with $\theta_{1}=\left(c^{1 / 5} \beta_{2} m^{\prime}\right) / n, \theta_{2}=c^{\prime}, \theta_{3}=\rho / n \geq\left(\eta^{\prime} \beta_{2} m^{\prime}\right) / n$ and with the oriented spanning subgraph of $G^{*}$ whose edge set consists precisely of the red edges in $G^{*}$ playing the role of $H$. Furthermore, the clusters in $V\left(\mathcal{F}_{i}\right)$ together with the sets $N_{w}^{ \pm}(x)$ and $N_{H_{3, i}}^{ \pm}(x)$ (for each $x \in V\left(C_{i}\right)$ ) play the role of the $A_{j}$.

Repeatedly applying Claim 7.27 we obtain edge-disjoint 1-factors $F_{i, 1}, \ldots, F_{i, \psi}$ of $G_{i}$ satisfying conditions (i)-(iv) of the claim, where

$$
\begin{equation*}
\psi:=\left(1-2 \eta^{\prime}\right) \beta_{2} m^{\prime} . \tag{7.40}
\end{equation*}
$$

Our aim is now to transform each of the $F_{i, j}$ into a Hamilton cycle using the edges of $H_{3, i}$, $H_{4}$ and $H_{5, i}$.

### 7.5.6 Merging the cycles in $F_{i, j}$ into a bounded number of cycles

Let $D_{1}, \ldots, D_{\xi}$ denote the cycles in $\mathcal{F}_{i}$ and define $V_{G}\left(D_{k}\right)$ to be the set of vertices in $G_{i}$ which lie in clusters in the cycle $D_{k}$. In this subsection, for each $i$ and $j$ we will merge the cycles in $F_{i, j}$ to obtain a 1-factor $F_{i, j}^{\prime}$ consisting of at most $\xi$ cycles.

Recall from Section 7.5 .5 that we call the edges of $G_{i}$ which lie on a skeleton walk in $\mathcal{S}_{i}$ red and the non-red edges of $G_{i}$ white. We call the edges of the 'random' oriented graph $H_{3, i}$ defined in Section 7.5.1 green. (Recall that $H_{3, i}$ was modified in Section 7.5.3.) We will use the edges from $H_{3, i}$ to obtain 1-factors $F_{i, 1}^{\prime}, \ldots, F_{i, \psi}^{\prime}$ for each $G_{i}$ with the following properties:
( $\beta_{1}$ ) If $i \neq i^{\prime}$ or $j \neq j^{\prime}$ then $F_{i, j}^{\prime}$ and $F_{i^{\prime}, j^{\prime}}^{\prime}$ are edge-disjoint.
$\left(\beta_{2}\right)$ For each $V \in V\left(\mathcal{F}_{i}\right)$ all $x \in V$ which send out a white edge in $F_{i, j}$ lie on the same cycle $C$ in $F_{i, j}^{\prime}$.
$\left(\beta_{3}\right)\left|E\left(F_{i, j}^{\prime}\right) \backslash E\left(F_{i, j}\right)\right| \leq 6 n /(\log n)^{1 / 5}$ for all $i$ and $j$. Moreover, $E\left(F_{i, j}^{\prime}\right) \backslash E\left(F_{i, j}\right)$ consists of green and white edges only.
$\left(\beta_{4}\right)$ For every edge in $F_{i, j}$ both endvertices lie on the same cycle in $F_{i, j}^{\prime}$.
$\left(\beta_{5}\right)$ All the red edges in $F_{i, j}$ still lie in $F_{i, j}^{\prime}$.
Before showing the existence of 1 -factors satisfying $\left(\beta_{1}\right)-\left(\beta_{5}\right)$, we will derive two further properties $\left(\beta_{6}\right)$ and $\left(\beta_{7}\right)$ from them which we will use in the next subsection. So suppose that $F_{i, j}^{\prime}$ is a 1-factor satisfying the above conditions. Consider any cluster $V \in V\left(\mathcal{F}_{i}\right)$. Claim 7.27(ii) implies that $F_{i, j}$ contains at most $c^{\prime} m^{\prime}$ red edges with startpoint in $V$. So the cycle $C$ in $F_{i, j}^{\prime}$ which contains all vertices $x \in V$ sending out a white edge in $F_{i, j}$ must contain at least $\left(1-c^{\prime}\right) m^{\prime}$ such vertices $x$. In particular there are at least $\left(1-c^{\prime}\right) m^{\prime}>c^{\prime} m^{\prime}$ vertices $y \in V^{+}$which lie on $C$. So some of these vertices $y$ send out a white edge in $F_{i, j}$. But by $\left(\beta_{2}\right)$ this means that $C$ contains all those vertices $y \in V^{+}$which send out a white edge in $F_{i, j}$. Repeating this argument shows that $C$ contains all vertices in $V\left(D_{k}\right)$ which send out a white edge in $F_{i, j}$ (here $D_{k}$ is the cycle on $\mathcal{F}_{i}$ that contains $V$ ). Furthermore,
by property $\left(\beta_{4}\right), C$ contains all vertices in $V\left(D_{k}\right)$ which receive a white edge in $F_{i, j}$. By property $\left(\alpha_{2}\right)$ in Section 7.5 .5 no vertex of $C_{i}$ is both a startpoint of a red edge in $G_{i}$ and an endpoint of a red edge in $G_{i}$. So this implies that all vertices in $V_{G}\left(D_{k}\right)$ lie on $C$. Thus if we obtain 1-factors $F_{i, 1}^{\prime}, \ldots, F_{i, \psi}^{\prime}$ satisfying $\left(\beta_{1}\right)-\left(\beta_{5}\right)$ then the following conditions also hold:
$\left(\beta_{6}\right)$ For each $j=1, \ldots, \psi$ and each $k=1, \ldots, \xi$ all the vertices in $V_{G}\left(D_{k}\right)$ lie on the same cycle in $F_{i, j}^{\prime}$.
$\left(\beta_{7}\right)$ For each $V \in V\left(\mathcal{F}_{i}\right)$ and each $j=1, \ldots, \psi$ at most $c^{\prime} m^{\prime}$ vertices in $V$ lie on a red edge in $F_{i, j}^{\prime}$.
(Condition $\left(\beta_{7}\right)$ follows from Claim 7.27(ii) and the 'moreover' part of $\left(\beta_{3}\right)$.)
For every $i$, we will define the 1 -factors $F_{i, 1}^{\prime}, \ldots, F_{i, \psi}^{\prime}$ sequentially. Initially, we let $F_{i, j}^{\prime}=F_{i, j}$. So the $F_{i, j}^{\prime}$ satisfy all conditions except $\left(\beta_{2}\right)$. Next, we describe how to modify $F_{i, 1}^{\prime}$ so that it also satisfies $\left(\beta_{2}\right)$.

Recall from Section 7.5.3 that for each edge $\left(V V^{+}\right)_{k}$ of $\mathcal{F}_{i}$ the pair $\left(V, V^{+}\right)_{H_{3, i}}$ is $\left(\sqrt{\varepsilon}, \eta_{3} \beta\right)$-super-regular and thus $\delta^{ \pm}\left(H_{3, i}\right) \geq\left(\eta_{3} \beta-\sqrt{\varepsilon}\right) m^{\prime} \geq \eta_{3} \beta m^{\prime} / 2$. Furthermore, whenever $V \in V\left(\mathcal{F}_{i}\right)$ and $x \in V$, the outneighbourhood of $x$ in $H_{3, i}$ lies in $V^{+}$and the inneighbourhood of $x$ in $H_{3, i}$ lies in $V^{-}$. Let $H_{3, i}^{\prime}$ denote the oriented spanning subgraph of $H_{3, i}$ whose edge set consists of those edges $x y$ of $H_{3, i}$ for which $x$ is not a startpoint of a red edge in our current 1-factor $F_{i, 1}^{\prime}$ and $y$ is not an endpoint of a red edge in $F_{i, 1}^{\prime}$. Consider a white edge $x y$ in $F_{i, 1}^{\prime}$. Claim 7.27 (iii) implies that $x$ sends out most $2 c^{\prime} \eta_{3} \beta m^{\prime}$ green edges $x z$ in $H_{3, i}$ which do not lie in $H_{3, i}^{\prime}$. So $d_{H_{3, i}^{\prime}}^{+}(x) \geq\left(1 / 2-2 c^{\prime}\right) \eta_{3} \beta m^{\prime}$. Similarly, $d_{H_{3, i}^{\prime}}^{-}(y) \geq$ $\left(1 / 2-2 c^{\prime}\right) \eta_{3} \beta m^{\prime}$. (However, if $u v$ is a red edge in $F_{i, 1}^{\prime}$ then $d_{H_{3, i}^{\prime}}^{+}(u)=d_{H_{3, i}^{\prime}}^{-}(v)=0$.) Thus we have the following properties of $H_{3, i}$ and $H_{3, i}^{\prime}$ :
$\left(\gamma_{1}\right)$ For each $V \in V\left(\mathcal{F}_{i}\right)$ all the edges in $H_{3, i}$ sent out by vertices in $V$ go to $V^{+}$.
$\left(\gamma_{2}\right)$ If $x y$ is a white edge in $F_{i, 1}^{\prime}$ then $d_{H_{3, i}^{\prime}}^{+}(x), d_{H_{3, i}^{\prime}}^{-}(y) \geq \eta_{3} \beta m^{\prime} / 3$.
$\left(\gamma_{3}\right)$ Consider any $V \in V\left(\mathcal{F}_{i}\right)$. Let $S \subseteq V$ and $T \subseteq V^{+}$be such that $|S|,|T| \geq \sqrt{\varepsilon} m^{\prime}$. Then $e_{H_{3, i}}(S, T) \geq \eta_{3} \beta|S||T| / 2$.

If $F_{i, 1}^{\prime}$ does not satisfy $\left(\beta_{2}\right)$, then it contains cycles $C \neq C^{*}$ such that there is a cluster $V \in V\left(\mathcal{F}_{i}\right)$ and white edges $x y$ on $C$ and $x^{*} y^{*}$ on $C^{*}$ with $x, x^{*} \in V$ and $y, y^{*} \in V^{+}$.

We have 3 cases to consider. Firstly, we may have a green edge $x z \in E\left(H_{3, i}^{\prime}\right)$ such that $z$ lies on a cycle $C^{\prime} \neq C$ in $F_{i, 1}^{\prime}$. Then $z \in V^{+}$and $z$ is the endpoint of a white edge in $F_{i, 1}^{\prime}$ (by $\left(\gamma_{1}\right)$ and the definition of $\left.H_{3, i}^{\prime}\right)$. Secondly, there may be a green edge $w y^{*} \in E\left(H_{3, i}^{\prime}\right)$ such that $w$ lies on a cycle $C^{\prime} \neq C^{*}$ in $F_{i, 1}^{\prime}$. So here $w \in V$ is the startpoint of a white edge in $F_{i, 1}^{\prime}$. If neither of these cases hold, then $N_{H_{3, i}^{\prime}}^{+}(x)$ lies on $C$ and $N_{H_{3, i}^{\prime}}^{-}\left(y^{*}\right)$ lies on $C^{*}$. Since $d_{H_{3, i}^{\prime}}^{+}(x), d_{H_{3, i}^{\prime}}^{-}\left(y^{*}\right) \geq \eta_{3} \beta m^{\prime} / 3$ by $\left(\gamma_{2}\right)$, we can use $\left(\gamma_{3}\right)$ to find a green edge $x^{\prime} y^{\prime}$ from $N_{H_{3, i}^{\prime}}^{-}\left(y^{*}\right)$ to $N_{H_{3, i}^{\prime}}^{+}(x)$. Then $x^{\prime} \in V, y^{\prime} \in V^{+}, x^{\prime}$ is the startpoint of a white edge in $F_{i, 1}^{\prime}$ and $y^{\prime}$ is the endpoint of a white edge in $F_{i, 1}^{\prime}$.

We will only consider the first of these 3 cases. The other cases can be dealt with analogously: In the second case $w$ plays the role of $x$ and $y^{*}$ plays the role of $z$. In the third case $x^{\prime}$ plays the role of $x$ and $y^{\prime}$ plays the role of $z$.

So let us assume that the first case holds, i.e. there is a green edge $x z \in E\left(H_{3, i}^{\prime}\right)$ such that $z$ lies on a cycle $C^{\prime} \neq C$ in $F_{i, 1}^{\prime}$ and $z$ lies on a white edge $w z$ on $C^{\prime}$. Let $P$ denote the directed path $\left(C \cup C^{\prime} \cup\{x z\}\right) \backslash\{x y, w z\}$ from $y \in V^{+}$to $w \in V$. Suppose that the endpoint $w$ of $P$ lies on a green edge $w v \in E\left(H_{3, i}^{\prime}\right)$ such that $v$ lies outside $P$. Then $v \in V^{+}$is the endpoint of a white edge $u v$ lying on the cycle $C^{\prime \prime}$ in $F_{i, 1}^{\prime}$ which contains $v$. We extend $P$ by replacing $P$ and $C^{\prime \prime}$ with $\left(P \cup C^{\prime \prime} \cup\{w v\}\right) \backslash\{u v\}$. We make similar extensions if the startpoint $y$ of $P$ has an inneighbour in $H_{3, i}^{\prime}$ outside $P$. We repeat this 'extension' procedure as long as we can. Let $P$ denote the path obtained in this way, say $P$ joins $a \in V^{+}$to $b \in V$. Note that $a$ must be the endpoint of a white edge in $F_{i, 1}^{\prime}$ and $b$ the startpoint of a white edge in $F_{i, 1}^{\prime}$.

We will now apply a 'rotation' procedure to close $P$ into a cycle. By $\left(\gamma_{2}\right) a$ has at least $\eta_{3} \beta m^{\prime} / 3$ inneighbours in $H_{3, i}^{\prime}$ and $b$ has at least $\eta_{3} \beta m^{\prime} / 3$ outneighbours in $H_{3, i}^{\prime}$ and all these in- and outneighbours lie on $P$ since we could not extend $P$ any further. Let $X:=N_{H_{3, i}^{\prime}}^{-}(a)$ and $Y:=N_{H_{3, i}^{\prime}}^{+}(b)$. So $|X|,|Y| \geq \eta_{3} \beta m^{\prime} / 3$ and $X \subseteq V$ and $Y \subseteq V^{+}$by $\left(\gamma_{1}\right)$. Moreover, whenever $c \in X$ and $c^{+}$is the successor of $c$ on $P$, then either $c c^{+}$was a white edge in $F_{i, 1}^{\prime}$ or $c c^{+} \in E\left(H_{3, i}^{\prime}\right)$. Thus in both cases $c^{+} \in V^{+}$. So the set $X^{+}$of successors in $P$ of all the
vertices in $X$ lies in $V^{+}$and no vertex in $X$ sends out a red edge in $P$. Similarly one can show that the set $Y^{-}$of predecessors in $P$ of all the vertices in $Y$ lies in $V$ and no vertex in $Y$ receives a red edge in $P$. Together with $\left(\gamma_{3}\right)$ this shows that we can apply Lemma 7.22 with $P \cup H_{3, i}$ playing the role of $G$ and $V^{+}$playing the role of $V$ and $V$ playing the role of $U$ to obtain a cycle $\hat{C}$ containing precisely the vertices of $P$ such that $|E(\hat{C}) \backslash E(P)| \leq 5$, $E(\hat{C}) \backslash E(P) \subseteq E\left(H_{3, i}\right)$ and such that $E(P) \backslash E(\hat{C})$ consists of edges from $X$ to $X^{+}$and edges from $Y^{-}$to $Y$. Thus $E(P) \backslash E(\hat{C})$ contains no red edges. Replacing $P$ with $\hat{C}$ gives us a 1 -factor (which we still call $F_{i, j}^{\prime}$ ) with fewer cycles. Also note that if the number of cycles is reduced by $\ell$, then we use at most $\ell+5 \leq 6 \ell$ edges in $H_{3, i}$ to achieve this. So $F_{i, j}^{\prime}$ still satisfies all requirements with the possible exception of $\left(\beta_{2}\right)$. If it still does not satisfy $\left(\beta_{2}\right)$, we will repeatedly apply this 'rotation-extension' procedure until the current 1-factor $F_{i, 1}^{\prime}$ also satisfies $\left(\beta_{2}\right)$. However, we need to be careful since we do not want to use edges of $H_{3, i}$ several times in this process. Simply deleting the edges we use may not work as $\left(\gamma_{2}\right)$ might fail later on (when we will repeat the above process for $F_{i, j}^{\prime}$ with $j>1$ ).

So each time we modify $F_{i, 1}^{\prime}$, we also modify $H_{3, i}$ as follows. All the edges from $H_{3, i}$ which are used in $F_{i, 1}^{\prime}$ are removed from $H_{3, i}$. All the edges which are removed from $F_{i, 1}^{\prime}$ in the rotation-extension procedure are added to $H_{3, i}$. (Note that by $\left(\beta_{5}\right)$ we never add red edges to $H_{3, i}$.) When we refer to $H_{3, i}$, we always mean the 'current' version of $H_{3, i}$, not the original one. Furthermore, at every step we still refer to an edge of $H_{3, i}$ as green, even if initially the edge did not lie in $H_{3, i}$. Similarly at every step we refer to the non-red edges of our current 1-factor as white, even if initially they belonged to $H_{3, i}$.

Note that if we added a green edge $x z$ into $F_{i, 1}^{\prime}$, then $x$ lost an outneighbour in $H_{3, i}$, namely $z$. However, $\left(\beta_{5}\right)$ implies that we also moved some (white) edge $x y$ of $F_{i, 1}^{\prime}$ to $H_{3, i}$, where $y$ lies in the same cluster $V^{+} \in V\left(\mathcal{F}_{i}\right)$ as $z$ (here $x \in V$ ). So we still have that $\delta^{+}\left(H_{3, i}\right) \geq \eta_{3} \beta m^{\prime} / 3$. Similarly, at any stage $\delta^{-}\left(H_{3, i}\right) \geq \eta_{3} \beta m^{\prime} / 3$. When $H_{3, i}$ is modified, then $H_{3, i}^{\prime}$ is modified accordingly. This will occur if we add some white edges to $H_{3, i}$ whose start or endpoint lies on a red edge in $F_{i, 1}^{\prime}$. However, Claim 7.27(iv) implies that at any
stage we still have

$$
d_{H_{3, i}^{\prime}}^{+}(x), d_{H_{3, i}^{\prime}}^{-}(y) \geq\left(1 / 2-2 c^{\prime}\right) \eta_{3} \beta m^{\prime}-2 c^{\prime} \beta_{2} m^{\prime} \geq \eta_{3} \beta m^{\prime} / 3
$$

Also note that by $\left(\beta_{3}\right)$, the modified version of $H_{3, i}$ still satisfies

$$
\begin{equation*}
e_{H_{3, i}}(S, T) \geq\left(\eta_{3} \beta-\sqrt{\varepsilon}\right)|S||T|-6 n /(\log n)^{1 / 5} \geq \eta_{3} \beta|S||T| / 2 \tag{7.41}
\end{equation*}
$$

So $H_{3, i}$ and $H_{3, i}^{\prime}$ will satisfy $\left(\gamma_{1}\right)-\left(\gamma_{3}\right)$ throughout and thus the above argument still works. So after at most $n /(\log n)^{1 / 5}$ steps $F_{i, 1}^{\prime}$ will also satisfy $\left(\beta_{2}\right)$.

Suppose that for some $1<j \leq \psi$ we have found 1-factors $F_{i, 1}^{\prime}, \ldots, F_{i, j-1}^{\prime}$ satisfying $\left(\beta_{1}\right)-\left(\beta_{5}\right)$. We can now carry out the rotation-extension procedure for $F_{i, j}^{\prime}$ in the same way as for $F_{i, 1}^{\prime}$ until $F_{i, j}^{\prime}$ also satisfies $\left(\beta_{2}\right)$. In the construction of $F_{i, j}^{\prime}$, we do not use the original $H_{3, i}$, but the modified version obtained in the construction of $F_{i, j-1}^{\prime}$. We then introduce the oriented spanning subgraph $H_{3, i}^{\prime}$ of $H_{3, i}$ similarly as before (but with respect to the current 1-factor $F_{i, j}^{\prime}$ ). Then all the above bounds on these graphs still hold, except that in the middle expression of (7.41) we multiply the term $6 n /(\log n)^{1 / 5}$ by $j$ to account for the total number of edges removed from $H_{3, i}$ so far. But this does not affect the next inequality. So eventually, all the $F_{i, j}^{\prime}$ will satisfy $\left(\beta_{1}\right)-\left(\beta_{5}\right)$.

### 7.5.7 Merging the cycles in $F_{i, j}^{\prime}$ to obtain Hamilton cycles

Our final aim is to piece together the cycles in $F_{i, j}^{\prime}$, for each $i$ and $j$, to obtain edge-disjoint Hamilton cycles of $G$. Since we have $\psi$ 1-factors $F_{i, 1}^{\prime}, \ldots, F_{i, \psi}^{\prime}$ for each $G_{i}$, in total we will find

$$
\begin{aligned}
\psi r^{\prime} \quad \stackrel{(7.29),(7.40)}{=} & \left(1-2 \eta^{\prime}\right) \beta_{2} m^{\prime} 2\left(\alpha-\eta^{\prime}\right) L / \beta \stackrel{(7.28)}{\geq} 2\left(1-2 \eta^{\prime}\right)\left(\alpha-\eta^{\prime}\right)\left(1 / 2-\eta^{\prime}\right) m^{\prime} L \\
\stackrel{(7.17)}{\geq} & (\alpha-\gamma) n
\end{aligned}
$$

edge-disjoint Hamilton cycles of $G$, as desired.
Recall that $R_{o}^{\prime}$ was defined in Section 7.5.1. Given any $i$, apply Lemma 7.23 to obtain
a closed shifted walk

$$
W_{i}=U_{1}^{+} D_{1}^{\prime} U_{1} U_{2}^{+} D_{2}^{\prime} U_{2} \ldots U_{s-1}^{+} D_{s-1}^{\prime} U_{s-1} U_{s}^{+} D_{s}^{\prime} U_{s} U_{1}^{+}
$$

in $R_{o}^{\prime}$ with respect to $\mathcal{F}_{i}$ such that each cycle in $\mathcal{F}_{i}$ is traversed at most $2 L / \gamma$ times. So $\left\{D_{1}^{\prime}, \ldots, D_{s}^{\prime}\right\}$ is the set of all cycles in $\mathcal{F}_{i}, U_{k}^{+}$is the successor of $U_{k}$ on $D_{k}^{\prime}$ and $U_{k} U_{k+1}^{+} \in$ $E\left(R_{o}^{\prime}\right)$ for each $k=1, \ldots, s$ (where $U_{s+1}:=U_{1}$ ). Moreover,

$$
\begin{equation*}
s \leq 2 L^{2} / \gamma \tag{7.42}
\end{equation*}
$$

For each 1-factor $F_{i, j}^{\prime}$ we will now use the edges of $H_{4}$ and $H_{5, i}$ to obtain a Hamilton cycle $C_{i, j}$ with the following properties:
(i) If $i \neq i^{\prime}$ or $j \neq j^{\prime}$ then $C_{i, j}$ and $C_{i^{\prime}, j^{\prime}}$ are edge-disjoint.
(ii) $E\left(C_{i, j}\right)$ consists of edges from $F_{i, j}^{\prime}, H_{4}$ and $H_{5, i}$ only.
(iii) There are at most $2 L^{2} / \gamma$ edges from $H_{4}$ lying in $C_{i, j}$.
(iv) There are at most $2 L^{2} / \gamma+5$ edges from $H_{5, i}$ lying in $C_{i, j}$.

For each $j$, we will use $W_{i}$ to 'guide' us how to merge the cycles in $F_{i, j}^{\prime}$ into the Hamilton cycle $C_{i, j}$. Suppose that we have already defined $\ell<\psi r^{\prime}$ of the Hamilton cycles $C_{i^{\prime}, j^{\prime}}$ satisfying (i)-(iv), but have yet to define $C_{i, j}$. We remove all those edges which have been used in these $\ell$ Hamilton cycles from both $H_{4}$ and $H_{5, i}$.

For each $V \in V\left(\mathcal{F}_{i}\right)$, we denote by $V_{w}$ the subcluster of $V$ containing all those vertices which do not lie on a red edge in $F_{i, j}^{\prime}$. We refer to $V_{w}$ as the white subcluster of $V$. Thus $\left|V_{w}\right| \geq\left(1-c^{\prime}\right) m^{\prime}$ by property $\left(\beta_{7}\right)$ in Section 7.5.6. Note that the outneighbours of the vertices in $V_{w}$ on $F_{i, j}^{\prime}$ all lie in $V^{+}$while their inneighbours lie in $V^{-}$. For each $k=1, \ldots, s$ we will denote the white subcluster of a cluster $U_{k}$ by $U_{k, w}$. We use similar notation for $U_{k}^{+}$and $U_{k}^{-}$.

Consider any $U V \in E\left(R_{o}^{\prime}\right)$. Recall that $U$ and $V$ are viewed as clusters of size $m$ in $R_{o}^{\prime}$, but when considering $\mathcal{F}_{i}$ we are in fact considering subclusters of $U$ and $V$ of size $m^{\prime}$.

When viewed as clusters in $R_{o}^{\prime}, U V$ initially corresponded to an $\varepsilon$-regular pair of density at least $\eta_{4} d^{\prime}$ in $H_{4}$. Thus when viewed as clusters in $\mathcal{F}_{i}, U V$ initially corresponded to a $2 \varepsilon$-regular pair of density at least $\eta_{4} d^{\prime} / 2$ in $H_{4}$. Moreover, initially the edges from $U_{w}$ to $V_{w}$ in $H_{4}$ induce a $3 \varepsilon$-regular pair of density at least $\eta_{4} d^{\prime} / 3$. However, we have removed all the edges lying in the $\ell$ Hamilton cycles $C_{i^{\prime}, j^{\prime}}$ which we have defined already. Property (iii) implies that we have removed at most $2 L^{2} \ell / \gamma \leq 2 L^{2} n / \gamma$ edges from $H_{4}$. Thus we have the following property:
( $\delta_{1}$ ) Given any $U V \in E\left(R_{o}^{\prime}\right)$, let $S \subseteq U_{w}, T \subseteq V_{w}$ be such that $|S|,|T| \geq 3 \varepsilon m^{\prime}$. Then $e_{H_{4}}(S, T) \geq \eta_{4} d^{\prime}|S||T| / 4$.

When constructing $C_{i, j}$ we will remove at most $2 L^{2} / \gamma$ more edges from $H_{4}$. But since ( $\delta_{1}$ ) is far from being tight, it will hold throughout the argument below. Similarly, the initial definition of $H_{5, i}$ (c.f. Section 7.5.3) and (iv) together imply the following property:
$\left(\delta_{2}\right)$ Consider any edge $V V^{+} \in E\left(\mathcal{F}_{i}\right)$. Let $S \subseteq V$ and $T \subseteq V^{+}$be such that $|S|,|T| \geq$ $\sqrt{\varepsilon} m^{\prime}$. Then $e_{H_{5, i}}(S, T) \geq \eta_{5} \beta|S||T| / 2$.

We now construct $C_{i, j}$ from $F_{i, j}^{\prime}$. Condition $\left(\beta_{6}\right)$ in Section 7.5.6 implies that, for each $k=1, \ldots, s$, every vertex in $V_{G}\left(D_{k}^{\prime}\right)$ lies on the same cycle, $C_{k}^{\prime}$ say, in $F_{i, j}^{\prime}$. Let $x_{1} \in U_{1, w}$ be such that $x_{1}$ has at least $\eta_{4} d^{\prime}\left|U_{2, w}^{+}\right| / 4 \geq \eta_{4} d^{\prime} m^{\prime} / 5$ outneighbours in $H_{4}$ which lie in $U_{2, w}^{+}$. By $\left(\delta_{1}\right)$ all but at most $3 \varepsilon \mathrm{\varepsilon m}^{\prime}$ vertices in $U_{1, w}$ have this property. Note that the outneighbour in $F_{i, j}^{\prime}$ of any such vertex lies in $U_{1}^{+}$. However, by $\left(\delta_{2}\right)$ all but at most $\sqrt{\varepsilon} m^{\prime}$ vertices in $U_{1}^{+}$ have at least $\eta_{5} \beta\left|U_{1, w}\right| / 2 \geq \eta_{5} \beta m^{\prime} / 3$ inneighbours in $H_{5, i}$ which lie in $U_{1, w}$. Thus we can choose $x_{1}$ with the additional property that its outneighbour $y_{1} \in U_{1}^{+}$in $F_{i, j}^{\prime}$ has at least $\eta_{5} \beta m^{\prime} / 3$ inneighbours in $H_{5, i}$ which lie in $U_{1, w}$.

Let $P$ denote the directed path $C_{1}^{\prime}-x_{1} y_{1}$ from $y_{1}$ to $x_{1}$. We now have two cases to consider.

Case 1. $C_{1}^{\prime} \neq C_{2}^{\prime}$.
Note that $x_{1}$ has at least $\eta_{4} d^{\prime} m^{\prime} / 5-c^{\prime} m^{\prime} \gg \eta_{4} d^{\prime} m^{\prime} / 6$ outneighbours $y_{2}^{\prime} \in U_{2, w}^{+}$in $H_{4}$ such that the inneighbour of $y_{2}^{\prime}$ in $F_{i, j}^{\prime}$ lies in $U_{2, w}$. However, by $\left(\delta_{1}\right)$ all but at most $3 \varepsilon m^{\prime}$ vertices
in $U_{2, w}$ have at least $\eta_{4} d^{\prime} m^{\prime} / 5$ outneighbours in $H_{4}$ which lie in $U_{3, w}^{+}$. Thus we can choose an outneighbour $y_{2}^{\prime} \in U_{2, w}^{+}$of $x_{1}$ in $H_{4}$ such that the inneighbour $x_{2}^{\prime}$ of $y_{2}^{\prime}$ in $F_{i, j}^{\prime}$ lies in $U_{2, w}$ and $x_{2}^{\prime}$ has at least $\eta_{4} d^{\prime} m^{\prime} / 5$ outneighbours in $H_{4}$ which lie in $U_{3, w}^{+}$. We extend $P$ by replacing it with $\left(P \cup C_{2}^{\prime} \cup\left\{x_{1} y_{2}^{\prime}\right\}\right) \backslash\left\{x_{2}^{\prime} y_{2}^{\prime}\right\}$.

Case 2. $C_{1}^{\prime}=C_{2}^{\prime}$.
In this case the vertices in $V_{G}\left(D_{2}^{\prime}\right)$ already lie on $P$. We will use the following claim to modify $P$.

Claim 7.28 There is a vertex $y_{2} \in U_{2, w}^{+}$such that:

- $x_{1} y_{2} \in E\left(H_{4}\right)$.
- The predecessor $x_{2}$ of $y_{2}$ on $P$ lies in $U_{2, w}$.
- There is an edge $x_{2} y_{2}^{\prime}$ in $H_{5, i}$ such that $y_{2}^{\prime} \in U_{2, w}^{+}$and $y_{2}$ precedes $y_{2}^{\prime}$ on $P$ (but need not be its immediate predecessor).
- The predecessor $x_{2}^{\prime}$ of $y_{2}^{\prime}$ on $P$ lies in $U_{2, w}$.
- $x_{2}^{\prime}$ has at least $\eta_{4} d^{\prime} m^{\prime} / 5$ outneighbours in $H_{4}$ which lie in $U_{3, w}^{+}$.


Figure 7.2: The modified path $P$ in Case 2

Proof. Since $x_{1}$ has at least $\eta_{4} d^{\prime} m^{\prime} / 5$ outneighbours in $H_{4}$ which lie in $U_{2, w}^{+}$, at least $\eta_{4} d^{\prime} m^{\prime} / 5-c^{\prime} m^{\prime}-3 \varepsilon m^{\prime} \geq \eta_{4} d^{\prime} m^{\prime} / 6$ of these outneighbours $y$ are such that the predecessor $x$ of $y$ on $P$ lies in $U_{2, w}$ and at least $\eta_{4} d^{\prime} m^{\prime} / 5$ outneighbours of $x$ in $H_{4}$ lie in $U_{3, w}^{+}$. This follows since all such vertices $y$ have their predecessor on $P$ lying in $U_{2}$ (since $y \in U_{2, w}^{+}$), since $\left|U_{2, w}\right| \geq\left(1-c^{\prime}\right) m^{\prime}$ and since by $\left(\delta_{1}\right)$ all but at most $3 \varepsilon m^{\prime}$ vertices in $U_{2, w}$ have at least $\eta_{4} d^{\prime} m^{\prime} / 5$ outneighbours in $U_{3, w}^{+}$. Let $Y_{2}$ denote the set of all such vertices $y$, and
let $X_{2}$ denote the set of all such vertices $x$. So $\left|X_{2}\right|=\left|Y_{2}\right| \geq \eta_{4} d^{\prime} m^{\prime} / 6, X_{2} \subseteq U_{2, w}$, $Y_{2} \subseteq U_{2, w}^{+} \cap N_{H_{4}}^{+}\left(x_{1}\right)$. Let $X_{2}^{*}$ denote the set of the first $\eta_{4} d^{\prime} m^{\prime} / 12$ vertices in $X_{2}$ on $P$ and $Y_{2}^{*}$ the set of the last $\eta_{4} d^{\prime} m^{\prime} / 12$ vertices in $Y_{2}$ on $P$. Then $\left(\delta_{2}\right)$ implies the existence of an edge $x_{2} y_{2}^{\prime}$ from $X_{2}^{*}$ to $Y_{2}^{*}$ in $H_{5, i}$. Then the successor $y_{2}$ of $x_{2}$ on $P$ satisfies the claim.

Let $x_{2}, y_{2}, x_{2}^{\prime}$ and $y_{2}^{\prime}$ be as in Claim 7.28. We modify $P$ by replacing $P$ with

$$
\left(P \cup\left\{x_{1} y_{2}, x_{2} y_{2}^{\prime}\right\}\right) \backslash\left\{x_{2} y_{2}, x_{2}^{\prime} y_{2}^{\prime}\right\}
$$

(see Figure 7.2).
In either of the above cases we obtain a path $P$ from $y_{1}$ to some vertex $x_{2}^{\prime} \in U_{2, w}$ which has at least $\eta_{4} d^{\prime} m^{\prime} / 5$ outneighbours in $H_{4}$ lying in $U_{3, w}^{+}$. We can repeat the above process: If $C_{3}^{\prime} \neq C_{1}^{\prime}, C_{2}^{\prime}$ then we extend $P$ as in Case 1. If $C_{3}^{\prime}=C_{1}^{\prime}$ or $C_{3}^{\prime}=C_{2}^{\prime}$ then we modify $P$ as in Case 2. In both cases we obtain a new path $P$ which starts in $y_{1}$ and ends in some $x_{3}^{\prime} \in U_{3, w}$ that has at least $\eta_{4} d^{\prime} m^{\prime} / 5$ outneighbours in $H_{4}$ lying in $U_{4, w}^{+}$. We can continue this process, for each $C_{k}^{\prime}$ in turn, until we obtain a path $P$ which contains all the vertices in $C_{1}^{\prime}, \ldots, C_{s}^{\prime}$ (and thus all the vertices in $G$ ), starts in $y_{1}$ and ends in some $x_{s}^{\prime} \in U_{s, w}$ having at least $\eta_{4} d^{\prime} m^{\prime} / 5$ outneighbours in $H_{4}$ which lie in $U_{1, w}^{+}$.

Claim 7.29 There is a vertex $y_{1}^{\prime} \in U_{1}^{+} \backslash\left\{y_{1}\right\}$ such that:

- $x_{s}^{\prime} y_{1}^{\prime} \in E\left(H_{4}\right)$.
- The predecessor $x_{1}^{\prime}$ of $y_{1}^{\prime}$ on $P$ lies in $U_{1, w}$.
- There is an edge $x_{1}^{\prime} y_{1}^{\prime \prime}$ in $H_{5, i}$ such that $y_{1}^{\prime \prime} \in U_{1, w}^{+}$and $y_{1}^{\prime}$ precedes $y_{1}^{\prime \prime}$ on $P$.
- The predecessor $x_{1}^{\prime \prime}$ of $y_{1}^{\prime \prime}$ on $P$ lies in $U_{1, w}$.
- $x_{1}^{\prime \prime}$ has at least $\eta_{5} \beta m^{\prime} / 3$ outneighbours in $H_{5, i}$ which lie in $U_{1, w}^{+}$.

Proof. The proof is almost identical to that of Claim 7.28 except that we apply $\left(\delta_{2}\right)$ to ensure that $x_{1}^{\prime \prime}$ has at least $\eta_{5} \beta m^{\prime} / 3$ outneighbours in $H_{5, i}$ which lie in $U_{1, w}^{+}$.

Let $x_{1}^{\prime}, y_{1}^{\prime}, x_{1}^{\prime \prime}$ and $y_{1}^{\prime \prime}$ be as in Claim 7.29. We modify $P$ by replacing it with the path

$$
\left(P \cup\left\{x_{s}^{\prime} y_{1}^{\prime}, x_{1}^{\prime} y_{1}^{\prime \prime}\right\}\right) \backslash\left\{x_{1}^{\prime} y_{1}^{\prime}, x_{1}^{\prime \prime} y_{1}^{\prime \prime}\right\}
$$

from $y_{1}$ to $x_{1}^{\prime \prime}$. So $P$ is a Hamilton path in $G$ which is edge-disjoint from the $\ell$ Hamilton cycles $C_{i^{\prime}, j^{\prime}}$ already defined. In each of the $s$ steps in our construction of $P$ we have added at most one edge from each of $H_{4}$ and $H_{5, i}$. So by (7.42) $P$ contains at most $2 L^{2} / \gamma$ edges from $H_{4}$ and at most $2 L^{2} / \gamma$ edges from $H_{5, i}$. All other edges of $P$ lie in $F_{i, j}^{\prime}$. Recall that $y_{1}$ has at least $\eta_{5} \beta m^{\prime} / 3$ inneighbours in $H_{5, i}$ which lie in $U_{1, w}$ and $x_{1}^{\prime \prime}$ has at least $\eta_{5} \beta m^{\prime} / 3$ outneighbours in $H_{5, i}$ which lie in $U_{1, w}^{+}$. Thus we can apply Lemma 7.22 to $P \cup H_{5, i}$ with $U_{1}^{+}$playing the role of $V$ and $U_{1}$ playing the role of $U$ to obtain a Hamilton cycle $C_{i, j}$ in $G$ where $\left|E\left(C_{i, j}\right) \backslash E(P)\right| \leq 5$. By construction, $C_{i, j}$ satisfies (i)-(iv). Thus we can indeed find $(\alpha-\gamma) n$ Hamilton cycles in $G$, as desired.

### 7.6 Proof of Conjecture 7.6 for large tournaments

In this section we prove Conjecture 7.6 for sufficiently large regular tournaments. The following observation of Keevash and Sudakov [42] will be useful for this.

Proposition 7.30 Let $0<c<10^{-4}$ and let $G$ be an oriented graph on $n$ vertices such that $\delta^{0}(G) \geq(1 / 2-c) n$. Then for any (not necessarily disjoint) $S, T \subseteq V(G)$ of size at least $(1 / 2-c) n$ there are at least $n^{2} / 60$ directed edges from $S$ to $T$.

We now show that Theorem 5.13 implies Conjecture 7.6 for sufficiently large regular tournaments.

Theorem 7.31 There exists an integer $n_{0}$ such that the following holds. Given any regular tournament $G$ on $n \geq n_{0}$ vertices and a set $A$ of less than $(n-1) / 2$ edges of $G$, then $G-A$ contains a Hamilton cycle.

Proof. Let $0<\nu \ll \tau \ll \eta \ll 1$. It is not difficult to show that $G$ is a robust $(\nu, \tau)$ outexpander. Indeed, if $S \subseteq V(G)$ and $(1 / 2+\tau) n<|S|<(1-\tau) n$ then $R N_{\nu, G}^{+}(S)=V(G)$.

If $\tau n<|S|<(1 / 2-\tau) n$ then it is easy to see that $\left|R N_{\nu, G}^{+}(S)\right| \geq(1-\tau) n / 2 \geq|S|+\nu n$. So consider the case when $(1 / 2-\tau) n \leq|S| \leq(1 / 2+\tau) n$. Suppose $\left|R N_{\nu, G}^{+}(S)\right|<|S|+$ $\nu n \leq(1 / 2+2 \tau) n$. Then by Proposition 7.30 there are at least $n^{2} / 60$ directed edges from $S$ to $V(G) \backslash R N_{\nu, G}^{+}(S)$. By definition each vertex $x \in V(G) \backslash R N_{\nu, G}^{+}(S)$ has less than $\nu n$ inneighbours in $S$, a contradiction. So $\left|R N_{\nu, G}^{+}(S)\right| \geq|S|+\nu n$ as desired.

Since $|A|<(n-1) / 2$ and $n$ is sufficiently large, $G-A$ must be a robust $(\nu / 2, \tau)$ outexpander. Thus if $\delta^{0}(G-A) \geq \eta n$ then by Theorem 5.13, $G-A$ contains a Hamilton cycle.

If $\delta^{0}(G-A)<\eta n$ then there exists precisely one vertex $x \in V(G-A)$ such that either $d_{G-A}^{+}(x)<\eta n$ or $d_{G-A}^{-}(x)<\eta n$. Without loss of generality we may assume that $d_{G-A}^{+}(x)<\eta n$. Note that $d_{G-A}^{+}(x) \geq 1$ and let $y \in N_{G-A}^{+}(x)$. Let $G^{\prime}$ be the digraph obtained from $G-A$ by removing $x$ and $y$ from $G-A$ and adding a new vertex $z$ so that $N_{G^{\prime}}^{+}(z):=N_{G-A}^{+}(y)$ and $N_{G^{\prime}}^{-}(z):=N_{G-A}^{-}(x)$. So $\delta^{0}\left(G^{\prime}\right) \geq \eta n-2 \geq \eta n / 2$ and $G^{\prime}$ is a robust $(\nu / 3,2 \tau)$-outexpander. Thus by Theorem $5.13 G^{\prime}$ contains a Hamilton cycle which corresponds to one in $G$.
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