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Abstract

In this thesis we present new results in graph and hypergraph theory all of which feature

paths or cycles.

A k-uniform tight cycle C(k)
n is a k-uniform hypergraph on n vertices with a cyclic

ordering of its vertices such that the edges are all k-sets of consecutive vertices in the

ordering.

We consider a generalisation of Lehel’s Conjecture, which states that every 2-edge-

coloured complete graph can be partitioned into two cycles of distinct colour, to k-uniform

hypergraphs and prove results in the 4- and 5-uniform case.

For a k-uniform hypergraph H, the Ramsey number r(H) is the smallest integer N such

that any 2-edge-colouring of the complete k-uniform hypergraph on N vertices contains a

monochromatic copy of H. We determine the Ramsey number for 4-uniform tight cycles

asymptotically in the case where the length of the cycle is divisible by 4, by showing that

r(C(4)
4n ) = (5 + o(1))n.

We prove a resilience result for tight Hamiltonicity in random hypergraphs. More

precisely, we show that for any γ > 0 and k ≥ 3 asymptotically almost surely, every

subgraph of the binomial random k-uniform hypergraph G(k)(n, nγ−1) in which all (k− 1)-

sets are contained in at least (1
2 + 2γ)pn edges has a tight Hamilton cycle.

A random graph model on a host graph H is said to be 1-independent if for every

pair of vertex-disjoint subsets A,B of E(H), the state of edges (absent or present) in A

is independent of the state of edges in B. We show that p = 4 − 2
√

3 is the critical

probability such that every 1-independent graph model on Z2 ×Kn where each edge is

present with probability at least p contains an infinite path.
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CHAPTER 1

INTRODUCTION

Combinatorial problems have captured the interest of humanity for thousands of years.

This is evidenced by the fact that one of the oldest known mathematical documents, the

Rhind mathematical papyrus, which is more than 3500 years old, contains what can be

interpreted as a combinatorial exercise [23]. The origin of graph theory, one of the most

important areas of modern combinatorics, is much more recent and is commonly attributed

to the work of Euler on the problem of the Bridges of Königsberg dating back to 1735 [118].

A graph G is defined to be a pair of sets (V (G), E(G)), where V (G) is called the set of

vertices of G and E(G), the set of edges of G, is a subset of the set of 2-element subsets

of V (G). The objects of study in this thesis will be graphs and hypergraphs (a natural

generalisation of graphs where each edge can contain any number of vertices instead of

having to contain exactly two). In this thesis we will consider problems in two areas of

combinatorics, extremal combinatorics and probabilistic combinatorics. These areas of

combinatorics were both popularised by Paul Erdős and now form an integral part of

modern combinatorics.

Extremal combinatorics concerns itself with how large or small a given parameter can

be in a given set of discrete structures. One of the first such problems was considered by

Mantel [87] in 1907 who showed that the maximal number of edges that a triangle-free

graph on n vertices can have is
⌊

n2

4

⌋
. One branch of extremal combinatorics that has seen

extensive study is Ramsey theory which originated when Ramsey [100] proved what is

1



now known as Ramsey’s theorem. Ramsey’s theorem states that for any integers s, t ≥ 1

there exists an integer R(s, t) such that any red-blue edge-colouring of the complete graph

on R(s, t) vertices contains a complete graph on s vertices which contains only red edges

or a complete graph on t vertices which contains only blue edges. In general problems in

Ramsey theory ask how big a certain structure has to be in order for it to be guaranteed

to contain a specific ordered substructure. In Chapter 2 we consider a generalisation

to hypergraphs of Lehel’s conjecture which is closely related to Ramsey theory and in

Chapter 3 we consider a problem in hypergraph Ramsey theory.

Combinatorics and probability theory have been closely related ever since the advent of

probability theory in the seventeenth century. The relevance of combinatorics to probability

theory is natural given the fact that one often has to enumerate combinatorial objects

when calculating probabilities. Perhaps more surprising is the fact that probability theory

can often be helpful in solving purely deterministic problems in combinatorics that do

not at first seem to have anything to do with randomness. The use of such probabilistic

techniques in combinatorics is called the probabilistic method and will feature at several

points in the work presented in this thesis. Probabilistic combinatorics is about both the

study of random discrete structures and about the probabilistic method. The most widely

studied random structure in graph theory is the Erdős–Rényi random graph Gn,p which is

the graph on n vertices where each edge is present independently with probability p. The

study of such random graphs was initiated by Erdős and Rényi [44] in 1959. In Chapter 4

we will consider a generalisation of the Erdős–Rényi random graph to hypergraphs and in

Chapter 5 we will study different random graph models, where, in particular, we relax the

condition that edges are added independently.

The chapters of this thesis will consider the following topics. In Chapter 2 we will

examine a generalisation of monochromatic cycle partitioning to hypergraphs, Chapter 3

will be about the Ramsey number for 4-unifrom tight cycles, Chapter 4 will be about

resilience for Hamiltonicity in random hypergraphs, and Chapter 5 will consider percolation

in random graph models with a relaxed independence condition. We will now present our
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results and give a more detailed introduction for each of the relevant areas.

1.1 Monochromatic cycle partitioning

An r-edge-colouring of a graph (or hypergraph) is a colouring of its edges with r colours.

A monochromatic subgraph of an r-edge-coloured graph is one in which all the edges have

the same colour.

An old observation of Erdős and Rado states that every 2-edge-coloured complete

graph contains a monochromatic spanning tree. Although this statement is easy to prove

this led to further study of Ramsey type problems for large sparse structures. Gerencsér

and Gyárfás [54] showed the tight result that any 2-edge-colouring of Kn contains a

monochromatic path of length at least
⌊

2n
3

⌋
. They remarked that the easier result that any

2-edge-coloured Kn contains a monochromatic path of length at least n/2 can be shown

by noting that the path of maximal length that consists of a red1 path followed by a blue

path is always spanning. In particular, every 2-edge-coloured complete graph on n vertices

admits a partition of the vertex set into a red path and a blue path. Gyárfás [57] went

on to show the stronger statement that in every 2-edge-coloured Kn the vertices can be

covered by a red cycle and a blue cycle that share at most one vertex. Lehel conjectured

that this statement remains true if one asks for the cycles to be disjoint. More precisely

Lehel conjectured that every 2-edge-colouring of the complete graph on n vertices admits

a partition of the vertex set into two monochromatic cycles of distinct colours, where the

empty set, a single vertex and a single edge are considered to be degenerate cycles and are

allowed as cycles for the partition. The conjecture was first stated in [11] where it was

proved for special types of 2-edge-colourings of Kn. The conjecture was then proved for

large n by  Luczak, Rödl and Szemerédi [85] using Szemerédi’s Regularity Lemma. Allen [1]

subsequently improved the bound on n by giving a different proof that avoids the use of

the regularity lemma. Finally Bessy and Thomassé [22] proved Lehel’s conjecture for all n
1We will always assume that the two colours used in a 2-edge-colouring are red and blue.
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by giving a short and clever proof.

Similar problems for the complete bipartite graph Kn,n have also been studied. Gyárfás

and Lehel [59, 57] showed that any 2-edge-coloured Kn,n contains a red path and a blue

path that are disjoint and together cover all but possibly a single vertex unless the colouring

is a split colouring. Here a split colouring is one such that each colour class consists of the

disjoint union of two complete bipartite graphs. This was improved by Pokrovskiy [97] who

showed that any 2-edge-colouring of Kn,n that is not a split colouring admits a partition

of the vertices into two monochromatic paths of distinct colours. Recently, Stein [113]

further generalised this by showing that any such colouring admits a partition into a

monochromatic cycle and a monochromatic path of distinct colours.

It is natural to ask if the condition for Lehel’s conjecture that the graph be complete is

necessary or if a minimum degree condition suffices. It was conjectured by Balogh, Barát,

Gerbner, Gyárfás and Sárközy [20] that Lehel’s conjecture can be strengthened in this

way. They conjectured that any 2-edge-coloured graph G on n vertices with δ(G) > 3n/4

can be partitioned into a red and a blue cycle. They gave a construction showing that

their conjecture is best possible and proved an approximate version of it by showing that,

for every ε > 0 and large n, under the stronger assumption that δ(G) > (3/4 + ε)n all but

εn of the vertices can be partitioned into a red and a blue cycle. This was improved by

DeBiasio and Nelsen [38] who showed that under this stronger minimum degree condition a

partition of all the vertices into a red and a blue cycle can be obtained. Finally Letzter [80]

proved the full conjecture for large n. In a similar direction Pokrovskiy [98] conjectured

that, for n large, any 2-edge-coloured graph G on n vertices with δ(G) > 2n/3 can be

partitioned into 3 monochromatic cycles and that if instead δ(G) > n/2 then G can be

partitioned into four monochromatic cycles. An approximate version of the first part of

this conjecture was proved by Allen, Böttcher, Lang, Skokan and Stein [5] who showed

that, for any ε > 0, if δ(G) ≥ (2/3 + ε)n, then G can be partitioned into 3 monochromatic

cycles. The second part of the conjecture however was disproved by Korándi, Lang, Letzter

and Pokrovskiy [73] who showed that for sufficiently large n there exists a 2-edge-coloured
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graph G on n vertices with δ(G) ≥ n/2 + log n/(16 log log n) whose vertices cannot be

partitioned into fewer than log n/(32 log log n) monochromatic cycles.

Similar problems have also been considered for colourings with a general number of

colours. In particular, a lot of attention has been given to the problem of determining

the number of monochromatic cycles that are needed to partition an r-edge-coloured

complete graph. Erdős, Gyárfás and Pyber [45] proved that every r-edge-coloured complete

graph can be partitioned into O(r2 log r) monochromatic cycles and conjectured that r

monochromatic cycles would suffice. Their result was improved by Gyárfás, Ruszinkó,

Sárközy and Szemerédi [62] who showed that O(r log r) monochromatic cycles are enough.

However, Pokrovskiy [97] disproved the conjecture by showing that for each r ≥ 3 there

exist infinitely many r-edge-coloured complete graphs which cannot be partitioned into r

monochromatic cycles. Even so, in these counterexamples it is still possible to cover all

but 1 of the vertices with r vertex-disjoint monochromatic cycles. This lead Pokrovskiy

to propose a weaker version of the conjecture stating that each r-edge-coloured complete

graph contains r vertex-disjoint monochromatic cycles that together cover all but at

most cr of the vertices, where cr is a constant depending only on r. Pokrovskiy [98]

subsequently proved that we can take c3 ≤ 43000 for large enough n. Minimum degree

conditions have also been considered in this setting. It was shown by Korándi, Lang,

Letzter and Pokrovskiy [73] that there exists a constant c such that any r-edge-coloured

graph on n vertices with minimum degree at least n/2 + cr log n can be partitioned

into O(r2) monochromatic cycles. They also provided a construction showing that this is

essentially best possible.

Recently, generalisations of Lehel’s conjecture to hypergraphs have also been considered.

For any positive integer k, a k-uniform hypergraph, or k-graph, H is an ordered pair of

sets (V (H), E(H)) such that E(H) ⊆
(

V (H)
k

)
, where

(
S
k

)
is the set of all subsets of S of

size k. Let K(k)
n be the complete k-graph on n vertices.

In k-graphs there are several notions of cycle. For integers 1 ≤ ℓ < k < n, a k-graph C

on n vertices is called an ℓ-cycle if there is an ordering of its vertices V (C) = {v0, . . . , vn−1}

5



such that E(C) = {{vi(k−ℓ), . . . , vi(k−ℓ)+k−1} : 0 ≤ i ≤ n/(k − ℓ) − 1}, where the indices

are taken modulo n. That is, an ℓ-cycle is a k-graph with a cyclic ordering of its vertices

such that its edges are sets of k consecutive vertices and consecutive edges share exactly ℓ

vertices. (Note that a k-uniform ℓ-cycle on n vertices only exists if k − ℓ divides n.) A

single edge or any set of fewer than k vertices is considered to be a degenerate ℓ-cycle.

Further, 1-cycles and (k − 1)-cycles are called loose cycles and tight cycles, respectively.

For loose cycles, Gyárfás and Sárközy [60] showed that every r-edge-coloured com-

plete k-graph on n vertices can be partitioned into c(k, r) monochromatic loose cycles.

Sárközy [110] showed that, for n sufficiently large, 50kr log(kr) loose cycles are enough.

For tight cycles, Bustamante, Corsten, Frankl, Pokrovskiy and Skokan [27] showed that

every r-edge-coloured complete k-graph can be partitioned into C(k, r) monochromatic

tight cycles. See [58] for a survey on other results about monochromatic cycle partitions

and related problems.

In Chapter 2 we investigate monochromatic tight cycle partitions in 2-edge-coloured

complete k-graphs on n vertices. When k = 3, Bustamante, Hàn and Stein [28] showed

that there exist two vertex-disjoint monochromatic tight cycles of distinct colours covering

all but at most o(n) of the vertices. Recently, Garbe, Mycroft, Lang, Lo and Sanhueza-

Matamala [53] proved that two monochromatic tight cycles are sufficient to cover all

vertices. However, these cycles may not be of distinct colours. We show that for all k ≥ 3,

there are arbitrarily large 2-edge-coloured complete k-graphs that cannot be partitioned

into two monochromatic tight cycles of distinct colours.

Proposition 1.1.1. For all k ≥ 3 and m ≥ k + 1, there exists a 2-edge-colouring

of K(k)
k(m+1)+1 that does not admit a partition into two tight cycles of distinct colours.

It is interesting to note that, as was recently proved by Stein [113], every 2-edge-

coloured K(3)
n admits a partition into two tight paths1 of distinct colours.

It is natural to ask whether we can cover almost all vertices of a 2-edge-coloured

complete k-graphs with two vertex-disjoint monochromatic tight cycles of distinct colours.
1A k-uniform tight path is a k-graph obtained from a k-uniform tight cycle by deleting a vertex.
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The case when k = 3 is affirmed in [28]. Here, we show that this is true when k = 4.

Theorem 1.1.2. For every ε > 0, there exists an integer n1 such that, for all n ≥ n1, every

2-edge-coloured complete 4-graph on n vertices contains two vertex-disjoint monochromatic

tight cycles of distinct colours covering all but at most εn of the vertices.

When k = 5, we prove a weaker result that four monochromatic tight cycles are

sufficient to cover almost all vertices.

Theorem 1.1.3. For every ε > 0, there exists an integer n1 such that, for all n ≥ n1, every

2-edge-coloured complete 5-graph on n vertices contains four vertex-disjoint monochromatic

tight cycles covering all but at most εn of the vertices.

1.2 Ramsey theory

The Ramsey number r(H1, . . . , Hm) for k-graphs H1, . . . , Hm is the smallest integer N

such that any m-edge-colouring of the complete k-graph K
(k)
N contains a monochromatic

copy of Hi in the i-th colour for some 1 ≤ i ≤ m. If H1, . . . , Hm are all isomorphic to H

then we let rm(H) = r(H1, . . . , Hm) and call it the m-colour Ramsey number for H. We

also write r(H) for r2(H) and simply call it the Ramsey number for H.

The Ramsey number for the complete graph has seen extensive study. Nevertheless,

the important problem of determining the asymptotic behaviour remains widely open.

The best known bounds are

(1− o(1))
√

2n
e

√
2n ≤ r(Kn) ≤ n−C log n

log log n 4n

for a constant C > 0, where the lower bound is by Spencer [112] and the upper bound

is by Conlon [31]. As this example shows, determining the asymptotic behaviour of the

Ramsey number for certain graphs can be very hard. In general, we know even less

about Ramsey numbers for hypergraphs. However, Ramsey numbers for cycles in graphs

and hypergraphs, which we focus on here, are a bit better understood. In particular,
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cycles in graphs and hypergraphs have bounded degree and their Ramsey numbers are

thus known to be linear in the number of their vertices. That bounded degree graphs

have Ramsey numbers linear in their number of vertices was shown by Chvatál, Rödl,

Szemerédi and Trotter [29]. The analogous result for 3-uniform hypergraphs was shown

independently by Cooley, Fountoulakis, Kühn and Osthus [34] and by Nagle, Olsen,

Rödl and Schacht [93]. Subsequently Cooley, Fountoulakis, Kühn and Osthus proved a

generalisation to hypergraphs of any constant uniformity [35]. A shorter proof of this that

gives better constants was later given by Conlon, Fox, and Sudakov [32] by avoiding the

use of the hypergraph regularity lemma that was employed by previous proofs.

The Ramsey number for cycles in graphs was determined exactly in [26, 48, 108]. In

particular, for n ≥ 5, we have

r(Cn) =


3
2n− 1, if n is even,

2n− 1, if n is odd.

Note that there is a dependence on the parity of the length of the cycle. For the m-colour

Ramsey number, Jenssen and Skokan [68] proved that for m ≥ 2 and any large enough

odd integer n we have rm(Cn) = 2m−1(n− 1) + 1.

Some Ramsey numbers for k-graphs related to cycles have also been studied. A k-

uniform tight cycle C(k)
n is a k-graph on n vertices with a cyclic ordering of its vertices

such that its edges are the sets of k consecutive vertices. The Ramsey number of the

3-uniform tight cycle on n vertices C(3)
n was determined asymptotically by Haxell,  Luczak,

Peng, Rödl, Ruciński and Skokan, see [66, 67]. They showed that, for i ∈ {1, 2},

r(C(3)
3n ) = (1 + o(1))4n and r(C(3)

3n+i) = (1 + o(1))6n.

Note that just as for cycles in graphs the Ramsey number for 3-uniform tight cycles

depends on the parity of the length of the cycle.

We define the k-uniform tight path on n vertices P (k)
n to be the k-graph obtained
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from C
(k)
n+1 by deleting a vertex. Using the bound on the Turán number for tight paths

that was recently shown by Füredi, Jiang, Kostochka, Mubayi and Verstraëte [52], one

can deduce that r(P (k)
n ) ≤ k(n− k + 1) for any even k ≥ 2.

The Ramsey number for loose cycles have also been studied. We denote by LC(k)
n ,

where n = ℓ(k− 1), the k-uniform loose cycle on n vertices, that is the k-graph with vertex

set {v1, . . . , vn} and edges ei = {v1+i(k−1), . . . , vk+i(k−1)} for 0 ≤ i ≤ ℓ− 1, where indices

are taken modulo n. Note that the k-uniform loose cycle on n vertices only exists if n is

divisible by k − 1. Haxell,  Luczak, Peng, Rödl, Ruciński, Simonovits, and Skokan [65]

showed that r(LC(3)
n ) = (1 + o(1))5n/4 for even n. This was generalised to all uniformities

by Gyárfás, Sárközy and Szemerédi [61] who showed that, for k ≥ 3 and n divisible

by k − 1,

r(LC(k)
n ) = (1 + o(1))2k − 1

2k − 2n.

Recently, the exact values of Ramsey numbers for loose cycles have been determined in

various cases, see [111] for more details.

Another problem of interest in this area is determining the Ramsey number of a

complete graph and a cycle. For graphs, Keevash, Long and Skokan [69] showed that there

exists an absolute constant C ≥ 1 such that

r(Cℓ, Kn) = (ℓ− 1)(n− 1) + 1 provided ℓ ≥ C log n
log log n.

Analogous problems for hypergraphs have also been considered. See [90, 92, 96] for the

analogous problem with loose, tight and Berge cycles, respectively.

In this Chapter 3 we will consider the Ramsey number for tight cycles. We determine

the Ramsey number for the 4-uniform tight cycle on n vertices C(4)
n asymptotically in the

case where n is divisible by 4.

Theorem 1.2.1. Let ε > 0. For n large enough we have r(C(4)
4n ) ≤ (5 + ε)n.

It is easy to see that this is asymptotically tight.
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Proposition 1.2.2. For n, k ≥ 2, we have that r(C(k)
kn ) ≥ (k + 1)n− 1.

Proof. Let N = (k + 1)n− 2. We show that there exists a red-blue edge-colouring of K(k)
N

that does not contain a monochromatic copy of C(k)
kn . We partition the vertex set of K(k)

N

into two sets X and Y of sizes n− 1 and kn− 1, respectively. We colour every edge that

intersects the set X red and every other edge blue. It is easy to see that this red-blue

edge-colouring of K(k)
N does not even contain a monochromatic matching of size n and thus

also cannot contain a monochromatic copy of C(k)
kn . Indeed, there is no red matching of

size n since every red edge must intersect X and |X| = n− 1. Moreover, there is no blue

matching of size n since all blue edges are entirely contained in Y and |Y | = kn− 1.

It is clear that the proof of Proposition 1.2.2 also shows that r(P (4)
4n+i) ≥ 5n − 1 for

0 ≤ i ≤ 3. Since C(4)
4(n+1) contains P (4)

4n+i for each 0 ≤ i ≤ 3, Theorem 1.2.1 also determines

the Ramsey number for the 4-uniform tight path asymptotically.

Corollary 1.2.3. We have r(P (4)
n ) = (5/4 + o(1))n.

1.3 Resilience for Hamiltonicity in random graphs

The study of Hamilton cycles in graphs is one of the oldest topics in graph theory. In

extremal graph theory, Dirac [41] in 1952 proved that an n-vertex graph with minimum

degree at least n
2 contains a Hamilton cycle. The graph Kn,n+1 shows that this result is

tight. In random graph theory, Pósa [99] and Korshunov [74, 75] independently showed

in the 1970s that Hamilton cycles first appear in the random graph G(n, p) — that is,

the n-vertex graph where edges are present independently with probability p — at a

threshold p = Θ
(

log n
n

)
. Komlós and Szemerédi [72] showed that the sharp threshold for

Hamiltonicity coincides with that for minimum degree 2, and Bollobás [24] strengthened

this by showing a hitting time version: if edges are added one by one, the edge which

causes minimum degree 2 will asymptotically almost surely1 also cause Hamiltonicity.
1Asymptotically almost surely (a.a.s.) is with probability tending to 1 as n tends to infinity.
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Combining these areas, Sudakov and Vu [114] introduced the term resilience (though

the same concept appears earlier in work of Alon, Capalbo, Kohayakawa, Rödl, Ruciński

and Szemerédi [9]). They proved that for each γ > 0, the random graph Γ = G(n, p) is

a.a.s.
(

1
2 + γ

)
-resiliently Hamiltonian whenever p = ω(n−1 log4 n); that is, every subgraph

of Γ with minimum degree at least
(

1
2 + γ

)
pn has a Hamilton cycle. This result is sharp

in the minimum degree, for the same reason as Dirac’s theorem, but the probability can

be improved. This was done over a succession of papers: Lee and Sudakov [79] showed

that p can be reduced to the threshold Ω(n−1 log n) and recently Montgomery [91] and,

independently, Nenadov, Steger and Trujić [95] showed the hitting time version of this

result (for which one needs to be a little more careful with edge deletion: it is permitted

to delete only a
(

1
2 − γ

)
-fraction of the edges at any given vertex).

Hamilton cycles in hypergraphs have only much more recently been attacked. There

are several natural notions of paths and cycles in hypergraphs: the one that will concern

us here is that of tight paths and cycles in k-uniform hypergraphs. That is, we work with

hypergraphs in which all edges have uniformity k. We say that a given linear ordering of

some vertices is a tight path if each consecutive k-set of vertices forms an edge; a given

cyclic ordering of some vertices with the same condition forms a tight cycle. The k = 2

case of this definition reduces to the usual paths and cycles in graphs. For brevity, in what

follows we write k-graph for k-uniform hypergraph.

In terms of extremal results, there are again several reasonable questions — one should

place some form of ‘minimum degree’ condition for tight Hamilton cycles, but this can take

the form of insisting that every j-set of vertices is in sufficiently many edges, where one can

choose j between 1 and k − 1. This leads to several significantly different problems (and

even more if one considers other notions of cycle). We refer the reader to the comprehensive

survey of Kühn and Osthus [77] for details, and focus on the version of minimum degree

we want to work with. This is the case j = k − 1, sometimes called codegree. Here,

the Hamiltonicity problem is resolved. Rödl, Ruciński and Szemerédi [103, 104], first

for 3-uniform and then for general uniformity, showed that if n is sufficiently large, any
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n-vertex k-graph with minimum codegree at least
(

1
2 + γ

)
n (i.e. every (k − 1)-set is in at

least that many edges) contains a tight Hamilton cycle. For 3-graphs, they [105] were also

able to give the exact result for sufficiently large n (finding exactly what should replace

the error term γn).

In random hypergraphs, Dudek and Frieze [42, 43] found for several different notions

of ‘cycle’ the threshold for Hamiltonicity in the binomial random hypergraph G(k)(n, p),

that is the n-vertex k-graph in which k-sets are edges independently with probability p. In

particular, in [43] they showed by the second moment method that for k = 3 the threshold

is ω
(
n−1

)
, and for k ≥ 4 the sharp threshold is at en−1. Narayanan and Schacht [94]

strengthened these results, in particular showing that en−1 is also the sharp threshold for

k = 3.

Combining these (and answering a question of Frieze [51]), we prove, in Chapter 4, the

following corresponding codegree resilience statement.

Theorem 1.3.1. Given any γ > 0 and k ≥ 3, if p ≥ n−1+γ, we show that Γ = G(k)(n, p)

a.a.s. satisfies the following. Let G be any n-vertex subgraph of Γ such that δk−1(G) ≥(
1
2 + 2γ

)
pn. Then G contains a tight Hamilton cycle.

Observe that this theorem is sharp in the minimum degree requirement, but it is

presumably not sharp in the probability. More precisely, when p = Ω(log n/n) then a.a.s.

in Γ there is an n-vertex subgraph G such that δk−1(G) ≥ (1/2 − γ)pn and G does not

contain a tight Hamilton cycle. When p = o(log n/n), there a.a.s. are (k − 1)-tuples in Γ

that are not contained in any edges and, therefore, no G as required by the theorem exists.

For this regime the resilience condition needs to be adjusted, perhaps as explained above

for the hitting time results in graphs from [91, 95]. We certainly need p ≥ 2en−1 for any

statement of this kind to be true, otherwise randomly deleting half of the edges from Γ

would a.a.s. destroy the tight Hamiltonicity.

This is the first resilience statement for tight Hamilton cycles in sparse random

hypergraphs to the best of our knowledge; however for Berge cycles, Clemens, Ehrenmüller

and Person [30] proved a resilience statement which is both tight in the minimum degree
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and has only a polylogarithmic gap in the probability. For perfect matchings it was shown

by Ferber and Hirschfeld [49] that the same codegree resilience as in Theorem 1.3.1 holds

with p = Ω(log n/n), which is significantly above the threshold for the appearance of

perfect matchings, but optimal for the same reasons as discussed above. More generally,

Ferber and Kwan [50] studied the transference of results for perfect matchings in dense

hypergraphs into resilience statements in random hypergraphs.

It would be interesting to investigate this transference for other types of Hamilton cycles

and other degree conditions. For example, in the case of 3-graphs Reiher, Rödl, Ruciński,

Schacht, and Szemerédi [101] show that any n-vertex 3-graph with minimum vertex degree

(5
9 + γ)

(
n
2

)
contains a tight Hamilton cycle. Can this be extended to a resilience statement

in random 3-graphs? More precisely, can the condition δ2(G) ≥ (1
2 +γ)pn in Theorem 1.3.1

for k = 3 be replaced by δ1(G) ≥ (5
9 + γ)p

(
n
2

)
? The bound on the minimum degree would

again be sharp.

1.4 Percolation and 1-independent random graph
models

Percolation theory lies at the interface of probability theory, statistical physics and

combinatorics. Its object of study is, roughly speaking, the connectivity properties of

random subgraphs of infinite connected graphs, and in particular the points at which

these undergo drastic transitions such as the emergence of infinite components. Since

its inception in Oxford in the late 1950s, percolation theory has become a rich field of

study (see e.g. the monographs [25, 56, 88]). One of the cornerstones of the discipline is

the Harris–Kesten Theorem [64, 70], which states that if each edge of the integer square

lattice Z2 is open independently at random with probability p, then if p ≤ 1
2 almost surely

all connected components of open edges are finite, while if p > 1
2 almost surely there exists

an infinite connected component of open edges. Thus 1/2 is what is known as the critical

probability for independent bond percolation on Z2.
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In general, given an infinite connected graph H, determining the critical probability

for independent bond percolation on H is a hard problem, with the answer known exactly

only in a handful of cases. There is thus great interest in methods for rigorously estimating

such critical probabilities. One of the most powerful and effective techniques for doing

just that was developed by Balister, Bollobás and Walters [16], and relies on comparing

percolation processes with locally dependent bond percolation on Z2 (to be more precise:

1-independent bond percolation; see below for a definition). The method of Balister,

Bollobás and Walters has proved influential, and has been widely applied to obtain the

best rigorous confidence interval estimates for the value of the critical parameter in a wide

range of models, see e.g. [12, 14, 16, 15, 17, 19, 21, 39, 40, 109, 102].

However, as noted by the authors of [16] and again by Balister and Bollobás [13] in

2012, locally dependent bond percolation is poorly understood. To quote from the latter

work, “[given that] 1-independent percolation models have become a key tool in establishing

bounds on critical probabilities [...], it is perhaps surprising that some of the most basic

questions about 1-independent models are open”. In particular, there is no known locally

dependent analogue of the Harris–Kesten Theorem, nor even until now much of a sense

of what the corresponding 1-independent critical probability ought to be. In Chapter 5,

we contribute to the broader project initiated by Balister and Bollobás of addressing the

gap in our knowledge about 1-independent bond percolation by making some first steps

towards a 1-independent Harris–Kesten Theorem. To state our results and place them in

their proper context, we first need to give some definitions.

Let H = (V,E) be a graph. Given a probability measure µ on subsets of E, a µ-random

graph Hµ is a random spanning subgraph of H whose edge-set is chosen randomly from

subsets of E according to the law given by µ. Each probability measure µ on subsets of E

thus gives rise to a random graph model on the host graph H, and we use the two terms

(probability measure µ on subsets of E/random graph model Hµ on H) interchangeably.

We will be interested in random graph models where the state (present/absent) of edges is

dependent only on the states of nearby edges. Recall that the graph distance between two
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subsets A,B ⊆ E is the length of the shortest path in H from an endpoint of an edge in A

to an endpoint of an edge in B. So in particular if an edge in A shares a vertex with an

edge in B, then the graph distance from A to B is zero, while if A and B are supported

on disjoint vertex-sets then the graph distance from A to B is at least one.

Definition 1.4.1 (k-independence). A random graph model Hµ on a host graph H is

k-independent if whenever A,B are disjoint subsets of E(H) such that the graph distance

between A and B is at least k, the random variables E(Hµ) ∩ A and E(Hµ) ∩ B are

independent. If Hµ is k-independent, we say that the associated probability measure µ is a

k-independent measure, or k-ipm, on H.

LetMk,≥p(H) denote the collection of all k-independent measures µ on E(H) in which

each edge of H is included in Hµ with probability at least p. We defineMk,≤p(H) mutatis

mutandis, and letMk,p(H) denoteMk,≥p∩Mk,≤p — in other wordsMk,p is the collection

of all k-ipm µ on H in which each edge of H is included in Hµ with probability exactly p.

Observe that a 0-independent measure µ is what is known as a Bernoulli or product

measure on E: each edge in E is included in Hµ at random independently of all the others.

We refer to such measures as independent measures. The collection M0,p(H) thus consists

of a single measure, the p-random measure, in which each edge of H is included in the

associated random graph with probability p, independently of all the other edges. When

the host graph H is Kn, the complete graph on n vertices, this gives rise to the celebrated

Erdős–Rényi random graph model, while when H = Z2 this is exactly the independent

bond percolation model considered in the Harris–Kesten Theorem.

We will focus instead on M1,≥p(H) and M1,p(H), whose probability measures allow

for some local dependence between the edges. A simple and well-studied example of a

model fromM1,p(H) is given by site percolation: build a random spanning subgraph Hsite
θ

of H by assigning each vertex v ∈ V (H) a state Sv independently at random, with Sv = 1

with probability θ and Sv = 0 otherwise, and including an edge uv ∈ E(H) in Hsite
θ if and

only if Su = Sv = 1. Each edge of H is in this random graph with probability p = θ2, and

the model is clearly 1-independent since ‘randomness resides in the vertices’, and so what
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happens inside two disjoint vertex sets is independent. More generally, any state-based

model obtained by first assigning independent random states Sv to vertices v ∈ V (H) and

then adding an edge uv according to some deterministic or probabilistic rule depending

only on the ordered pair (Su, Sv) will give rise to a 1-ipm on H. State-based models are a

generalisation of the probabilistic notion of a two-block factor, see [81] for details.

Given a 1-ipm µ on an infinite connected graph H, we say that µ percolates if Hµ

almost surely (i.e. with probability 1) contains an infinite connected component.

Definition 1.4.2. Given an infinite connected graph H, we define the 1-independent

critical percolation probability for H to be

p1,c(H) := inf {p ≥ 0 : ∀µ ∈M1,≥p(H), µ percolates} .

Remark 1.4.3. Given µ ∈M1,≥p(H) we can obtain a random graph Hν from Hµ by de-

leting each edge uv of Hµ independently at random with probability 1−p/ (P[uv ∈ E(Hµ)]).

Clearly Hµ stochastically dominates (i.e. is a supergraph of) Hν and ν ∈M1,p(H). Thus

the definition of p1,c(H) above is unchanged if we replace M1,≥p(H) by M1,p(H).

Remark 1.4.4. The probability p1,c(H) is in fact one of five natural critical probabilities

for 1-independent percolation one could consider, all of which are distinct in general —

see [36, Section 11.3, Corollary 50 and Question 53].

Balister, Bollobás and Walters [16] devised a highly effective method for giving rigorous

confidence interval results for critical parameters in percolation theory via comparison

with 1-independent models on the square integer lattice Z2. Their method relies on

estimating the probability of certain finite, bounded events (usually via Monte Carlo

methods, whence the confidence intervals) and on bounds on the 1-independent critical

probability p1,c(Z2). Work of Liggett, Schonman and Stacey [81] on stochastic domination

of independent models by 1-independent models implied p1,c(Z2) < 1. Balister, Bollobás

and Walters [16, Theorem 2] obtained the effective upper bound p1,c(Z2) < 0.8639 via a

renormalisation argument and noted “it would be of interest to give significantly better
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bounds for p1,c(Z2); unfortunately, we cannot even hazard a guess as to [its] value”. The

question of determining p1,c(Z2) was raised again by Balister and Bollobás [13, Question

2], who noted the difficulty of the problem:

Problem 1.4.5 (1-independent Harris–Kesten problem). Determine p1,c(Z2).

Very recently, Balister, Johnston, Savery and Scott [18] proved the new upper bound

p1,c(Z2) ≤ 0.8457.

Balister and Bollobás [13] observed that a simple modification of site percolation due to

Newman shows that p1,c(Z2) ≥ (θs)2 +(1−θs)2, where θs = θs(Z2) is the critical probability

for site percolation in Z2. Since it is known that θs ∈ [0.556, 0.679492] (see [116, 117]), this

shows that p1,c(Z2) ≥ 0.5062. Non-rigorous simulation-based estimates θs ≈ 0.597246 [119]

improve this to a non-rigorous lower bound of 0.5172. Recently, Day, Falgas-Ravry and

Hancock gave significant improvements on these lower bounds. In [36, Theorem 7], they

constructed measures based on an idea from the PhD thesis [46, Theorem 62] of Falgas-

Ravry showing that for any d ∈ N, p1,c(Zd) ≥ 4− 2
√

3 = 0.5358 . . .. They in fact showed

p1,c(H) ≥ 4− 2
√

3 for any host graph H satisfying what they call the finite 2-percolation

property (see [36, Corollary 24]), a family which includes the graphs Z2×Kn for any n ∈ N.

Further, the same authors gave a different construction [36, Theorem 8] showing that

p1,c(Z2) ≥ (θs)2 + 1− θs

2 , (1.4.1)

where θs = θs(Z2) is the critical probability for site percolation in Z2. Using the aforemen-

tioned simulation-based estimates for θs, this gives a non-rigorous lower bound of 0.5549 on

p1,c(Z2). Very recently, Balister, Johnston, Savery and Scott [18] proved the new rigorous

lower bound p1,c(Z2) ≥ 1
32(35 − 3

√
3) = 0.555197 . . . and also gave a new non-rigorous

simulation-based bound p1,c(Z2) ≥ 0.5921. All these lower bounds remain far apart

from the upper bound of 0.8457 from [18], and, as noted in [16], part of the difficulty of

Problem 1.4.5 has been the absence of a clear candidate conjecture to aim for.

In view of the difficulty of Problem 1.4.5, there has been interest in increasing our
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understanding of 1-independent models on other host graphs than Z2. Balister and

Bollobás noted p1,c(Zd) is non-increasing in d and must therefore converge to a limit as

d → ∞. They showed this limit is at least 1/2 and posed the following problem [13,

Question 2]:

Problem 1.4.6 (Balister and Bollobás problem). Determine limd→∞ p1,c(Zd).

By the construction of Day, Falgas-Ravry and Hancock mentioned above, this limit

is in fact at least 4− 2
√

3; the best known upper bound is 0.5847 and was proved very

recently by Balister, Johnston, Savery and Scott [18].

Balister and Bollobás have further studied 1-independent models on infinite trees,

obtaining in this setting 1-independent analogues of classical results of Lyons [86] for

independent bond percolation. Day, Falgas-Ravry and Hancock for their part gave a number

of results on the connectivity of 1-independent random graphs on paths and complete

graphs, and on the almost sure emergence of arbitrarily long paths in 1-independent

models. More precisely, they introduced the long paths critical probability p1,LP(H) of H,

given by

p1,LP(H) := inf {p ∈ [0, 1] : ∀µ ∈M1,p,∀ℓ ∈ N, P [Hµ contains a path of length ℓ] > 0} ,

and showed p1,LP(Z) = 3/4, p1,LP(Z × K2) = 2/3. Since the sequence p1,LP(Z × Kn)

is non-increasing in n, it tends to a limit in [0, 1] as n → ∞. Day, Falgas-Ravry and

Hancock showed in [36, Theorem 12(v)] that this limit lies in the interval [4− 2
√

3, 5/9]

and asked [36, Problem 54]:

Problem 1.4.7 (Day, Falgas–Ravry and Hancock). Determine limn→∞ p1,LP(Z×Kn).

In Chapter 5 we determine the limit of the 1-independent critical probability for

percolation in Z2 ×Kn as n→∞:

Theorem 1.4.8. The following hold:

(i) If p > 4− 2
√

3 is fixed, then there exists N ∈ N such that p1,c (Z2 ×KN) ≤ p.
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(ii) For every n ∈ N, p1,c (Z2 ×Kn) ≥ 4− 2
√

3.

In particular, we have limn→∞ p1,c(Z2 ×Kn) = 4− 2
√

3 = 0.5358 . . . .

As a corollary to the key result in our proof of Theorem 1.4.8, we also obtain a

solution to the problem of Day, Falgas–Ravry and Hancock on long paths in 1-independent

percolation, Problem 1.4.7 above:

Theorem 1.4.9. limn→∞ p1,LP (Z×Kn) = 4− 2
√

3.

In fact, we are able to show the conclusions of Theorems 1.4.8 and 1.4.9 still hold if we

replace the complete graph Kn by a suitable pseudorandom graph. Recall that the study

of pseudorandom graphs originates in the ground-breaking work of Thomason [115]. We

shall use the following notion of weak pseudorandomness (see Condition (3) in the survey

of Krivelevich and Sudakov [76]):

Definition 1.4.10. Let q = q(n) be a sequence in [0, 1]. A sequence (Gn)n∈N of n-vertex

graphs is weakly q-pseudorandom if

max
{∣∣∣∣∣e(Gn[U ])− q |U |

2

2

∣∣∣∣∣ : U ⊆ V (Gn)
}

= o(qn2).

Note that if (Gn)n∈N is a sequence of weakly q-pseudorandom graphs, then for any

U1, U2 ⊆ V (Gn) with U1 ∩ U2 = ∅, we have

e(Gn[U1, U2]) = q |U1| |U2|+ o(qn2).

Theorem 1.4.11. Let q = q(n) satisfy nq(n)≫ log n. Then for any sequence (Gn)n∈N of

n-vertex graphs which is weakly q-pseudorandom, we have limn→∞ p1,c(Z2×Gn) = 4−2
√

3.

Theorem 1.4.12. Let q = q(n) satisfy nq(n)≫ log n. Then for any sequence (Gn)n∈N of

n-vertex graphs which is weakly q-pseudorandom, we have limn→∞ p1,LP(Z×Gn) = 4−2
√

3.

We conjecture that the conclusion of Theorem 1.4.8 still holds if we replace the complete

graph Kn by an n-dimensional hypercube.
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Conjecture 1.4.13. limn→∞ p1,c(Z2 ×Qn) = 4− 2
√

3.

Observe Conjecture 1.4.13 implies the answer to the problem of Balister and Bollobás,

Problem 1.4.6 above, is 4− 2
√

3. In fact, we make the following bolder conjecture:

Conjecture 1.4.14 (1-independent percolation in high dimension). There exists d ≥ 3

such that

p1,c(Zd) = 4− 2
√

3.

Finally we prove some modest results on component evolution in 1-independent models

on Kn and on pseudorandom graphs. The main point of these results is that ‘the two-state

measure minimises the size of the largest component’, a heuristic which in turn guides our

Conjecture 1.4.13. Here by the two-state measure, we mean the following variant of site

percolation, due to Newman (see [89]):

Definition 1.4.15 (Two-state measure). Let H be a graph, and let p ∈ [1
2 , 1]. The

two-state measure µ2s,p ∈ M1,p(H) is constructed as follows: assign to each vertex

v ∈ V (H) a state Sv independently and uniformly at random, with Sv = 1 with probability

θ = θ(p) = (1 +
√

2p− 1)/2 and Sv = 0 otherwise. Then let Hµ2s,p be the random subgraph

of H obtained by including an edge if and only if its endpoints are in the same state.

Day, Falgas-Ravry and Hancock showed in [36, Theorem 16] that µ2s,p minimises the

probability of connected subgraphs over all 1-ipm µ ∈M1,p(K2n). We show below that it

also minimises the probability of having a component of size at least n. Explicitly, given

a set of edges F ⊆ E(H) in a graph H, we let Ci(F ) denote the i-th largest connected

component in the associated subgraph (V (H), F ) of H. Then:

Proposition 1.4.16. Set p2n = 1
2

(
1− tan2

(
π
4n

))
and H = K2n. Then for all p ∈ [p2n, 1],

min
{
P [|C1(Hµ)| > n] : µ ∈M1,≥p(K2n)

}
= 1−

(
2n
n

)(1− p
2

)n

.

Further, we show that the two-state measure also asymptotically minimises the likely

size of a largest component in 1-independent models on pseudorandom graphs:
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Theorem 1.4.17. Let r ∈ N, and let p ∈ ( 1
r+1 ,

1
r
] be fixed. Let (Hn)n∈N be a sequence of

weakly q-pseudorandom graphs on n vertices with q = q(n)≫ log(n)/n. Then the following

hold for H = Hn:

(i) For every µ ∈M1,p(H), with probability 1− o(1) we have

|C1(Hµ)| ≥ (1− o(1))
1 +

√
(r+1)p−1

r

r + 1 n.

(ii) There exists µ ∈M1,p(H) such that with probability 1− o(1) the random graph Hµ

satisfies |C1(Hµ)| ≤ (1 + o(1))
1+
√

(r+1)p−1
r

r+1 n.

This leads us to the natural conjecture that the two-state measure asymptotically

minimises the size of a largest component in 1-independent models on the hypercube Qn:

Conjecture 1.4.18. Let p ∈ (1
2 , 1] be fixed, and let H = Qn. Then for all µ ∈M1,≥p(Qn),

with probability 1− o(1) we have |C1 (Hµ) | ≥
(

1+
√

2p−1
2 − o(1)

)
2n.

We suspect a proof of this conjecture combined with the ideas presented in this chapter

would yield a proof of Conjecture 1.4.13.

Overall, our results would lead us to speculate that the true value of p1,c(Z2) is probably

a lot closer to the non-rigorous lower bound of 0.5921 than to the upper bound of 0.8457

(both obtained in [18]). However a rigorous proof of improved upper bounds on p1,c(Z2)

remains elusive for the time being.
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CHAPTER 2

TOWARDS LEHEL’S CONJECTURE FOR
4-UNIFORM TIGHT CYCLES

The main aim of this chapter is to prove Theorems 1.1.2 and 1.1.3. We first recall some

definitions and then restate these theorems. Recall that an r-edge-colouring of a k-graph

H is a colouring of the edges of H with r colours. Also recall that a monochromatic

subgraph of an r-edge-coloured graph is one in which all the edges have the same colour.

Moreover, recall that a k-uniform tight cycle is a k-graph with a cyclic ordering of its

vertices such that its edges are precisely all k-sets of consecutive vertices in the ordering.

We now restate Theorems 1.1.2 and 1.1.3.

Theorem 1.1.2. For every ε > 0, there exists an integer n1 such that, for all n ≥ n1, every

2-edge-coloured complete 4-graph on n vertices contains two vertex-disjoint monochromatic

tight cycles of distinct colours covering all but at most εn of the vertices.

Theorem 1.1.3. For every ε > 0, there exists an integer n1 such that, for all n ≥ n1, every

2-edge-coloured complete 5-graph on n vertices contains four vertex-disjoint monochromatic

tight cycles covering all but at most εn of the vertices.

To prove Theorems 1.1.2 and 1.1.3, we use the connected matching method that has often

been credited to  Luczak [84]. We now present a sketch-proof for Theorem 1.1.2. Consider a

2-edge-coloured complete 4-graph K(4)
n on n vertices. We start by applying the Hypergraph

Regularity Lemma to the 2-edge-coloured complete 4-graph K(4)
n . More precisely the
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Regular Slice Lemma of Allen, Böttcher, Cooley and Mycroft [2], see Lemma 2.3.3. We

obtain a 2-edge-coloured reduced graph R that is almost complete. A monochromatic

matching in a k-graph is a set of vertex-disjoint edges of the same colour. We say that

it is tightly connected if, for any two edges f and f ′, there exists a sequence of edges

e1, . . . , et of the same colour such that e1 = f , et = f ′ and |ei ∩ ei+1| = k − 1 for all

i ∈ [t− 1]. Using Corollary 2.3.12, it suffices to find two vertex-disjoint monochromatic

tightly connected matchings of distinct colours in the reduced graph R. The main challenge

is to identify the ‘tightly connected components’ (see Section 2.1 for the formal definition)

in which we will find the matchings. To do so, we introduce the concept of ‘blueprint’,

which is a 2-edge-coloured 2-graph with the same vertex set as R. The key property is

that connected components in the blueprint correspond to tightly connected components

in R.

The remainder of this chapter is organised as follows. In Section 2.1, we introduce

some basic notation and definitions. In Section 2.2, we prove Proposition 1.1.1. In

Section 2.3, we introduce the statements about hypergraph regularity and prove the crucial

Corollary 2.3.12 that allows us to reduce our problem of finding cycles in the complete graph

to one about finding tightly connected matchings in the reduced graph. In Section 2.4, we

give the definition of blueprint and setup some useful results. In Sections 2.5 and 2.6, we

prove Theorems 1.1.2 and 1.1.3, respectively. Finally, we make some concluding remarks

in Section 2.7.

2.1 Preliminaries

If we say that a statement holds for 0 < a ≪ b ≤ 1, then we mean that there exists a

non-decreasing function f : (0, 1]→ (0, 1] such that the statement holds for all a, b ∈ (0, 1]

with a ≤ f(b). Similar expressions with more variables are defined analogously. If 1/n

appears in one of these expressions, then we implicitly assume that n is a positive integer.

We omit floors and ceilings whenever doing so does not affect the argument.
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We often write x1 . . . xj for the set {x1, . . . , xj}. Moreover, for each positive integer n,

we let [n] = {1, . . . , n}. For a set S and a non-negative integer k we denote by
(

S
k

)
the set

of all subsets of S of size k.

A k-graph H is a pair of sets (V (H), E(H)) such that E(H) ⊆
(

V (H)
k

)
. We let

v(H) = |V (H)| be the number of vertices of H. We abuse notation by identifying the

k-graph H with its edge set E(H). Hence by |H| we mean the number of edges of H.

A 2-edge-coloured k-graph is a k-graph together with a colouring of its edges with the

colours red and blue. For a 2-edge-coloured k-graph H we denote by Hred and Hblue the

k-graph on V (H) induced by the red and the blue edges of H, respectively. A subgraph of

a 2-edge-coloured k-graph is called monochromatic if all its edges have the same colour.

Let H be a 2-edge-coloured k-graph. Two edges f and f ′ in H are tightly connected if

there exists a sequence of edges e1, . . . , et such that e1 = f , et = f ′ and |ei ∩ ei+1| = k − 1

for all i ∈ [t − 1]. A subgraph H ′ of H is tightly connected if every pair of edges in H ′

is tightly connected in H. A maximal tightly connected subgraph of H is called a tight

component of H. Note that a tight component is a subgraph rather than a vertex subset

as in the traditional graph case. In a 2-graph G, we simply call a tight component a

component and a spanning component is one that covers all the vertices of G. A tightly

connected matching in a k-graph H is a matching contained in a tight component of H. A

red tight component and a red tightly connected matching are a tight component and a

tightly connected matching in Hred, respectively. We define these terms similarly for blue.

Let H be a k-graph and S,W ⊆ V (H). We denote by H − W the k-graph with

V (H −W ) = V (H) \W and E(H −W ) = {e ∈ E(H) : e ∩W = ∅}. We call H −W

the k-graph obtained from H by deleting W . Further we let H[W ] = H − (V (H) \W ).

Let F be a k-graph or a set of k-element sets. We denote by H − F the subgraph

of H obtained by deleting the edges in F . We define NH(S,W ) to be the set {e ∈(
W

k−|S|

)
: e∪ S ∈ H} and we define dH(S,W ) to be its cardinality. Further we write NH(S)

and dH(S) for NH(S, V (H)) and dH(S, V (H)), respectively. If H is 2-edge-coloured, then

we write N red
H (S,W ), dred

H (S,W ), Nblue
H (S,W ), dblue

H (S,W ) for NHred(S,W ), dHred(S,W ),

25



NHblue(S,W ), dHblue(S,W ), respectively. The link graph of H with respect to S, denoted

by HS, is the (k − |S|)-graph satisfying V (HS) = V (H) \ S and E(HS) = NH(S).

For j ∈ [k−1], the j-th shadow of H, denoted by ∂jH, is the (k − j)-graph with vertex

set V (∂jH) = V (H) and edge set

E(∂jH) =
{
e ∈

(
V (H)
k − j

)
: e ⊆ f for some f ∈ E(H)

}
.

For the 1-st shadow of H, we also simply write ∂H instead of ∂1H.

For µ, α > 0, we say that a k-graph H on n vertices is (µ, α)-dense if, for each i ∈ [k−1],

we have dH(S) ≥ µ
(

n
k−i

)
for all but at most α

(
n
i

)
sets S ∈

(
V (H)

i

)
and dH(S) = 0 for all

other S ∈
(

V (H)
i

)
.

Proposition 2.1.1. Let 0 ≤ α, µ ≤ 1 and let H be a (µ, α)-dense k-graph on n vertices.

Then |H| ≥ (µ− α)
(

n
k

)
. Moreover, if µ > 1/2, then H is tightly connected.

Proof. Note that

|H| = 1
k

∑
S∈(V (H)

k−1 )
dH(S) ≥ 1

k
(1− α)

(
n

k − 1

)
µn ≥ (µ− α)

(
n

k

)
.

Now suppose that µ > 1/2. We show that H is tightly connected. Note that, for

S, S ′ ∈
(

V (H)
k−1

)
with dH(S), dH(S ′) > 0, we have dH(S), dH(S ′) ≥ µn > n/2 and thus

NH(S) ∩NH(S ′) ̸= ∅.

Let f = x1 . . . xk and f ′ = y1 . . . yk be two edges of H. Inductively choose vertices

z1, . . . , zk−1 ∈ V (H) such that

zi ∈ NH(z1 . . . zi−1xi+1 . . . xk) ∩NH(z1 . . . zi−1yi+1 . . . yk)

for all i ∈ [k − 1]. It follows that f and f ′ are tightly connected.

The following proposition shows that any k-graph that has all but a small fraction of
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the possible edges contains a (1− ε, α)-dense subgraph. The proof was inspired by the

proof of Lemma 8.8 in [63]. A different generalisation of this lemma can also be found as

Lemma 2.3 in [78].

Proposition 2.1.2. Let 1/n≪ α≪ 1/k ≤ 1/2. Let H be a k-graph on n vertices with

|H| ≥ (1− α)
(

n
k

)
. Then there exists a subgraph H ′ of H such that V (H ′) = V (H) and H ′

is (1− 2α1/4k2
, 2α1/4k2)-dense.

Proof. We call a set S ⊆ V (H) with |S| ∈ [k − 1] bad if dH(S) < (1 − α1/2)
(

n
k−|S|

)
. For

i ∈ [k − 1], let Bi be the set of all bad i-sets. For each i ∈ [k − 1], we have

(1− α)
(
k

i

)(
n

k

)
≤
(
k

i

)
|H| =

∑
S∈(V (H)

i )
dH(S) ≤

(
n

i

)(
n

k − i

)
− α1/2

(
n

k − i

)
|Bi| .

This implies

|Bi| ≤
1
α1/2

(n
i

)
−

(1− α)
(

k
i

)(
n
k

)
(

n
k−i

)
 ≤ 2α1/2

(
n

i

)
.

Let β = α1/2k. For all j ∈ {k − 1, k − 2, . . . , 1} in turn, we construct Aj ⊆
(

V (H)
j

)
inductively as follows. We set Ak−1 = Bk−1. Given 2 ≤ j ≤ k − 1 and Aj, we define

Aj−1 ⊆
(

V (H)
j−1

)
to be the set of all X ∈

(
V (H)
j−1

)
such that X ∈ Bj−1 or dAj

(X) ≥ β1/2n.

Claim 2.1.3. For all i ∈ [k − 1], |Ai| ≤ βi
(

n
i

)
. Moreover, if 1 ≤ i < j ≤ k − 1 and a set

S ∈
(

V (H)
i

)
satisfies dAj

(S) ≥ β1/2(j−i)
(

n
j−i

)
, then S ∈ Ai.

Proof of Claim. We first prove the first part by induction on k− i. For i = k− 1, we have

|Ak−1| = |Bk−1| ≤ 2α1/2
(

n
k−1

)
≤ βk−1

(
n

k−1

)
.

Now suppose 2 ≤ i ≤ k − 1 and |Ai| ≤ βi
(

n
i

)
. By double counting tuples (X,w) with

X ∈ Ai−1 \ Bi−1 and X ∪ w ∈ Ai, we have (|Ai−1| − |Bi−1|) β1/2n ≤ i |Ai|. Hence

|Ai−1| ≤
i

β1/2n
|Ai|+ |Bi−1| ≤

i

β1/2n
βi

(
n

i

)
+ 2α1/2

(
n

i− 1

)

= βi−1/2
(
n− 1
i− 1

)
+ 2α1/2

(
n

i− 1

)
≤ βi−1

(
n

i− 1

)
.
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This proves the first part of the claim.

We now prove the second part of the claim. Fix i ∈ [k − 1]. We proceed by induction

on j − i. For j = i+ 1, the statement holds by the definition of Ai. Now let S ∈
(

V (H)
i

)
and j ≥ i+ 2 be such that dAj

(S) ≥ β1/2(j−i)
(

n
j−i

)
. If S ∈ Bi, then S ∈ Ai. Recall that if

T ∈
(

V (H)
j−1

)
\ Aj−1, then dAj

(T ) < β1/2n. We have

β1/2(j−i)
(

n

j − i

)
≤ dAj

(S) ≤
∑

T ∈Aj−1
S⊆T

dAj
(T ) +

∑
T ∈(V (H)

j−1 )\Aj−1
S⊆T

dAj
(T )

≤ ndAj−1(S) + β1/2nd(V (H)
j−1 )\Aj−1

(S)

≤ ndAj−1(S) + β1/2n

(
n

j − i− 1

)
,

and thus

dAj−1(S) ≥ β1/2(j−i−1)
(

n

j − i− 1

)
.

Hence by the induction hypothesis we have S ∈ Ai. ■

For each j ∈ [k−1], let Fj be the set of edges e ∈ H for which there exists some S ∈ Aj

with S ⊆ e. Let F = ⋃
j∈[k−1] Fj and let H ′ = H − F . We will show that H ′ is the desired

k-graph. For i ∈ [k− 1], let Si be the set of all S ∈
(

V (H)
i

)
such that dF (S) ≥ β1/2k

(
n

k−i

)
.

Claim 2.1.4. For i ∈ [k − 1], |Si| ≤ β1/2
(

n
i

)
.

Proof of Claim. For j ∈ [k − 1], we have

|Fj| ≤ |Aj|
(
n− j
k − j

)
Claim 2.1.3
≤ βj

(
n

j

)(
n− j
k − j

)
= βj

(
k

j

)(
n

k

)
.

Thus

|F | ≤
∑

j∈[k−1]
|Fj| ≤

∑
j∈[k−1]

βj

(
k

j

)(
n

k

)
≤ 2kβ

(
n

k

)
.
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Now, for i ∈ [k − 1], we have

|Si| β1/2k
(

n
k−i

)
(

k
i

) ≤ |F | ≤ 2kβ

(
n

k

)

and thus |Si| ≤ β1/2
(

n
i

)
. ■

Consider i ∈ [k − 1]. Note that |Si ∪ Bi| ≤ 2α1/4k2
(

n
i

)
. Now let S ∈

(
V (H)

i

)
\ (Si ∪ Bi).

As S ̸∈ Bi, we have dH(S) ≥ (1− α1/2)
(

n
k−i

)
. As S ̸∈ Si, we have

dH′(S) = dH(S)− dF (S) ≥ dH(S)− β1/2k

(
n

k − i

)

≥ (1− α1/2 − β1/2k)
(

n

k − i

)
≥ (1− 2α1/4k2)

(
n

k − i

)
.

Consider X ∈
(

V (H)
i

)
with dH′(X) ̸= 0. We want to show that dH′(X) ≥ (1−2α1/4k2)

(
n

k−i

)
.

By the above, it suffices to show that X ̸∈ Bi ∪ Si. Let e ∈ H ′ with X ⊆ e. Since

e ̸∈ Fi, X ̸∈ Ai and thus X ̸∈ Bi. It remains for us to show that X ̸∈ Si. Assume the

contrary that X is contained in more that β1/2k
(

n
k−i

)
edges of F . Let Y = NF (X), so

|Y| ≥ β1/2k
(

n
k−i

)
. For each Y ∈ Y, fix a set AY ∈

⋃
j∈[k−1]Aj such that AY ⊆ X ∪ Y and

let TY = X ∩ AY and SY = Y \ AY . If AY ⊆ X, then AY ⊆ e ∈ H ′, a contradiction.

Hence AY ∩ Y ̸= ∅ for all Y ∈ Y. For Y ∈ Y, we have X ∩ Y = ∅, and thus

|TY | ≤ |AY | − 1 ≤ k − 2. By an averaging argument, there exist t ∈ {0, 1, . . . , k − 2},

T ∈
(

X
t

)
, a ∈ [k − 1], S ∈

(
V (H)

k−i−a+t

)
and Ỹ ⊆ Y such that, for all Y ∈ Ỹ , we have TY = T ,

|AY | = a, SY = S and

∣∣∣Ỹ∣∣∣ ≥ |Y|
2i(k − 1)

(
n

k−i−a+t

) ≥ β1/2(k−1)
(

n

a− t

)
.

Since Y \ AY = SY = S and |AY | = a for all Y ∈ Ỹ, the AY are distinct for all Y ∈ Ỹ.

Recall that T ⊆ AY ∈ Aa for each Y ∈ Ỹ . If T = ∅, then t = 0 and so |Aa| ≥
∣∣∣Ỹ∣∣∣ > βa

(
n
a

)
contradicting Claim 2.1.3. If T ̸= ∅, then we have dAa(T ) ≥

∣∣∣Ỹ∣∣∣ ≥ β1/2(k−1)
(

n
a−t

)
.

Claim 2.1.3 implies that T ∈ At. Since T ⊆ X ⊆ e, we have e ∈ Ft contradicting the fact
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that e ∈ H ′ = H − ⋃j∈[k−1] Fj.

2.2 Extremal example

In this section, we prove Proposition 1.1.1, that is, we prove that, for k ≥ 3, there exist

arbitrarily large 2-edge-coloured complete k-graphs that do not admit a partition into two

tight cycles of distinct colours.

A k-uniform tight path is a k-graph obtained by deleting a vertex from a tight cycle.

First we need the following proposition.

Proposition 2.2.1. Let k ≥ 3, let P and C be a k-uniform tight path and tight cycle,

respectively. We have the following.

(i) If X and Y partition V (P ) such that |e ∩ Y | ≥ 2 for all e ∈ P , then 2(|X|−(k−1)) ≤

(k − 2) |Y | .

(ii) If X and Y partition V (C) such that |e ∩ Y | ≥ 2 for all e ∈ C, then 2 |X| ≤

(k − 2) |Y | .

Proof. We first prove (i). Let M be a matching of maximum size in P . Since each edge

of P contains at least 2 vertices of Y ,

|X| ≤ |X ∩ V (M)|+ |V (P ) \ V (M)| ≤ (k − 2) |M |+ k − 1 ≤ (k − 2) |Y |
2 + k − 1.

Now we prove (ii). Since |e ∩ Y | ≥ 2 and |e ∩X| ≤ k− 2 for each edge e ∈ C, we have

|X| = 1
k

∑
e∈C

|e ∩X| = 1
k

∑
e∈C

|e ∩X|
|e ∩ Y |

|e ∩ Y | ≤ 1
k

∑
e∈C

k − 2
2 |e ∩ Y | = k − 2

2 |Y | .

We are now ready to give our extremal example. Note that the case k = 3 of the

extremal example is already given in [53]. Recall that, in a k-graph, we consider a single

edge and any set of fewer than k vertices to be degenerate cycles.
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Proof of Proposition 1.1.1. Let k ≥ 3, m ≥ k+1 and n = k(m+1)+1. Let X, Y and {z}

be three disjoint vertex sets of K(k)
n of sizes (k−1)m+k−2, m+ 2 and 1, respectively. We

colour an edge e in K(k)
n red if z ∈ e and |e ∩ Y | ≥ 2 or z ̸∈ e and |e ∩ Y | = 1. Otherwise

we colour it blue. Note that K(k)
n − z has the following 3 monochromatic tight components:

B1 =
(
X

k

)
, B2 =

{
e ∈

(
X ∪ Y
k

)
: |e ∩ Y | ≥ 2

}
, R =

{
e ∈

(
X ∪ Y
k

)
: |e ∩ Y | = 1

}
.

Note that B1 and B2 are blue and R is red. Suppose for a contradiction that K(k)
n can be

partitioned into a red tight cycle CR and a blue tight cycle CB.

First assume z ∈ V (CR). Since all the red edges containing z are in a red tight

component disjoint from R, we have |V (CR)| ≤ k. Hence |V (CB)| = n − |V (CR)| ≥

n − k ≥ km > k and |V (CB) ∩ Y | = |Y \ V (CR)| ≥ m + 2 − (k − 1) ≥ 1. So CB is

not degenerate and CB ⊆ B2. Any edge e ∈ CB contains at least 2 vertices in Y . By

Proposition 2.2.1(ii), 2 |V (CB) ∩X| ≤ (k − 2) |V (CB) ∩ Y |. It follows that

2(k − 1)m− 2 = 2(|X| − (k − 1)) ≤ 2 |V (CB) ∩X|

≤ (k − 2) |V (CB) ∩ Y | ≤ (k − 2) |Y | = (k − 2)(m+ 2).

This implies that m ≤ 2, a contradiction.

Hence, we may assume that z ∈ V (CB). This implies that CR ⊆ R or |V (CR)| ≤ k− 1.

Let xR = |V (CR) ∩X|, yR = |V (CR) ∩ Y |, xB = |V (CB) ∩X| and yB = |V (CB) ∩ Y |.

Let PB be the tight path CB− z. Clearly |V (PB) ∩X| = xB and |V (PB) ∩ Y | = yB. Since

CR ⊆ R or |V (CR)| ≤ k − 1,

yR ≤ max
{⌊
|X|
k − 1

⌋
, k − 1

}
= m < |Y | . (2.2.1)

Hence, V (PB) ∩ Y ̸= ∅ and |V (PB)| ≥ (n − 1) − km ≥ k. We must have PB ⊆ B2. By
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Proposition 2.2.1(i), we have that

2(xB − (k − 1)) ≤ (k − 2)yB. (2.2.2)

Thus

|V (PB)| = xB + yB ≤
k

2yB + k − 1 ≤ k

2 |Y |+ k − 1 = k

2(m+ 2) + k − 1

≤ mk = n− 1− k.

This implies that |V (CR)| ≥ k. Hence CR ⊆ R and thus

xR = (k − 1)yR. (2.2.3)

Since xR + xB = |X| = (k − 1)m+ k − 2 and yR + yB = |Y | = m+ 2, (2.2.2) implies

(k − 2)(m+ 2− yR) ≥ 2(|X| − xR − (k − 1))

= 2((k − 1)m+ k − 2− (k − 1)yR − (k − 1)),

which implies yR ≥ m− 1. If yR = m− 1, then (2.2.3) implies that xR = (k − 1)(m− 1)

and thus xB = 2k − 3 and yB = 3. Let PB = v1 . . . v2k. Either the edge v1 . . . vk or the

edge vk+1 . . . v2k contains at most one vertex of Y , a contradiction to PB ⊆ B2. Thus we

may assume yR ≥ m and since yR ≤ m by (2.2.1), we have yR = m. By (2.2.3), we have

xR = (k− 1)m and thus xB = k− 2 and yB = 2. Moreover, CB is a copy of K(k)
k+1 that has

a blue edge containing z and at least two vertices of Y , a contradiction.

2.3 Hypergraph regularity

In this section, we follow the notation of Allen, Böttcher, Cooley and Mycroft [2]. A

hypergraph H is an ordered pair (V (H), E(H)), where E(H) ⊆ 2V (H). Again, we identify
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the hypergraph H with its edge set E(H). A subgraph H′ of H is a hypergraph with

V (H′) ⊆ V (H) and E(H′) ⊆ E(H). It is spanning if V (H′) = V (H). For U ⊆ V (H), we

define H[U ] to be the subgraph of H with V (H[U ]) = U and E(H[U ]) = {e ∈ E(H) : e ⊆

U}. We call H a complex if H is down-closed, that is if e ∈ H and f ⊆ e, then f ∈ H. A

k-complex is a complex with only edges of size at most k. We denote by H(i) the spanning

subgraph of H containing only the edges of size i. Let P be a partition of V (H) into

parts V1, . . . , Vs. Then we say that a set S ⊆ V (H) is P-partite if |S ∩ Vi| ≤ 1 for all

i ∈ [s]. For P ′ = {Vi1 , . . . , Vir} ⊆ P , we define the subgraph of H induced by P ′, denoted

by H[P ′] or H[Vi1 , . . . , Vir ], to be the subgraph of H[⋃P ′] containing only the edges that

are P ′-partite. The hypergraph H is P-partite if all of its edges are P-partite. In this case

we call the parts of P the vertex classes of H. We say that H is s-partite if it is P-partite

for some partition P of V (H) into s parts. Let H be a P-partite hypergraph. If X is a

k-set of vertex classes of H, then we write HX for the k-partite subgraph of H(k) induced

by ⋃X, whose vertex classes are the elements of X. Moreover, we denote by HX< the

k-partite hypergraph with V (HX<) = ⋃
X and E(HX<) = ⋃

X′⊊X HX′ . In particular, if H

is a complex, then HX< is a (k − 1)-complex because X is a set of size k.

Let i ≥ 2, and let Pi be a partition of a vertex set V into i parts. Let Hi and Hi−1 be

a Pi-partite i-graph and a Pi-partite (i− 1)-graph on a common vertex set V , respectively.

We say that a Pi-partite i-set in V is supported on Hi−1 if it induces a copy of the complete

(i− 1)-graph K
(i−1)
i on i vertices in Hi−1. We denote by Ki(Hi−1) the Pi-partite i-graph

on V whose edges are all Pi-partite i-sets contained in V which are supported on Hi−1.

Now we define the density of Hi with respect to Hi−1 to be

d(Hi | Hi−1) = |Ki(Hi−1) ∩Hi|
|Ki(Hi−1)|

if |Ki(Hi−1)| > 0 and d(Hi | Hi−1) = 0 if |Ki(Hi−1)| = 0. So d(Hi | Hi−1) is the

proportion of Pi-partite copies of Ki−1
i in Hi−1 which are also edges of Hi. More generally,

if Q = (Q1, Q2, . . . , Qr) is a collection of r (not necessarily disjoint) subgraphs of Hi−1, we
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define Ki(Q) = ⋃r
j=1 Ki(Qj) and

d(Hi | Q) = |Ki(Q) ∩Hi|
|Ki(Q)|

if |Ki(Q)| > 0 and d(Hi | Q) = 0 if |Ki(Q)| = 0. We say that Hi is (di, ε, r)-regular with

respect to Hi−1, if we have d(Hi | Q) = di ± ε for every r-set Q of subgraphs of Hi−1

with |Ki(Q)| > ε |Ki(Hi−1)|. We say that Hi is (ε, r)-regular with respect to Hi−1 if there

exists some di for which Hi is (di, ε, r)-regular with respect to Hi−1. Finally, given an

i-graph G whose vertex set contains that of Hi−1, we say that G is (di, ε, r)-regular with

respect to Hi−1 if the i-partite subgraph of G induced by the vertex classes of Hi−1 is

(di, ε, r)-regular with respect to Hi−1. We refer to the density of this i-partite subgraph

of G with respect to Hi−1 as the relative density of G with respect to Hi−1.

Now let s ≥ k ≥ 3 and let H be an s-partite k-complex on vertex classes V1, . . . , Vs.

For any set A ⊆ [s], we write VA for ⋃i∈A Vi. Note that, if e ∈ H(i) for some 2 ≤ i ≤ k,

then the vertices of e induce a copy of Ki−1
i in H(i−1). Therefore, for any set A ∈

(
[s]
i

)
,

the density d(H(i)[VA] | H(i−1)[VA]) is the proportion of ‘possible edges’ of H(i)[VA], which

are indeed edges. We say that H is (dk, . . . , d2, εk, ε, r)-regular if

(a) for any 2 ≤ i ≤ k − 1 and any A ∈
(

[s]
i

)
, the induced subgraph H(i)[VA] is (di, ε, 1)-

regular with respect to H(i−1)[VA], and

(b) for any A ∈
(

[s]
k

)
, the induced subgraph H(k)[VA] is (dk, εk, r)-regular with respect to

H(k−1)[VA].

For a (k−1)-tuple d = (dk, . . . , d2), we write (d, εk, ε, r)-regular to mean (dk, . . . , d2, εk, ε, r)-

regular. We say that a (k − 1)-complex J is (t0, t1, ε)-equitable if it has the following

properties.

(a) J is P-partite for some P which partitions V (J ) in to t parts, where t0 ≤ t ≤ t1, of

equal size. We refer to P as the ground partition of J , and to the parts of P as the

clusters of J .
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(b) There exists a density vector d = (dk−1, . . . , d2) such that, for each 2 ≤ i ≤ k − 1,

we have di ≥ 1/t1 and 1/di ∈ N, and J is (d, ε, ε, 1)-regular.

For any k-set X of clusters of J , we denote by ĴX the k-partite (k − 1)-graph (JX<)(k−1)

and call ĴX a polyad. Given a (t0, t1, ε)-equitable (k − 1)-complex J and a k-graph G on

V (J ), we say that G is (εk, r)-regular with respect to a k-set X of clusters of J if there

exists some d such that G is (d, εk, r)-regular with respect to the polyad ĴX . Moreover,

we write d∗
G,J (X) for the relative density of G with respect to ĴX ; we may drop either

subscript if it is clear from context.

We can now give the crucial definition of a regular slice.

Definition 2.3.1 (Regular slice). Given ε, εk > 0, r, t0, t1 ∈ N, a graph G and a (k − 1)-

complex J on V (G), we call J a (t0, t1, ε, εk, r)-regular slice for G if J is (t0, t1, ε)-equitable

and G is (εk, r)-regular with respect to all but at most εk

(
t
k

)
of the k-sets of clusters of J ,

where t is the number of clusters of J .

If we specify the density vector d and the number of clusters t of an equitable complex

or a regular slice, then it is not necessary to specify t0 and t1 (since the only role of

these is to bound d and t). In this situation we write that J is (·, ·, ε)-equitable, or is a

(·, ·, ε, εk, r)-regular slice for G.

Given a regular slice J for a k-graph G, we define the d-reduced k-graph RJ
d (G) as

follows.

Definition 2.3.2 (The d-reduced k-graph). Let k ≥ 3. Let G be a k-graph and let J

be a (t0, t1, ε, εk, r)-regular slice for G. Then, for d > 0, we define the d-reduced k-graph

RJ
d (G) to be the k-graph whose vertices are the clusters of J and whose edges are all

k-sets X of clusters of J such that G is (εk, r)-regular with respect to X and d∗(X) ≥ d.

We now state the version of the Regular Slice Lemma that we need, which is a special

case of [2, Lemma 10].

Lemma 2.3.3 (Regular Slice Lemma [2, Lemma 10]). Let k ≥ 3. For all positive integers t0

and s, positive εk and all functions r : N → N and ε : N → (0, 1], there are integers t1
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and n0 such that the following holds for all n ≥ n0 which are divisible by t1!. Let K be a

2-edge-coloured complete k-graph on n vertices. Then there exists a (k − 1)-complex J

on V (K) which is a (t0, t1, ε(t1), εk, r(t1))-regular slice for both Kred and Kblue.

Given a 2-edge-coloured complete k-graph H we want to apply the Regular Slice

Lemma to Hred and Hblue. The following lemma shows that in this setting the union of

the corresponding reduced graphs RJ
d (Hred) ∪RJ

d (Hblue) is almost complete.

Lemma 2.3.4 ([53, Lemma 8.5]). Let k ≥ 3. Let K be a 2-edge-coloured complete

k-graph and let J be a (·, ·, ε, εk, r)-regular slice for both Kred and Kblue. Let t be the

number of clusters of J . Then, provided that d ≤ 1/2, we have
∣∣∣RJ

d (Kred) ∪RJ
d (Kblue)

∣∣∣ ≥
(1− 2εk)

(
t
k

)
.

Proof. Since J is a (·, ·, ε, εk, r)-regular slice for both Kred and Kblue there are at least

(1− 2εk)
(

t
k

)
k-sets X of clusters of J such that both Kred and Kblue are (εk, r)-regular

with respect to X. Let X be such a k-set. Since Kred and Kblue are complements of each

other, we have d∗
Kred(X) + d∗

Kblue(X) = 1. Hence d∗
Kred(X) ≥ 1/2 or d∗

Kblue(X) ≥ 1/2 and

thus, since d ≤ 1/2, we have X ∈ RJ
d (Kred) ∪RJ

d (Kblue).

Let H be a k-graph. A fractional matching in H is a function ω : E(H)→ [0, 1] such

that for all v ∈ V (H), ∑e∈H:v∈e ω(e) ≤ 1. The weight of the fractional matching is defined

to be ∑e∈H ω(e). A fractional matching is tightly connected if the subgraph induced by

the edges e with ω(e) > 0 is tightly connected in H. The following result from [2] converts

a tightly connected fractional matching in the reduced graph into a tight cycle in the

original graph.

Lemma 2.3.5 ([2, Lemma 13]). Let k, r, n0, t be positive integers, and let ψ, ε, εk, dk, . . . , d2

be positive constants such that 1/di ∈ N for each 2 ≤ i ≤ k − 1, and such that 1/n0 ≪ 1/t,

1
n0
≪ 1

r
, ε≪ εk, dk−1, . . . , d2 and εk ≪ ψ, dk,

1
k
.

Then the following holds for all integers n ≥ n0. Let G be a k-graph on n vertices, and J be

36



a (·, ·, ε, εk, r)-regular slice for G with t clusters and density vector (dk−1, . . . , d2). Suppose

that RJ
dk

(G) contains a tightly connected fractional matching with weight µ. Then G

contains a tight cycle of length ℓ for every ℓ ≤ (1− ψ)kµn/t that is divisible by k.

We use the following fact, lemma and proposition to prove Lemma 2.3.10 which is a

stronger version of Lemma 2.3.5 that allows us to control the location of the tight cycle.

Fact 2.3.6 ([2, Fact 7]). Suppose that 1/m0 ≪ ε≪ 1/t1, 1/t0, β, 1/k ≤ 1/3 and that J is

a (t0, t1, ε)-equitable (k − 1)-complex with density vector (dk−1, . . . , d2) whose clusters each

have size m ≥ m0. Let X be a set of k clusters of J . Then

∣∣∣Kk((JX<)(k−1))
∣∣∣ = (1± β)mk

k−1∏
i=2

d
(k

i)
i .

Lemma 2.3.7 (Regular Restriction Lemma [2, Lemma 28]). Suppose integers k,m and

reals α, ε, εk, dk, . . . , d2 > 0 are such that

1
m
≪ ε≪ εk, dk−1, . . . , d2 and εk ≪ α,

1
k
.

For any r, s ∈ N and dk > 0, set d = (dk, . . . , d2), and let G be an s-partite k-complex

whose vertex classes V1, . . . , Vs each have size m and which is (d, εk, ε, r)-regular. Choose

any V ′
i ⊆ Vi with |V ′

i | ≥ αm for each i ∈ [s]. Then the induced subcomplex G[V ′
1 ∪ · · · ∪ V ′

s ]

is (d,√εk,
√
ε, r)-regular.

The following proposition shows that a refinement of a regular slice is also a regular

slice.

Proposition 2.3.8. Let 1/m ≪ ε ≪ 1/N, 1/t0, 1/t1, 1/k ≤ 1/3. Let J be a (t0, t1, ε)-

equitable (k − 1)-complex with density vector (dk−1, . . . , d2) and clusters V1, . . . , Vt each

of size m. Let Vi,1, . . . , Vi,N be an equipartition of Vi for each i ∈ [t]. Then there exists

a (Nt0, Nt1,
√
ε)-equitable (k − 1)-complex J̃ with density vector (dk−1, . . . , d2), ground

partition {Vi,j : i ∈ [t], j ∈ [N ]} and J̃ [V1, . . . , Vt] = J .
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Proof. We construct J̃ from J as follows. Let the ground partition of J̃ be {Vi,j : i ∈

[t], j ∈ [N ]}. Starting with the edges of J we iteratively add additional edges at random

as follows. For each 2 ≤ i ≤ k − 1, beginning with i = 2, we add each i-edge that contains

two vertices that are in vertex classes with the same first index and is supported on the

(i− 1)-edges independently with probability di.

We now show that with high probability J̃ is the desired (k − 1)-complex. Note that

it suffices to show that with high probability J̃ is (d,
√
ε,
√
ε, 1)-regular.

Let J̃ ≤i = ⋃
j∈[i] J̃ (j) and d≤i = (di, . . . , d2). For i ∈ [k − 1], let Bi be the event that

J̃ ≤i is not (d≤i,
√
ε,
√
ε, 1)-regular. Note that B1 = ∅. Consider 2 ≤ i ≤ k − 1 and

A ∈
(

[t]×[N ]
i

)
. Let Bi,A be the event that J̃ (i)[VA] is not (di,

√
ε, 1)-regular with respect to

J̃ (i−1)[VA].

Claim 2.3.9. For i ∈ [k − 1] and A ∈
(

[t]×[N ]
i

)
, we have P

[
Bi,A | Bi−1

]
= e−Ω(mi) as

m→∞.

Proof of Claim. Assume Bi−1 holds. Let A = {(rj, sj) : j ∈ [i]}. Define Ã = {rj : j ∈ [i]}.

If the rj are distinct, then the claim holds by Lemma 2.3.7 with G = J [V
Ã

] and α = 1/N .

If not all the rj are distinct, then
∣∣∣Ki(J̃ (i−1)[VA])

∣∣∣ ≥ 1
2

(∏i−1
j=2 d

(i
j)

j

)
(m/N)i, by Fact 2.3.6.

Thus for each subgraph Q of J̃ (i−1)[VA] such that |Ki(Q)| >
√
ε
∣∣∣Ki(J̃ (i−1)[VA])

∣∣∣, a Chernoff

bound implies that

P
[
d(J̃ (i)[VA] | Q) ̸= di ±

√
ε
∣∣∣Bi−1

]
=P

[∣∣∣∣∣∣J̃ (i)[VA] ∩Ki(Q)
∣∣∣− di |Ki(Q)|

∣∣∣ > √ε
di

di |Ki(Q)|
∣∣∣∣∣Bi−1

]

≤2 exp
−1

3

(√
ε

di

)2

di |Ki(Q)|
 ≤ 2 exp

(
−1

3
ε3/2

di

∣∣∣Ki(J̃ (i−1)[VA]
∣∣∣)

≤2 exp
−1

6
ε3/2

di

i−1∏
j=2

d
(i

j)
j

(m
N

)i
 ≤ e−Ω(mi).

Since there are at most 2(im)i−1 choices for Q, the claim follows by a union bound. ■

Note that if J̃ is not (d,
√
ε,
√
ε, 1)-regular, then there exists some i ∈ [k − 1] and
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A ∈
(

[t]×[N ]
i

)
such that Bi,A holds. Further by choosing i minimal we can ensure that Bi−1

holds. Thus, by a union bound and Claim 2.3.9, we have

P
[
J̃ is not (d,

√
ε,
√
ε, 1)-regular

]
≤

k−1∑
i=1

∑
A∈([t]×[N ]

i )
P
[
Bi,A ∩Bi−1

]

≤
k−1∑
i=1

∑
A∈([t]×[N ]

i )
P
[
Bi,A | Bi−1

]
= o(1).

The following lemma is a strengthening of Lemma 2.3.5. We believe the constant β

and the corresponding condition could be removed if one were to go through the proof of

Lemma 2.3.5 to prove a stronger result.

Lemma 2.3.10. Let 1/n ≪ 1/r, ε ≪ εk, dk−1, . . . , d2 and εk ≪ ε′ ≪ ψ, dk, β, 1/k ≤ 1/3

and 1/n ≪ 1/t such that t divides n and 1/di ∈ N for all 2 ≤ i ≤ k − 1. Let G be a

k-graph on n vertices and J be a (·, ·, ε, εk, r)-regular slice for G. Further, let J have t

clusters V1, . . . , Vt all of size n/t and density vector d = (dk−1, . . . , d2). Suppose that the

reduced graph RJ
dk

(G) contains a tightly connected fractional matching φ with weight µ.

Assume that all edges with non-zero weight have weight at least β. For each i ∈ [t], let

Wi ⊆ Vi be such that |Wi| ≥ ((1− 3ε′)φ(Vi) + ε′)n/t. Then G
[⋃

i∈[t] Wi

]
contains a tight

cycle of length ℓ for each ℓ ≤ (1− ψ)kµn/t that is divisible by k.

We first explain the main ideas of the proof. We would like to find a regular slice for

G′ = G[⋃i∈[t] Wi] to then apply Lemma 2.3.5. The issue is that not all vertex classes in G′

have the same size. To get around this we take a refinement of the original partition and

use Proposition 2.3.8 to find a new regular slice with that ground partition. The reduced

graph for this new regular slice will be a blow up of the original reduced graph. We can

find a corresponding tightly connected matching in this new reduced graph. Then we

simply apply Lemma 2.3.5.

Proof of Lemma 2.3.10. Let m = n/t and m̃ = ⌊ε′m/2⌋. For each i ∈ [t], let Ṽi ⊆ Vi
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such that m̃ |
∣∣∣Ṽi

∣∣∣ and
∣∣∣Vi \ Ṽi

∣∣∣ ≤ ε′m/2. By Lemma 2.3.7, J [Ṽ1, . . . , Ṽt] is (·, ·,
√
ε)-

equitable with density vector (dk−1, . . . , d2). Let N = ⌊m/m̃⌋ and, for each i ∈ [t], let

Ni = ⌊((1 − 3ε′)φ(Vi) + ε′)N⌋ ≤ ⌊|Wi| /m̃⌋. For each i ∈ [t], let Vi,1, . . . , Vi,N be an

equipartition of Ṽi such that Vi,1, . . . , Vi,Ni
⊆ Wi. Let W̃ = {Vi,j : i ∈ [t], j ∈ [Ni]} and

t̃ =
∣∣∣W̃ ∣∣∣. By Proposition 2.3.8, there exists a (·, ·, ε1/4)-equitable (k − 1)-complex J ∗

with density vector (dk−1, . . . , d2) and ground partition {Vi,j : i ∈ [t], j ∈ [N ]} such that

J [Ṽ1, . . . , Ṽt] = J ∗[Ṽ1, . . . , Ṽt]. Let J̃ = J ∗
W̃

, that is J̃ is the (k − 1)-complex contained

in J ∗ induced by the vertex classes in W̃ .

Let G̃ be the subgraph of G[⋃ W̃ ] obtained by removing all edges contained in k-tuples

of density less than dk and in irregular k-tuples. We show that J̃ is a regular slice for

G̃. Let X be a set of k clusters of J̃ . If the k clusters in X are all contained in distinct

clusters of J that form a regular k-tuple of density at least dk, then let Y denote the

k-set of these clusters. Note that (G∪J )[Y ] is ((d, dk−1, . . . , d2), εk, ε, r)-regular, for some

d ≥ dk−εk, and thus, by Lemma 2.3.7, (G̃∪J̃ )[X] is ((d, dk−1, . . . , d2),√εk,
√
ε, r)-regular.

Hence G̃ is (d,√εk, r)-regular with respect to (J̃X<)(k−1). Note that, for all other k-sets of

clusters X, the k-partite subgraph of G̃ induced by the clusters in X is empty. For these

k-sets of clusters, G̃ is (0,√εk, r)-regular with respect to the polyad (J̃X<)(k−1). Thus J̃

is a (·, ·,√εk, ε
1/4, r)-regular slice for G̃.

Note that R̃ = RJ̃
dk−2√

εk
(G̃) is a blow-up of RJ

dk
(G). Consider the tightly connected

fractional matching φ on RJ
dk

(G) with weight µ. We construct a tightly connected

matching on R̃ as follows. For each e ∈ RJ
dk

(G), we will pick a matching Me in R̃ of size

φ̃(e) = ⌊(1− 3ε′)φ(e)N⌋. Note that, for each i ∈ [t],

∑
e∋Vi

φ̃(e) ≤ ⌊((1− 3ε′)φ(Vi) + ε′)N⌋ = Ni. (2.3.1)

For each vertex Vi in RJ
dk

(G) and each edge e ∈ RJ
dk

(G) that contains Vi, we choose

disjoint sets Ii,e ⊆ [Ni] such that |Ii,e| = φ̃(e). This is possible by (2.3.1). Recall that R̃

is a blow-up of RJ
dk

(G). For each edge e = {Vi1 , Vi2 , . . . , Vik
} ∈ RJ

dk
(G), the subgraph R̃e
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of R̃ induced by the set of edges {{Vi1,j1 , . . . , Vik,jk
} : j1 ∈ Ii1,e, . . . , jk ∈ Iik,e} is a balanced

complete k-partite k-graph. Pick a perfect matching Me in R̃e. Let M = ⋃
e∈RJ

dk
(G) Me.

Note that M is a matching of size

∑
e∈RJ

dk
(G)

φ̃(e) =
∑

e∈RJ
dk

(G)

⌊(1− 3ε′)φ(e)N⌋ ≥
∑

e∈RJ
dk

(G)
φ(e)>0

((1− 3ε′)φ(e)N − 1)

≥ (1− 3ε′)µN − µ/β =
(

1− 3ε′ − 1
Nβ

)
µN

≥ (1− 3ε′ − ε′/β)µN ≥ (1−
√
ε′)µN ≥ (1− 2

√
ε′)µm

m̃
.

In the second inequality above we used the fact that since φ is a fractional matching with

weight µ and all edges have weight at least β, there are at most µ/β edges of positive

weight. Since R̃ is a blow-up of RJ
dk

(G), M is tightly connected. We conclude by applying

Lemma 2.3.5 with k, r, n, t̃, ψ2, ε1/4,
√
εk, dk − 2√εk, dk−1, . . . , d2, J̃ , G̃, ℓ playing the roles

of k, r, n0, t, ψ, ε, εk, dk, . . . , d2,J , G, ℓ.

For the next result, we need the following definition.

Definition 2.3.11. Let µs
k(β, ε, n) be the largest µ such that every 2-edge-coloured

(1− ε, ε)-dense k-graph on n vertices contains a fractional matching with weight µ such

that all edges with non-zero weight have weight at least β and lie in s monochromatic tight

components. Let µs
k(β) = lim infε→0 lim infn→∞ µs

k(β, ε, n)/n. Similarly, let µ∗
k(β, ε, n)

be the largest µ such that every 2-edge-coloured (1 − ε, ε)-dense k-graph on n vertices

contains a fractional matching with weight µ such that all edges with non-zero weight

have weight at least β and lie in one red and one blue tight component. Let µ∗
k(β) =

lim infε→0 lim infn→∞ µ∗
k(β, ε, n)/n.

The following is the crucial result that reduces finding cycles in the original graph to

finding tightly connected matchings in the reduced graph.

Corollary 2.3.12. Let 1/n ≪ η, β, 1/k, 1/s with k ≥ 3. Let K be a 2-edge-coloured

complete k-graph on n vertices. Then the following hold.
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(i) K contains s vertex-disjoint monochromatic tight cycles covering at least (µs
k(β)−

η)kn vertices.

(ii) K contains two vertex-disjoint monochromatic tight cycles of distinct colours covering

at least (µ∗
k(β)− η)kn vertices.

(iii) K contains a monochromatic tight cycle of length ℓ for any ℓ ≤ (µ1
k(β) − η)kn

divisible by k.

Proof. We prove the first statement. The other two statements can be proved similarly

(where for the third statement we additionally make use of the fact that Lemma 2.3.10

also allows us to control the length of the resulting cycle). Without loss of generality

assume that η ≤ 1/3. Let dk = 1/2 and 1/t0 ≪ εk ≪ ε′ ≪ ε≪ η, β, 1/k, 1/s. Note that

µs
k(β, ε, t) ≥ (µs

k(β) − η2)t for all t ≥ t0. We choose functions ε̃(·) and r(·) where ε̃(·)

approaches zero sufficiently quickly and r(·) increases sufficiently quickly such that for any

integer t∗ ≥ t0 and d2, . . . , dk−1 ≥ 1/t∗ we may apply Lemma 2.3.10 with ε̃(t∗) and r(t∗)

playing the roles of ε and r, respectively. We apply Lemma 2.3.3 to obtain n0 and t1.

Let ε̃ = ε̃(t1) and r = r(t1). Let n1 ≥ n0 be large enough such that for all n ≥ n1 and

d2, . . . , dk−1 ≥ 1/t1 we may apply Lemma 2.3.10. Let n2 = n1 + t1!. We show that the

theorem holds for all n ≥ n2. Let K be a 2-edge-coloured complete k-graph on n vertices.

Let ñ ≤ n be the largest integer such that t1! divides ñ. Let K̃ be a complete subgraph

of K on ñ vertices. Note that ñ ≥ n1. By Lemma 2.3.3, there exists a (t0, t1, ε̃, εk, r)-

regular slice J for both K̃red and K̃blue. Let t be the number of clusters of J and let

(dk−1, . . . , d2) be the density vector of J . Let H̃ = RJ
dk

(K̃red) ∪ RJ
dk

(K̃blue) be a 2-edge-

coloured k-graph such that RJ
dk

(K̃red) \ RJ
dk

(K̃blue) ⊆ H̃red and RJ
dk

(K̃blue) \ RJ
dk

(K̃red) ⊆

H̃blue. By Lemma 2.3.4, we have
∣∣∣H̃∣∣∣ ≥ (1 − 2εk)

(
t
k

)
. By Proposition 2.1.2, there

exists a (1 − (2εk)1/(4k2+1), (2εk)1/(4k2+1))-dense subgraph H ⊆ H̃ with V (H) = V (H̃).

Since εk ≪ ε, H is (1 − ε, ε)-dense. Let φ be a fractional matching in H of weight

µ = µs
k(β, ε, t) ≥ (µs

k(β)− 2η2)t such that all edges with non-zero weight have weight at

least β and lie in s monochromatic tight components K1, . . . , Ks of H. For each j ∈ [s],
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we define a fractional matching φj in H by setting φj(e) = φ(e) if e ∈ Ki and φ(e) = 0

otherwise. For each j ∈ [s], let µj be the weight of φj. It follows that ∑j∈[s] µj = µ.

Let V1, . . . , Vt be the clusters of J . For each i ∈ [t] and j ∈ [s], we define

wi,j = max{
∑
e∈H
Vi∈e

φj(e)− sε′, ε′}.

For each i ∈ [t], let Vi,1, . . . , Vi,s be disjoint subsets of Vi such that |Vi,j| = ⌈wi,jn/t⌉. By

Lemma 2.3.10, there exist tight cycles C1, . . . , Cs in K such that, for all j ∈ [s], |Cj| =

(1− η2)µjkñ/t, Cj ⊆ K
[⋃

i∈[t] Vi,j

]
and Cj has the same colour as Kj. Hence C1, . . . , Cs

are vertex-disjoint and together cover

(1− η2)µkñ/t ≥ (1− η2)(µs
k(β)− η2)kñ ≥ (µs

k(β)− η)kn

vertices of K.

2.4 Blueprints

Let H be a 2-edge-coloured k-graph. We define what we call a blueprint for H which is an

auxiliary graph that can be used as a guide when finding connected matchings in H. A

form of the notion of blueprint for k = 3 already appeared in [67].

Definition 2.4.1. Let ε > 0, k ≥ 3 and let H be a 2-edge-coloured k-graph on n vertices.

We say that a 2-edge-coloured (k− 2)-graph G with V (G) ⊆ V (H) is an ε-blueprint for H,

if

(BP1) for every edge e ∈ G, there exists a monochromatic tight component H(e) in H

such that H(e) has the same colour as e and d∂H(e)(e) ≥ (1− ε)n and

(BP2) for e, e′ ∈ G of the same colour with |e ∩ e′| = k − 3, we have H(e) = H(e′).

We say that e induces H(e) and write R(e) or B(e) instead of H(e) if e is red or blue,

respectively. We simply say that G is a blueprint, when H is clear from context and there
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exists ε > 0 such that G is an ε-blueprint for H. For S ∈
(

V (H)
k−3

)
, all the red (blue) edges

of a blueprint containing S induce the same red (blue) tight component, so we call that

component the red (blue) tight component induced by S. Note that any subgraph of a

blueprint is also a blueprint.

Example 2.4.2. Let k ≥ 3 and let n be a positive integer. Let A and B be disjoint vertex

sets with |A ∪B| = n. Let K(k)(A,B) be the 2-edge-coloured complete k-graph with vertex

set A∪B where an edge e is red if and only if |e ∩ A| is even (and blue otherwise). Let H

be K(k)(A,B) and let G be K(k−2)(A,B) with colours reversed. If ε ≥ k−2
n

, then G is an

ε-blueprint for H. Indeed, for an edge e ∈ G we can set H(e) = {f ∈ H : |f ∩ A| =

|e ∩ A|+ 1}.

The main aim of this section is to prove the following lemma that establishes the

existence of blueprints for 2-edge-coloured (1− ε, α)-dense graphs.

Lemma 2.4.3. Let 1/n≪ ε ≤ α≪ 1/k ≤ 1/3. Let H be a 2-edge-coloured (1−ε, α)-dense

k-graph on n vertices. Then there exists a 3
√
ε-blueprint G∗ for H with V (G∗) = V (H)

and |G∗| ≥ (1 − α − 24k
√
ε)
(

n
k−2

)
. Moreover, if k ≥ 4 and ε ≪ α, there exists a

(1− α1/(4(k−2)2+1), α1/(4(k−2)2+1))-dense spanning subgraph G of G∗.

We need a few simple preliminary results to prove Lemma 2.4.3. First we show that

any 2-edge-coloured 2-graph with large minimum degree contains a large monochromatic

connected subgraph.

Proposition 2.4.4. Let 0 < β ≤ 1/6 and let F be a 2-edge-coloured 2-graph with

|V (F )| ≤ n and δ(F ) ≥ (1 − β)n. Then there exists a subgraph F ′ of F of order at

least (1− β)n that contains a spanning monochromatic component and δ(F ′) ≥ (1− 2β)n.

Proof. Let F ′ be a subgraph of F of maximum order that contains a spanning monochro-

matic component. Assume without loss of generality that F ′ contains a spanning red

component. Let S = V (F ′) and S = V (F ) \ V (F ′). Since δ(F ) ≥ (1− β)n, we have that

|S| ≥ (1− β)n/2. Suppose, for a contradiction, that |S| < (1− β)n. Note that all edges
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between S and S are blue. If δ(F )− |S|+ 1 >
∣∣∣S∣∣∣ /2, then each pair of vertices in S has

a common neighbour in S and so there is a blue component strictly containing S which

contradicts the maximality of F ′. Therefore

δ(F )− |S|+ 1 ≤
∣∣∣S∣∣∣ /2 = (|V (F )| − |S|)/2 ≤ (n− |S|)/2.

Hence

|S| ≥ 2δ(F )− n+ 2 ≥ 2(1− β)n− n+ 2 = (1− 2β)n+ 2.

But now every pair of vertices in S has a common neighbour in S, since
∣∣∣S∣∣∣ ≤ |V (F )|−|S| ≤

2βn and so

δ(F )−
∣∣∣S∣∣∣+ 1 ≥ (1− β)n− 2βn+ 1 = (1− 3β)n+ 1 > n/2.

Thus S ∪NF (S) is spanned by a blue component. But since

∣∣∣S ∪NF (S)
∣∣∣ ≥ δ(F ) ≥ (1− β)n,

we have a contradiction. It is easy to see that δ(F ′) ≥ (1− 2β)n.

Proposition 2.4.5. Let 1/n ≪ γ ≤ 1/9. Let F be a 2-graph with |V (F )| ≤ n and

|E(F )| ≥ (1 − γ)
(

n
2

)
. Then there exists a subgraph of F with minimum degree at least

(1− 3√γ)n.

Proof. Let W = {v ∈ V (F ) : d(v) < (1− 2√γ)n}. We have that

(1− 2γ)n2 ≤ 2 |E(F )| =
∑

v∈V (F )
d(v) ≤ n2 − 2√γn |W | .

This implies that |W | ≤ √γn. Let F ∗ = F−W . It follows that δ(F ∗) ≥ (1−2√γ)n−|W | ≥

(1− 3√γ)n.

Corollary 2.4.6. Let 1/n ≪ ε ≤ 1/324. Let F be a 2-edge-coloured 2-graph with
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|V (F )| ≤ n and |E(F )| ≥ (1−ε)
(

n
2

)
. Then there exists a subgraph F ′ of F of order at least

(1− 3
√
ε)n that contains a spanning monochromatic component and δ(F ′) ≥ (1− 6

√
ε)n.

Proof. By Proposition 2.4.5, there exists a subgraph F ∗ of F with δ(F ∗) ≥ (1− 3
√
ε)n.

We conclude by applying Proposition 2.4.4 with F = F ∗ and β = 3
√
ε.

2.4.1 Proof of Lemma 2.4.3

Now we show that for any (1 − ε, α)-dense 2-edge-coloured graph we can find a dense

blueprint.

Proof of Lemma 2.4.3. Let F = ∂2H. Since H is (1− ε, α)-dense,

E(F ) =
{
e ∈

(
V (H)
k − 2

)
: dH(e) > 0

}
=
{
e ∈

(
V (H)
k − 2

)
: dH(e) ≥ (1− ε)

(
n

2

)}

and

|E(F )| ≥ (1− α)
(

n

k − 2

)
. (2.4.1)

We now colour each edge e of F as follows. Note that the link graph He is a 2-graph. We

induce a 2-edge-colouring on He by colouring the 2-edge f ∈ He with the colour of the

k-edge e ∪ f ∈ H. By Corollary 2.4.6, there exists a monochromatic component in He of

order at least (1− 3
√
ε)n. Let Ke be such a component chosen arbitrarily. We colour the

edge e according to the colour of Ke. If e is red in F , then we define R(e) ⊆ H to be the

red tight component containing all the edges e ∪ f where f ∈ Ke. If e is blue in F , then

we define B(e) analogously.

In the next claim we show that, for each S ∈
(

V (H)
k−3

)
, almost all edges in F of the same

colour containing S induce the same monochromatic tight component in H.

Claim 2.4.7. For each S ∈
(

V (H)
k−3

)
, there exist Γred(S) ⊆ N red

F (S) and Γblue(S) ⊆ Nblue
F (S)

with
∣∣∣Γred(S)

∣∣∣ ≥ ∣∣∣N red
F (S)

∣∣∣ − 6
√
εn and

∣∣∣Γblue(S)
∣∣∣ ≥ ∣∣∣Nblue

F (S)
∣∣∣ − 6

√
εn such that, for all

y1, y2 ∈ Γred(S), R(S∪y1) = R(S∪y2) and, for all y′
1, y

′
2 ∈ Γblue(S), B(S∪y′

1) = B(S∪y′
2).
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Proof of Claim. We only prove the statement for N red
F (S) as the proof of the statement

for Nblue
F (S) is analogous. Assume

∣∣∣N red
F (S)

∣∣∣ > 6
√
εn (or else we simply set Γred(S) = ∅).

Let D be the directed graph with vertex set N red
F (S) and edge set

E(D) = {y1y2 : y1 ∈ V (KS∪y2)} .

Note that, for y1y2 ∈ E(D), there exists an edge in R(S ∪ y2) containing S ∪ y1y2. So

if y1y2 is a double edge (that is, y1y2, y2y1 ∈ E(D)), then R(S ∪ y1) = R(S ∪ y2). For

y ∈ N red
F (S),

d−
D(y) ≥

∣∣∣N red
F (S) ∩ V (KS∪y)

∣∣∣ ≥ ∣∣∣N red
F (S)

∣∣∣− 3
√
εn,

since |V (KS∪y)| ≥ (1− 3
√
ε)n. Hence the number of double edges in D is at least

∣∣∣N red
F (S)

∣∣∣ (∣∣∣N red
F (S)

∣∣∣− 3
√
εn
)
− 1

2
∣∣∣N red

F (S)
∣∣∣2 = 1

2
∣∣∣N red

F (S)
∣∣∣ (∣∣∣N red

F (S)
∣∣∣− 6
√
εn
)
.

Thus there exists a vertex y0 ∈ N red
F (S) that is incident to at least

∣∣∣N red
F (S)

∣∣∣ − 6
√
εn

double edges. Let Γred(S) = {y0}∪{y ∈ N red
F (S) : yy0, y0y ∈ E(D)}. Note that

∣∣∣Γred(S)
∣∣∣ ≥∣∣∣N red

F (S)
∣∣∣− 6
√
εn and R(S ∪ y) = R(S ∪ y0) for all y ∈ Γred(S). ■

Consider the multi-(k − 2)-graph D∗ with

E(D∗) =
{
S ∪ y : S ∈

(
V (H)
k − 3

)
, y ∈ Γred(S) ∪ Γblue(S)

}
.

Note that

|E(D∗)| =
∑

S∈(V (H)
k−3 )

∣∣∣Γred(S) ∪ Γblue(S)
∣∣∣ ≥ ∑

S∈(V (H)
k−3 )

(dF (S)− 12
√
εn)

≥ (k − 2) |F | − 24k
√
ε

(
n

k − 2

)
.

Every edge in D∗ has multiplicity at most k − 2. So at least |F | − 24k
√
ε
(

n
k−2

)
edges

e ∈
(

V (H)
k−2

)
have multiplicity k − 2 in D∗. Let G∗ be the (k − 2)-graph on V (H) such
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that e ∈ G∗ if and only if e has multiplicity k − 2 in D∗. So, by (2.4.1), |G∗| ≥

|F | − 24k
√
ε
(

n
k−2

)
≥ (1− α− 24k

√
ε)
(

n
k−2

)
.

We now show that G∗ is a 3
√
ε-blueprint for H. Consider any e, e′ ∈ Gred

∗ with

|e ∩ e′| = k − 3. Let S = e ∩ e′, y = e′ \ S and y′ = e \ S. Since e, e′ ∈ Gred
∗ , we have

y, y′ ∈ Γred(S) and so R(e) = R(S ∪ y) = R(S ∪ y′) = R(e′). Further, for e ∈ Gred
∗ , we

have d∂R(e)(e) ≥ |V (Ke)| ≥ (1− 3
√
ε)n. Analogous statements hold for edges of Gblue

∗ .

If k ≥ 4 and ε ≪ α, then |G∗| ≥ (1 − 4α)
(

n
k−2

)
and thus by Proposition 2.1.2 there

exists a subgraph G ⊆ G∗ such that G is (1 − α1/(4(k−2)2+1), α1/(4(k−2)2+1))-dense and

V (G) = V (G∗) = V (H).

2.4.2 Some lemmas about blueprints

Let H be a k-graph and G be a blueprint for H. We write H(G) for ⋃e∈G H(e). We

write G+ for the subgraph of H(G) with edge set

E(G+) = {e ∈ H(G) : f ⊆ e for some f ∈ G},

that is, the subgraph of H(G) obtained by deleting all edges that do not contain an edge

of G. Note that this also defines (G′)+ for any subgraph G′ of G as a subgraph of a

blueprint for H is also a blueprint for H. Moreover, note that G+ is a subgraph of H,

not of G. For a red tight component R∗ and a blue tight component B∗ in H, we denote

by Rk−2
∗ and Bk−2

∗ the sets of edges of G that induce R∗ and B∗, respectively.

We prove some lemmas that we will use several times later on. Roughly speaking, the

following lemma states that if S is a set of k − 4 vertices of H contained in many edges

of both Rk−2
∗ and Bk−2

∗ , then S is contained in an edge of R∗ or B∗.

Lemma 2.4.8. Let 1/n≪ ε≪ α≪ 1. Let H be a 2-edge-coloured (1−ε, α)-dense k-graph

on n vertices and G a 3
√
ε-blueprint for H. Let R∗ and B∗ be a red and a blue tight

48



component of H, respectively. Let U ⊆ V (G) and S ∈
(

U
k−4

)
such that

dRk−2
∗

(S, U), dBk−2
∗

(S, U) ≥ ε1/4n2.

Then there exist x, x′, y, y′ ∈ U such that S ∪ xx′ ∈ Rk−2
∗ , S ∪ yy′ ∈ Bk−2

∗ , S ∪ xx′y ∈ ∂R∗,

S ∪ yy′x ∈ ∂B∗ and S ∪ xx′yy′ ∈ H. In particular, (Rk−2
∗ )+[U ] ∪ (Bk−2

∗ )+[U ] ̸= ∅.

Proof. Let XR∗ = {x ∈ U : dRk−2
∗

(S∪x, U) ≥ ε1/2n} and XB∗ = {x ∈ U : dBk−2
∗

(S∪x, U) ≥

ε1/2n}. Note that

ε1/4n2 ≤ dRk−2
∗

(S, U) = 1
2
∑
x∈U

dRk−2
∗

(S ∪ x, U) ≤ n |XR∗|+ ε1/2n2.

Thus |XR∗| ≥ (ε1/4 − ε1/2)n ≥ 1
2ε

1/4n. Similarly, |XB∗ | ≥ 1
2ε

1/4n.

For each x ∈ XR∗ , let

Yx = {y ∈ XB∗ : S ∪ yy′ ∈ Bk−2
∗ and S ∪ xyy′ ∈ ∂B∗ for some y′ ∈ U}

=
⋃

y′∈U

NBk−2
∗

(S ∪ y′) ∩N∂B∗(S ∪ xy′).

For each y ∈ XB∗ , there exists y′ ∈ U with S∪yy′ ∈ Bk−2
∗ . By (BP1), d∂B∗(S∪yy′, XR∗) ≥

|XR∗ | − 3
√
εn. Hence each y ∈ XB∗ is contained in at least |XR∗| − 3

√
εn of the sets Yx.

By averaging, there exists an x ∈ XR∗ such that

|Yx| ≥
(|XR∗| − 3

√
εn) |XB∗|

2 |XR∗|
≥ 1

4 |XB∗| ≥
1
8ε

1/4n.

Fix such an x ∈ XR∗ . For each y ∈ Yx, choose a vertex y′ ∈ U such that S ∪ yy′ ∈ Bk−2
∗

and S ∪ xyy′ ∈ ∂B∗. Let X = NRk−2
∗

(S ∪ x, U), so |X| ≥ ε1/2n, since x ∈ XR∗ . For each

y ∈ Yx, since H is (1− ε, α)-dense, there are at least |X| − εn vertices x′ ∈ X such that

S ∪ xx′yy′ ∈ H. Thus, by averaging, there exists a vertex x′ ∈ X and a set Ỹx ⊆ Yx with

∣∣∣Ỹx

∣∣∣ ≥ (|X| − εn) |Yx|
2 |X| ≥ 1

4 |Yx| ≥
1
32ε

1/4n

49



such that S ∪ xx′yy′ ∈ H for all y ∈ Ỹx. Fix such an x′ ∈ X. Since S ∪ xx′ ∈ Rk−2
∗ , we

have that

∣∣∣N∂R∗(S ∪ xx′) ∩ Ỹx

∣∣∣ ≥ ∣∣∣Ỹx

∣∣∣− 3
√
εn ≥

( 1
32ε

1/4 − 3
√
ε
)
n > 0.

Choose y ∈ N∂R∗(S ∪ xx′)∩ Ỹx. We have S ∪ xx′ ∈ Rk−2
∗ , S ∪ yy′ ∈ Bk−2

∗ , S ∪ xx′y ∈ ∂R∗,

S ∪ xyy′ ∈ ∂B∗ and S ∪ xx′yy′ ∈ H as required.

The following lemma shows that if we have a vertex set T ∈
(

V (G)
k−3

)
such that dred

G (T )

and dblue
G (T ) are both large, then T is contained a lot of sets in ∂R ∩ ∂B, where R and B

are the red and blue tight components induced by the red and blue edges incident to T ,

respectively.

Lemma 2.4.9. Let 1/n≪ ε≪ 1, k ≥ 3 and δ > 5
√
ε. Let H be a 2-edge-coloured k-graph

on n vertices and G a 3
√
ε-blueprint for H. Let T ∈

(
V (H)
k−3

)
. Let Sblue ⊆ Nblue

G (T ) and

Sred ⊆ N red
G (T ) be such that |Sblue|, |Sred| ≥ δn. Then there exists a vertex y ∈ Sblue such

that, for

Γred
y = {x ∈ Sred : T ∪ xy ∈ ∂R(T ∪ x) ∩ ∂B(T ∪ y)},

we have
∣∣∣Γred

y

∣∣∣ ≥ (δ − 6
√
ε)n. Moreover, if δ ≥ ε1/9, then

∣∣∣Γred
y

∣∣∣ ≥ (1 − ε1/4)
∣∣∣Sred

∣∣∣. The

same statements hold when the colours are reversed.

Proof. Let mblue = |Sblue| and mred = |Sred|. If δ < ε1/9, then we may assume that

mblue = mred = ⌈δn⌉ by deleting vertices in Sblue and Sred if necessary. Let D be the

bipartite directed graph with vertex classes Sblue and Sred such that, for each y ∈ Sblue and

x ∈ Sred, we have N+
D (y) = N∂B(T ∪ y) ∩ Sred and N+

D (x) = N∂R(T ∪ x) ∩ Sblue. Since G

is a 3
√
ε-blueprint for H, we have that

|E(D)| ≥ mblue(mred − 3
√
εn) +mred(mblue − 3

√
εn)

= 2mbluemred − 3
√
εn(mblue +mred).
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Thus the number of double edges in D is at least mbluemred − 3
√
εn(mblue + mred). For

each y ∈ Sblue, let Γy = {x ∈ Sred : xy, yx ∈ D}. Hence there is some vertex y ∈ Sblue

such that

|Γy| ≥ mred − 3
√
εn
(
mblue +mred

mblue

)
≥


(δ − 6

√
ε)n, if δ < ε1/9;

mred(1− ε1/4), otherwise.

Note that if xy, yx ∈ D with x ∈ Sred and y ∈ Sblue, then T ∪xy ∈ ∂R(T ∪x)∩∂B(T ∪ y).

Hence Γy ⊆ Γred
y and thus the lemma follows.

Roughly speaking, in the next lemma we consider the following situation. Let R

be a red tight complement in H, G be a blueprint for H and RG ⊆ Gred be such that

H(RG) ⊆ R. We pick a maximal matching in R+
G and let U be the remaining vertices

of H not in this matching, so R+
G[U ] is empty. Then the lemma implies that the number

of monochromatic tight components in U is less than what we would expect. In particular,

if k = 4, then the edges in G[U ] induce only two monochromatic tight components in H.

Lemma 2.4.10. Let k ≥ 4 and 1/n ≪ ε ≪ α, δ ≪ η ≪ 1. Let H be a (1− ε, α)-dense

k-graph and G a 3
√
ε-blueprint for H. Let R be a red tight component in H. Let RG ⊆ Gred

be such that H(RG) ⊆ R. Let U ⊆ V (H) be such that |U | ≥ ηn/2 and R+
G[U ] = ∅. Let

S ∈
(

U
k−4

)
be such that the link graph GS of G satisfies Gred

S [U ] ⊆ (RG)S and δ(GS[U ]) ≥

|U | − δn. Then there exists a subgraph JS of GS[U ] such that |JS| ≥ |GS[U ]| − 7δ1/4n2

and H(S ∪ e) = H(S ∪ e′) for all e, e′ ∈ JS of the same colour. In particular, if k = 4,

then the edges in J induce only one red and one blue tight component in H. The same

statement holds when the colours are reversed.

Proof. Set J red
S = Gred

S [U ]. Note that for e, e′ ∈ J red
S , we have e, e′ ∈ (RG)S and thus

H(S ∪ e) = H(S ∪ e′) = R since H(RG) ⊆ R. Therefore to prove the lemma, it suffices to

prove that there exists Jblue
S ⊆ Gblue

S [U ] such that
∣∣∣J red

S

∣∣∣+ ∣∣∣Jblue
S

∣∣∣ ≥ |GS[U ]| − 7δ1/4n2 and

H(S ∪ e) = H(S ∪ e′) for all e, e′ ∈ Jblue
S .
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For simplicity we assume k = 4 and S = ∅. It is easy to see that an analogous argument

works in the general case. Thus for the rest of the proof, we omit the subscript S.

Let K = G[U ]. If
∣∣∣Kblue

∣∣∣ < 2δ1/2n2, then we are done by setting Jblue = ∅ as

∣∣∣J red
∣∣∣ =

∣∣∣Kred
∣∣∣ = |K| −

∣∣∣Kblue
∣∣∣ ≥ |K| − 2δ1/2n2 ≥ |K| − 7δ1/4n2.

Now assume
∣∣∣Kblue

∣∣∣ ≥ 2δ1/2n2. Let X = {x ∈ V (K) : dblue
K (x) ≥ δn}. We have that

2δ1/2n2 ≤
∣∣∣Kblue

∣∣∣ ≤ ∑
x∈U

dblue
K (x) ≤ n |X|+ δn2.

Thus |X| ≥ δ1/2n. Let D be the digraph with vertex set X such that, for each x ∈ X,

N+
D (x) = Nblue

K (x,X) ∪ {x′ ∈ N red
K (x,X) : xx′y ∈ ∂R ∩ ∂B(xy) for some y ∈ Nblue

K (x)}.

We now bound δ+(D) as follows. If dred
K (x,X) ≥ δn, then by applying Lemma 2.4.9 (with

x,Nblue
G (x, U), N red

G (x,X), δ playing the roles of T, Sblue, Sred, δ), we deduce that

∣∣∣{x′ ∈ N red
K (x,X) : xx′y ∈ ∂R(xx′) ∩ ∂B(xy) for some y ∈ Nblue

K (x)}
∣∣∣

≥ (1− ε1/4)dred
K (x,X).

Recall that R = R(xx′) for all x′ ∈ N red
K (x,X), |X| ≥ δ1/2n and ε≪ δ. Hence

d+
D(x) ≥ dblue

K (x,X) + (1− ε1/4)dred
K (x,X) ≥ (1− ε1/4)(dblue

K (x,X) + dred
K (x,X))

= (1− ε1/4)dK(x,X) ≥ (1− ε1/4)(|X| − δn) ≥ (1− 2δ1/2) |X| .

On the other hand, if dred
K (x,X) < δn, then

d+
D(x) ≥ dblue

K (x,X) ≥ |X| − δn− dred
K (x,X) ≥ |X| − 2δn ≥ (1− 2δ1/2) |X| .

Therefore, we have δ+(D) ≥ (1 − 2δ1/2) |X| and so |E(D)| ≥ (1 − 2δ1/2) |X|2 ≥ 2(1 −
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2δ1/2)
(

|X|
2

)
. Let F be the graph with vertex set X in which xx′ forms an edge if and only

if it forms a double edge in D. Note that |F | ≥ (1 − 4δ1/2)
(

|X|
2

)
. By Proposition 2.4.5,

there exists a subgraph F ∗ of F with δ(F ∗) ≥ (1− 6δ1/4) |X|. Clearly, F ∗ is connected.

Let Jblue = {xx′ ∈ Kblue : x ∈ V (F ∗)}. We have

∣∣∣J red ∪ Jblue
∣∣∣ ≥ |K| − ∑

x′∈U\X

dblue
K (x′)− |X \ V (F ∗)|n

≥ |K| − δn2 − 6δ1/4n2 ≥ |G[U ]| − 7δ1/4n2.

We now show that B(x1z1) = B(x2z2) for all x1z1, x2z2 ∈ Jblue. Since F ∗ is connected

and dJblue(x) > 0 for all x ∈ V (F ∗), it suffices to consider the case when x1x2 ∈ F ∗. If

x1x2 ∈ Kblue, then x1z1, x1x2, x2z2 ∈ Gblue and so B(x1z1) = B(x1x2) = B(x2z2), since G is

a blueprint. Now assume that x1x2 ∈ Kred. Since x1x2 ∈ F ∗ ⊆ F , there are y1 ∈ Nblue
K (x1)

and y2 ∈ Nblue
K (x2) such that x1x2y1 ∈ ∂R ∩ ∂B(x1y1) and x1x2y2 ∈ ∂R ∩ ∂B(x2y2).

Let u ∈ NH(x1x2y1) ∩ NH(x1x2y2) ∩ U . Since R+
G[U ] = ∅, we have x1x2y1u, x1x2y2u ∈

Hblue. Hence, B(x1y1) = B(x2y2). Moreover, since x1y1, x1z1, x2y2, x2z2 ∈ Gblue, we have

B(x1z1) = B(x1y1) = B(x2y2) = B(x2z2) as required.

2.5 Monochromatic connected matchings in K(4)
n

In this section, we prove that every almost complete red-blue edge-coloured 4-graph H

contains a red and a blue tightly connected matching that are vertex-disjoint and together

cover almost all vertices of H.

Lemma 2.5.1. Let 1/n≪ ε≪ α≪ η < 1. Let H be a 2-edge-coloured (1− ε, α)-dense 4-

graph on n vertices. Then H contains two vertex-disjoint monochromatic tightly connected

matchings of distinct colours such that their union covers all but at most 3ηn of the vertices

of H.

Note that this implies µ∗
4(1, ε, n) ≥ (1 − 3η)n/4 for 1/n ≪ ε ≪ η < 1. Hence

µ∗
4(1) ≥ 1/4. Therefore, together with Corollary 2.3.12, Lemma 2.5.1 implies Theorem 1.1.2.
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To prove Lemma 2.5.1 we first need the following lemma which chooses the initial tight

components in H in which we find our tightly connected matchings.

Lemma 2.5.2. Let 1/n≪ ε≪ α≪ η < 1. Let H be a 2-edge-coloured (1− ε, α)-dense

4-graph on n vertices. Suppose that H does not contain two vertex-disjoint monochromatic

tightly connected matchings of distinct colours such that their union covers all but at

most 3ηn of the vertices of H. Then, there exists a red tight component R in H, a blue

tight component B in H, a 3
√
ε-blueprint G for H and a matching M0 in R ∪B such that

the following hold, where W0 = V (G) \ V (M0).

(i) δ(G) ≥ (1− α1/30)n.

(ii) R(e) = R and B(e′) = B for all edges e ∈ Gred[V (M red
0 ) ∪ W0] and all edges

e′ ∈ Gblue[V (Mblue
0 ) ∪W0].

(iii) M0 ⊆ (Gred)+ ∪ (Gblue)+.

(iv) (Gred)+[W0] ∪ (Gblue)+[W0] is empty.

Proof. By Lemma 2.4.3, there exists a 3
√
ε-blueprint G0 for H with V (G0) = V (H) and

|G0| ≥ (1− α− 96
√
ε)
(

n
2

)
≥ (1− 4α)

(
n
2

)
. By Corollary 2.4.6, there exists a subgraph G1

of G0 of order at least (1− 6
√
α)n that contains a spanning monochromatic component

and δ(G1) ≥ (1− 12
√
α)n. Note that that G1 is also a 3

√
ε-blueprint for H.

We assume without loss of generality that G1 contains a spanning red component.

Since G1 is a blueprint, all the red edges in G1 induce the same red tight component R

in H. Let R+ = (Gred
1 )+ ⊆ R. Let M be a matching in R+ of maximum size. Let

U = V (G1) \ V (M).

Thus |U | ≥ ηn (or else |V (M)| ≥ |V (G1)|−|U | ≥ (1−2η)n, a contradiction). Moreover,

R+[U ] = ∅. Since δ(G1) ≥ (1 − 12
√
α)n, we have δ(G1[U ]) ≥ |U | − α1/3n. Hence, by

Lemma 2.4.10 (with 4, U,∅, α1/3 playing the roles of k, U, S, δ), there exists a subgraph J

of G1[U ] such that |J | ≥ |G1[U ]| − 2α1/13n2, such that H(e) = H(e′) for all e, e′ ∈ J of

the same colour. Let G2 = (G1 − Gblue
1 [U ]) ∪ J and B = B(e) for e ∈ Jblue. Note that
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|G2| ≥ (1 − α1/14)
(

n
2

)
. By Proposition 2.4.5, there exists a subgraph G of G2 such that

δ(G) ≥ (1− α1/30)n, so (i) holds.

Let W = V (G) \ V (M). Next, we show that (ii) and (iii) hold but with M,W instead

of M0,W0. Note that Mblue = ∅, so (iii) holds by our construction. Since Gred ⊆ Gred
1

andGred
1 is connected and a blueprint, R(e) = R for all e ∈ Gred. Note thatGblue[V (Mblue)∪

W ] = Gblue − V (M) ⊆ Gblue
2 [U ] = Jblue, so B(e) = B for all e ∈ Gblue[V (Mblue) ∪W ].

Hence (ii) holds. We now add vertex-disjoint edges of (Gred)+[W ]∪ (Gblue)+[W ] to M and

call the resulting matching M0. We deduce that M0 satisfies (ii)–(iv).

We now prove Lemma 2.5.1.

Proof of Lemma 2.5.1. Suppose the contrary that H does not contain two vertex-disjoint

monochromatic tightly connected matchings of distinct colours such that their union

covers all but at most 3ηn of the vertices of H. We call this the initial assumption. Apply

Lemma 2.5.2 and obtain a red tight component R, a blue tight component B in H, a

3
√
ε-blueprint G for H and a matching M0 in R ∪B satisfying Lemma 2.5.2(i)–(iv).

We now fix G, R and B. We use the following notation for the rest of the proof. For a

matching M in R ∪B, we set

W = W (M) = V (G) \ V (M),

Wred = Wred(M) = {w ∈ W : dblue
G[W ](w) ≤ 8

√
εn},

Wblue = Wblue(M) = {w ∈ W : dred
G[W ](w) ≤ 8

√
εn}.

Note that |W | ≥ ηn by the initial assumption. Without loss of generality, |Wblue(M0)| ≤

|Wred(M0)|.

We define M be the set of matchings M in R ∪B such that

(i′) R(e) = R and B(e′) = B for all edges e ∈ Gred[W ] and e′ ∈ Gblue[V (Mblue) ∪W ],

(ii′) Mblue ⊆ (Gblue)+, and

(iii′) (Gred)+[W ] ∪ (Gblue)+[W ] is empty.
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Note that (i′) and (ii′) are weaker statements of those in Lemma 2.5.2(ii) and (iii), so

M0 ∈M. Let M′ be the set of M ∈M also satisfying

(iv′) |Wblue| ≤ |Wred|.

Observe that M0 ∈M′, so M′ is nonempty.

Let γ = 10α1/30. We now show that, for all M ∈M, Wred and Wblue partition W , and

moreover one of them is small.

Claim 2.5.3. Let M ∈M. The following holds.

(a) For all w ∈ W , either dred
G[W ](w) ≤ 7

√
εn or dblue

G[W ](w) ≤ 7
√
εn.

(b) Wred and Wblue partition W .

(c) Either |Wblue| ≤ γn or |Wred| ≤ γn.

In particular, if M ∈M′, then |Wblue| ≤ γn.

Proof of Claim. Suppose that there exists a vertex w ∈ W that satisfies dred
G[W ](w),

dblue
G[W ](w) > 7

√
εn. By Lemma 2.4.9 (with 7

√
ε, w, N red

G[W ](w), Nblue
G[W ](w) playing the roles

of δ, T, Sred, Sblue), there exist x ∈ N red
G[W ](w) and y ∈ Nblue

G[W ](w) such that wxy ∈ ∂R ∩ ∂B.

In particular, dH(wxy) ̸= 0 and thus dH(wxy) ≥ (1− ε)n, which implies that there exists

a vertex w′ ∈ W such that ww′xy ∈ H. Note that ww′xy ∈ (Gred)+[W ]∪ (Gblue)+[W ] con-

tradicting (iii′). Hence, min{dred
G[W ](w), dblue

G[W ](w)} ≤ 7
√
εn. Since Lemma 2.5.2(i) implies

that δ(G[W ]) ≥ |W | − α1/30n > 16
√
εn, we deduce that (a) and (b) hold.

Recall that |W | ≥ ηn > 2γn. So one of Wred and Wblue has size greater than γn.

Suppose both are (that is, (c) is false). Since δ(G) ≥ (1− α1/30)n = (1− γ/10)n, we have

that there are at least

|Wblue|
(
|Wred| − γn/10− 8

√
εn
)
≥ |Wblue| (|Wred| − γn/5) > 3 |Wred| |Wblue| /4

blue edges between Wblue and Wred and similarly there are at least 3 |Wred| |Wblue| /4 red

edges between Wblue and Wred. Thus e(Wred,Wblue) > |Wred| |Wblue|, a contradiction. ■
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Let M∗ ∈ M′ be such that (|M∗| ,
∣∣∣M red

∗

∣∣∣) is lexicographically maximum. We write

W ∗,W ∗
red,W

∗
blue for W (M∗),Wred(M∗),Wblue(M∗), respectively.

The next claim shows that almost all 4-edges in H[W ∗] are blue and they form a tight

component. Indeed, this follows from the fact that almost all edges in G[W ∗] are red and

thus almost all triples in W ∗ are in ∂R.

Claim 2.5.4. There exists a blue tight component B′ in H such that the number of triples

xyz ∈
(

W ∗
red
3

)
∩ ∂B′ with dB′(xyz,W ∗

red) ≥ |W ∗
red| − εn is at least (1− α1/31)

∣∣∣(W ∗
red
3

)∣∣∣.
Proof of Claim. Let T be the set of triples xyz ∈

(
W ∗

red
3

)
∩ ∂R such that xy ∈ Gred. Note

that, for any x ∈ W ∗
red, y ∈ N red

G (x,W ∗
red) and z ∈ N∂R(xy,W ∗

red), we have xyz ∈ T . Thus

|T | ≥ 1
3! |W

∗
red|

(
|W ∗

red| − α1/30n− 8
√
εn
) (
|W ∗

red| − 3
√
εn
)

≥ |W
∗
red|

3

3!

(
1− 2α1/30n

|W ∗
red|

)
≥
(
1− α1/31

) ∣∣∣∣∣
(
W ∗

red
3

)∣∣∣∣∣ ,
as |W ∗

red| ≥ ηn/2. By (iii′), we have that if xyz ∈ T and w ∈ NH(xyz,W ∗
red), then

wxyz ∈ Hblue. For xyz ∈ T , let B(xyz) be the maximal blue tight component containing

all the edges xyzw, where w ∈ NH(xyz,W ∗
red). We say that xyz generates the blue tight

component B(xyz). It suffices to show that all xyz ∈ T generate the same blue tight

component. First we show that triples that share two vertices generate the same blue

tight component. Note that, for xyz1, xyz2 ∈ T , we have dH(xyz1,W
∗
red), dH(xyz2,W

∗
red) ≥

|W ∗
red| − εn > |W ∗

red| /2 and thus there exists w ∈ NH(xyz1) ∩NH(xyz2) ∩W ∗
red. Since the

edges wxyz1 and wxyz2 are blue, it follows that B(xyz1) = B(xyz2).

Now let x1y1z1, x2y2z2 ∈ T , where x1y1, x2y2 ∈ Gred. Let w1 ∈ N∂R(x1y1)∩N∂R(x2y2)∩

NGred(x1) ∩ NGred(x2) ∩W ∗
red and w2 ∈ N∂R(x1w1) ∩ N∂R(x2w1) ∩W ∗

red. It follows that

x1y1w1, x1w1w2, x2w1w2, x2y2w1 ∈ T . Hence B(x1y1z1) = B(x1y1w1) = B(x1w1w2) =

B(x2w1w2) = B(x2y2w1) = B(x2y2z2). Let B′ be the unique blue tight component

generated by all triples xyz ∈ T . ■

The previous claim and a greedy argument imply that there is a matchingMB′
∗ in B′[W ∗]

57



that covers all but ηn of the vertices in W ∗. Thus we may assume that
∣∣∣Mblue

∗

∣∣∣ ≥ ηn/4,

otherwise
∣∣∣V (M red

∗ ∪MB′
∗ )

∣∣∣ ≥ n− 3ηn, which is a contradiction to the initial assumption.

To complete the proof, we will show that in fact B′ = B, implying M red
∗ and Mblue

∗ ∪MB′
∗

are tightly connected matchings, a contradiction to the initial assumption.

We now pick a special edge e∗ ∈ Mblue
∗ . Its special property that we desire is stated

in Claim 2.5.6.

Claim 2.5.5. There exist an edge e∗ = v∗
1v

∗
2v

∗
3v

∗
4 ∈Mblue

∗ and distinct vertices w1, . . . , w4,

w′
1, . . . , w

′
4 ∈ W ∗

red such that, for each j ∈ [4],

(a) all the red edges of G incident to v∗
j induce R, or

(b) v∗
jwj ∈ Gblue and v∗

jwjw
′
j ∈ ∂R ∩ ∂B.

Proof of Claim. For each edge e ∈Mblue
∗ , let ve

1, v
e
2, v

e
3, v

e
4 be an enumeration of its vertices.

It is easy to see that there exists Mblue
1 ⊆Mblue

∗ with
∣∣∣Mblue

1

∣∣∣ =
∣∣∣Mblue

∗

∣∣∣ /16 such that for

each j ∈ [4] we have that either

(a′) for all e ∈Mblue
1 , there is a red edge in G between ve

j and W ∗
red, or

(b′) for all e ∈Mblue
1 , all edges in G between ve

j and W ∗
red are blue.

Let J1 be the set of j ∈ [4] such that (a′) holds and J2 = [4] \ J1. Since each vertex in W ∗
red

is incident to a red edge of G that induces R and G is a blueprint for H, we have that, for

all e ∈ Mblue
1 and all j ∈ J1, all the red edges incident to ve

j induce R. For every j ∈ J2,

we have that

∣∣∣Gblue[
{
ve

j : e ∈Mblue
1

}
,W ∗

red]
∣∣∣ ≥ ∣∣∣Mblue

1

∣∣∣ (|W ∗
red| − α1/30n

)
≥
(
1− α1/31

) ∣∣∣Mblue
1

∣∣∣ |W ∗
red| .

Thus there exists wj ∈ W ∗
red such that wjv

e
j is blue for at least

∣∣∣Mblue
1

∣∣∣ (1 − α1/32) of

the vertices ve
j , with e ∈ Mblue

1 . It is easy to see that we can choose the wj to be

distinct. Hence there exist distinct vertices w1, w2, w3, w4 ∈ W ∗
red and Mblue

2 ⊆Mblue
1 with∣∣∣Mblue

2

∣∣∣ =
∣∣∣Mblue

1

∣∣∣ /2 ≥ ηn/128 such that for all j ∈ J2 and all e ∈ Mblue
2 we have that

wjv
e
j ∈ Gblue.
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For j ∈ J2, let Vj = {ve
j : e ∈Mblue

2 } and note that dblue
G (wj, Vj) =

∣∣∣Mblue
2

∣∣∣ ≥ ηn/128 and

dred
G (wj,W

∗
red) ≥ ηn/2. For each j ∈ J2, we apply Lemma 2.4.9 with colours reversed and

wj, Vj, W̃
∗
red playing the roles of T, Sblue, Sred where W̃ ∗

red denotes W ∗
red with all previously

chosen vertices removed. Thus, we find distinct w′
j ∈ W ∗

red \ {w1, w2, w3, w4} and Mblue
3 ⊆

Mblue
2 with

∣∣∣Mblue
3

∣∣∣ =
∣∣∣Mblue

2

∣∣∣ /2 such that, for all j ∈ J2 and all e ∈ Mblue
3 , we have that

ve
jwj ∈ Gblue and ve

jwjw
′
j ∈ ∂R ∩ ∂B. We complete the proof by choosing e∗ = v∗

1v
∗
2v

∗
3v

∗
4 ∈

Mblue
3 and a distinct vertex w′

j ∈ W ∗
red for each j ∈ J1. ■

Let W ′ = W ∗
red \ {w1, . . . , w4, w

′
1, . . . , w

′
4}.

Claim 2.5.6. The graph B[e∗ ∪W ′] does not contain two vertex-disjoint edges each of

which contains an edge of Gblue and R[e∗ ∪W ′] is empty. In particular, there do not exist

two vertex-disjoint edges f1 and f2 in (R ∪B)[e∗ ∪W ′] each containing an edge of Gblue.

Proof of Claim. First suppose there exist two vertex-disjoint edges f1, f2 ∈ B[e∗ ∪W ′]

each of which contains an edge of Gblue. By the maximality of |M∗|, both f1 and f2 must

intersect e∗. For simplicity, we only consider the case that e∗ \ (f1 ∪ f2) = {v∗
1} (the other

cases can be proved similarly). By Claim 2.5.5, we have that all red edges of G incident

to v∗
1 induce R or v∗

1w1 ∈ Gblue and v∗
1w1w

′
1 ∈ ∂R ∩ ∂B.

First suppose that v∗
1w1 ∈ Gblue and v∗

1w1w
′
1 ∈ ∂R ∩ ∂B. Let w′′

1 ∈ NH(v∗
1w1w

′
1,W

∗ \

(f1∪f2)) and f3 = v∗
1w1w

′
1w

′′
1 . Let M ′ = (M∗\{e∗})∪{f1, f2, f3}. Note that W (M ′) ⊆ W ∗.

Since |W | ≥ ηn ≥ 3γn and |W ∗
blue| ≤ γn by Claim 2.5.3, we deduce that M ′ satisfies (iv′).

Hence M ′ ∈M′ contradicting the maximality of |M∗|.

Now assume that all the red edges of G incident to v∗
1 induce R. Let M be a matching

in R ∪ B containing (M∗ \ {e∗}) ∪ {f1, f2} satisfying (ii′) and (iii′). We now show that

M ∈M′, which then contradicts the maximality of |M∗|. Recall that v∗
1 ∈ e∗ ∈Mblue

∗ , so

W ⊆ (W ∗ \ (f1 ∪ f2)) ∪ {v∗
1} and V (Mblue) ∪W ⊆ V (Mblue

∗ ) ∪W ∗. (2.5.1)
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Together with our assumption on v∗
1, M satisfies (i′). Hence M ∈M. For all w ∈ W ∩W ∗

red,

dblue
G[W ](w)

(2.5.1)
≤ dblue

G[W ∗](w) + |v∗
1|

Claim 2.5.3(a)
≤ 7

√
εn+ 1 ≤ 8

√
εn.

and a similar inequality holds for all w ∈ W ∩W ∗
blue. This implies that Wblue ⊆ W ∗

blue∪{v∗}.

Since |W | ≥ ηn ≥ 3γn and |W ∗
blue| ≤ γn by Claim 2.5.3, we deduce that M satisfies (iv′).

Hence, M ∈M′ as required, a contradiction.

Therefore, B[e∗∪W ′] does not contain two vertex-disjoint edges each of which contains

an edge of Gblue. If R[e∗ ∪W ′] contains an edge f , then a similar argument holds with f

replacing {f1, f2}. Note that if |M | = |M∗|, then we obtain a contradiction by showing

that
∣∣∣M red

∗

∣∣∣ < ∣∣∣M red
∣∣∣. ■

Since e∗ ∈Mblue
∗ ⊆ (Gblue)+, we may assume without loss of generality that v∗

1v
∗
2 ∈ Gblue.

The following claim shows that one of the vertices v∗
1 and v∗

2 has small blue degree in G

to W ′ (and thus it has large red degree to W ′).

Claim 2.5.7. We have dblue
G (v∗

1,W
′) ≤ 3γn or dblue

G (v∗
2,W

′) ≤ 3γn.

Proof of Claim. Suppose to the contrary that we have dblue
G (v∗

1,W
′), dblue

G (v∗
2,W

′) > 3γn.

By Claim 2.5.6, it suffices to show that we can find two vertex-disjoint edges f1 and f2

in (R ∪ B)[e∗ ∪ W ′] each containing an edge of Gblue. It is easy to see that we can

greedily choose vertices x ∈ Nblue
G (v∗

1,W
′), x′ ∈ N red

G (x,W ′) ∩ N∂B(v∗
1x,W

′) and x′′ ∈

N∂R(xx′,W ′) ∩NH(v∗
1xx

′,W ′). Set f1 = v∗
1xx

′x′′. By our construction, v∗
1xx

′ ∈ ∂B and

xx′x′′ ∈ ∂R implying f1 ∈ (R ∪B)[e∗ ∪W ′]. Similarly there exists an edge f2 = v∗
2yy

′y′′ ∈

(R ∪B)[e∗ ∪W ′] disjoint from f1 with y, y′, y′′ ∈ W ′. ■

Without loss of generality assume dblue
G (v∗

1,W
′) ≤ 3γn and so dred

G (v∗
1,W

′) ≥ |W ′| −

α1/31n. Let w ∈ N∂B(v∗
1v

∗
2)∩N red

G (v∗
1)∩W ′, w′ ∈ N red

G (w)∩N∂R(v∗
1w)∩NH(v∗

1v
∗
2w)∩W ′

and w′′ ∈ NH(v∗
1ww

′,W ′). (We can find these vertices greedily one by one.) By Claim 2.5.4,

we may further assume that ww′w′′ ∈ ∂B′. By construction, we have that v∗
1ww

′ ∈ ∂R

and thus Claim 2.5.6 implies that both v∗
1v

∗
2ww

′ and v∗
1ww

′w′′ are blue. Since v∗
1v

∗
2w ∈ ∂B,

60



we deduce that v∗
1v

∗
2ww

′, v∗
1ww

′w′′ ∈ B and so ww′w′′ ∈ ∂B implying that ∂B ∩ ∂B′ ≠ ∅.

Therefore B = B′ as required.

2.6 Monochromatic connected matchings in K(5)
n

The aim of this section is to prove the following lemma which shows that 2-edge-coloured

dense 5-graphs can be almost partitioned into four monochromatic tightly connected

matchings.

Lemma 2.6.1. Let 1/n≪ ε≪ α≪ η < 1. Let H be a 2-edge-coloured (1− ε, α)-dense 5-

graph on n vertices. Then H contains four vertex-disjoint monochromatic tightly connected

matchings such that their union covers all but at most 3ηn of the vertices of H.

Note that this implies µ4
5(1, ε, n) ≥ (1 − 3η)n/5 for 1/n ≪ ε ≪ η < 1. Hence

µ4
5(1) ≥ 1/5. Together with Corollary 2.3.12, Lemma 2.6.1 implies Theorem 1.1.3.

We use the following notation throughout this section. Let H be a 2-edge-coloured

5-graph and let G be a blueprint for H. Given a red tight component R ⊆ H, we write R3

for the edges of G that induce R. We use analogous notation for blue tight components.

Let H be a 2-edge-coloured dense 5-graph. We first apply Lemma 2.4.3 to H to get a

blueprint G for H. Since G is 2-edge-coloured dense 3-graph, we can apply Lemma 2.4.3

again to G to obtain a blueprint for G, which is a 2-coloured 1-graph. The following

lemma summarises the structural information about H that we obtain in this way.

Lemma 2.6.2. Let 1/n ≪ ε ≪ α ≪ 1. Let H be a 2-edge-coloured (1 − ε, α)-dense

5-graph on n vertices. Then there exists a 3-graph G with V (G) = V (H), two disjoint

subsets V red and V blue of V (H), a red tight component R ⊆ H and a blue tight component

B ⊆ H such that the following properties hold.

(i) G is a (1− α1/37, α1/37)-dense 3
√
ε-blueprint for H.

(ii)
∣∣∣V (H) \ (V red ∪ V blue)

∣∣∣ ≤ α1/75n.
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(iii) d∂R3(v) ≥ (1− α1/75)n for all v ∈ V red.

(iv) d∂B3(v) ≥ (1− α1/75)n for all v ∈ V blue.

Proof. By Lemma 2.4.3, there exists a (1−α1/37, α1/37)-dense 3
√
ε-blueprint G for H with

V (G) = V (H). We apply Lemma 2.4.3 to G and obtain a α1/75-blueprint J for G with

|J | ≥ (1−α1/75)n. Note that, as a blueprint for a 3-graph, J is a 1-graph. Hence each edge

of J contains precisely one vertex. By the definition of a blueprint all the red edges of J

induce the same red tight component RG of G. Let V red = ⋃
J red. Since RG is a red tight

component of G all its edges induce the same red tight component R of H. Define V blue

and B analogously.

Two edges f and f ′ in H are loosely connected if there exists a sequence of edges

e1, . . . , et such that e1 = f , et = f ′ and |ei ∩ ei+1| ≥ 1 for all i ∈ [t− 1]. A subgraph H ′

of H is loosely connected if every pair of edges in H ′ is loosely connected. A maximal

loosely connected subgraph of H is called a loose component of H.

We now prove Lemma 2.6.1. The proof works by first finding a maximal matching

in R ∪ B, where R and B are the components given by Lemma 2.6.2, and then finding

maximal connected matchings in the remaining vertices.

Proof of Lemma 2.6.1. Assume, for a contradiction, that such matchings do not exist. We

call this the initial assumption. Apply Lemma 2.6.2 and obtain V red, V blue, G,R3, R,B3, B

and let V ∗ = V red ∪ V blue. Since there are only few vertices in V (H) \ V ∗ we ignore these

vertices from the start and construct our matchings in H[V ∗].

We begin by choosing a matching M ⊆ (R ∪ B)[V ∗] of maximum size. Let U =

V ∗ \ V (M). Note that we have R[U ] = B[U ] = ∅ and |U | ≥ ηn by the initial assumption.

Let U red = U∩V red and Ublue = U∩V blue. The following claim shows that if U red and Ublue

are both large, then G[U ] must contain many edges in R3 or many edges in B3.

Claim 2.6.3. If
∣∣∣U red

∣∣∣ , ∣∣∣Ublue
∣∣∣ ≥ α1/309n, then we have that max{|R3[U ]| , |B3[U ]|} ≥

1
2

∣∣∣U red
∣∣∣ ∣∣∣Ublue

∣∣∣ |U | − 3α1/155n3.
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Proof of Claim. Define a bipartite graph K0 with vertex classes U red and Ublue such that

x ∈ U red and y ∈ Ublue are joined by an edge if and only if xy ∈ ∂R3 ∩ ∂B3. Recall that

d∂R3(x) ≥ (1− α1/75)n and d∂B3(y) ≥ (1− α1/75)n for all x ∈ U red and y ∈ Ublue. Hence

|K0| ≥
∣∣∣Ublue

∣∣∣ ∣∣∣U red
∣∣∣− α1/75n2.

Since G is (1 − α1/37, α1/37)-dense, we have dG(xy, U) ≥ |U | − α1/37n for xy ∈ K0. We

now colour the edges of K0 such that xy ∈ K0 is red if dR3(xy, U) ≥ |U | − 2α1/76n and

blue if dB3(xy, U) ≥ |U | − 2α1/76n. Since K0 ⊆ ∂R3 ∩ ∂B3, if xyz ∈ G with xy ∈ K0,

then xyz ∈ R3 ∪B3. Hence it suffices to show that almost all edges of K0 are of the same

colour. Indeed, if we have that at least
∣∣∣U red

∣∣∣ ∣∣∣Ublue
∣∣∣− 3α1/154n2 edges of K0 are red, then

we have

∣∣∣R3[U ]
∣∣∣ ≥ 1

2(
∣∣∣U red

∣∣∣ ∣∣∣Ublue
∣∣∣− 3α1/154n2)(|U | − 2α1/76n) ≥ 1

2
∣∣∣U red

∣∣∣ ∣∣∣Ublue
∣∣∣ |U | − 3α1/155n3.

We show that each edge xy ∈ K0 is coloured either red or blue. It suffices to show that

either dR3(xy, U) < α1/76n or dB3(xy, U) < α1/76n. Indeed if dR3(xy, U), dB3(xy, U) ≥

α1/76n, then by Lemma 2.4.9, there exists u, u′ ∈ U such that xyu ∈ R3, xyu′ ∈ B3 and

xyuu′ ∈ ∂R ∩ ∂B. For any u′′ ∈ NH(xyuu′, U), we would have xyuu′u′′ ∈ R[U ] ∪ B[U ],

a contradiction to the maximality of M . Moreover, by Lemma 2.4.8, we have that

min{dred
K0 (u), dblue

K0 (u)} ≤ α1/76n for all u ∈ U .

Let K1 be the graph obtained from K0 by, for each u ∈ U , deleting all red edges

incident to u if dred
K (u) ≤ α1/76n and all blue edges incident to u if dblue

K (u) ≤ α1/76n. Note

that |K1| ≥
∣∣∣U red

∣∣∣ ∣∣∣Ublue
∣∣∣− α1/77n2 and that, in K1, each vertex is incident to only edges

of one colour. It is not too hard to see that by deleting at most 2α1/154n2 additional edges,

we can obtain a subgraph K2 of K1 for which each vertex has degree 0 or large degree.

More precisely, for all u ∈ U red,

dK2(u) ≥
∣∣∣Ublue

∣∣∣− 3α1/308n or dK2(u) = 0
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and, for all u ∈ Ublue,

dK2(u) ≥
∣∣∣U red

∣∣∣− 3α1/308n or dK2(u) = 0.

Since each vertex is incident to only edges of one colour and any two vertices in U red that

have non-zero degree have a common neighbour this implies that all edges in K2 are of

the same colour. Since |K2| ≥
∣∣∣U red

∣∣∣ ∣∣∣Ublue
∣∣∣− 3α1/154n2, this concludes the proof. ■

The following claim shows that there is a red tight component R∗ and a blue tight

component B∗ of H such that almost all the edges in G[U ] induce one of these components.

Claim 2.6.4. Let γ = α1/1110. There exists a red tight component R∗ and a blue tight

component B∗ of H such that

(i) |R3
∗[U ]| ≥

∣∣∣Gred[U ]
∣∣∣− 8γ1/5n3 and |B3

∗ [U ]| ≥
∣∣∣Gblue[U ]

∣∣∣− 8γ1/5n3,

(ii) |(R3
∗ ∪B3

∗)[U ]| ≥ (1− γ1/6)
(

|U |
3

)
and

(iii) R∗ = R or B∗ = B.

Proof of Claim. First we show that, for each u ∈ U , there exists Ju ⊆ Gu[U ], where Gu is

the link graph of G at u, such that |Ju| ≥ |Gu[U ]| − α1/14n2 and R(e ∪ u) = R(e′ ∪ u) for

e, e′ ∈ J red
u and B(e ∪ u) = B(e′ ∪ u) for e, e′ ∈ Jblue

u .

To show this fix u ∈ U . Without loss of generality assume that u ∈ U red. By

Lemma 2.6.2, d∂R3(u, U) ≥ |U | − α1/75n. Let U∗ = N∂R3(u, U). Clearly, |U∗| ≥ ηn/2

and Gred
u [U∗] ⊆ R3

u. Moreover, for all x ∈ U∗, we have dG(ux) > 0 and thus, since G is

(1− α1/37, α1/37)-dense, dG(ux) ≥ (1− α1/37)n. It follows that δ(Gu[U∗]) ≥ |U∗| − α1/37n.

Thus by applying Lemma 2.4.10 with R3, u, U∗, α
1/37 playing the roles of RG, S, U, δ, there

exists Ju ⊆ Gu[U∗] ⊆ Gu[U ] such that

|Ju| ≥ |Gu[U∗]| − 7α1/148n2 ≥ |Gu[U ]| − α1/75n2 − 7α1/148n2 ≥ |Gu[U ]| − α1/149n2

and H(u ∪ e) = H(u ∪ e′) for e, e′ ∈ Ju of the same colour.
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Now consider the auxiliary multi-3-graph D = ⋃
u∈U{e ∪ u : e ∈ Ju}. Note that

|D| =
∑
u∈U

|Ju| ≥
∑
u∈U

(
|Gu[U ]| − α1/149n2

)
≥ 3 |G[U ]| − α1/149n3.

Let F be the subgraph of G[U ] for which e ∈ F if and only if e is an edge of multiplicity 3

in D. Since G is (1−α1/37, α1/37)-dense, Proposition 2.1.1 implies that |G| ≥ (1−2α1/37)
(

n
3

)
.

Hence

|G[U ]| ≥
(
|U |
3

)
− 2α1/37

(
n

3

)
≥
(
|U |
3

)
− 2α1/37

(
|U | /η

3

)

≥
(
|U |
3

)
− 4α1/37

η3

(
|U |
3

)
≥ (1− α1/38)

(
|U |
3

)
.

Therefore |F | ≥ |G[U ]| − α1/149n3 ≥ (1 − α1/150)
(

|U |
3

)
. Recall that γ = α1/1110. By

Propositions 2.1.1 and 2.1.2, there exists a (1 − γ1/5, γ1/5)-dense subgraph F̃ ⊆ F with

V (F̃ ) = V (F ) = U and, by Proposition 2.1.1,
∣∣∣F̃ ∣∣∣ ≥ (1 − 2γ1/5)

(
|U |
3

)
. Hence

∣∣∣F̃ red
∣∣∣ ≥∣∣∣Gred[U ]

∣∣∣ − 2γ1/5n3. Let Sred = {x ∈ U : d
F̃ red(x) ≥ 6γ1/5n2}. Let F red

0 be the subgraph

of F̃ red consisting of all edges that contain a vertex in Sred. Note that
∣∣∣F red

0

∣∣∣ ≥ ∣∣∣F̃ red
∣∣∣−

6γ1/5n3 ≥
∣∣∣Gred[U ]

∣∣∣− 8γ1/5n3.

We claim that all the edges in F red
0 induce the same red tight component R∗ in H.

Let e, e′ ∈ F̃ red with u ∈ e ∩ e′. Note that e \ u, e′ \ u ∈ J red
u and so R(e) = R(e′). Hence

edges in the same loose component of F̃ red induce the same red tight component in H. In

particular, since F red
0 ⊆ F̃ red, for u ∈ Sred, all the edges in NF red

0
(u) induce the same red

tight component R(u) of H.

Let u, v ∈ Sred. We want to show that R(u) = R(v). We may assume that u

and v are in distinct loose components L and L′ of F̃ red, respectively. In particular,

any edge of F̃ that intersects both V (L) and V (L′) is in F̃ blue. If u, v ∈ V red, then

d∂R3(u), d∂R3(v) ≥ (1 − α1/75)n implying R(u) = R = R(v). Thus we may assume that

one of u and v is in V blue, say v ∈ V blue. Let ΓL(u) = {u′ ∈ V (L) : dL(uu′) ≥ γ1/5n} and

ΓL′(v) = {v′ ∈ V (L′) : dL′(vv′) ≥ γ1/5n}. It is easy to see that |ΓL(u)| , |ΓL′(v)| ≥ 5γ1/5n.
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Let D′ be the bipartite directed graph with parts ΓL(u) and ΓL′(v) such that, for u′ ∈ ΓL(u),

N+
D′(u′) = {v′ ∈ ΓL′(v) : uu′v′ ∈ F̃ blue and uu′u′′v′ ∈ ∂R(uu′u′′) ∩ ∂B(uu′v′)

and uu′u′′vv′ ∈ H for some u′′ ∈ NL(uu′)},

and, for v′ ∈ ΓL′(v),

N+
D′(v′) = {u′ ∈ ΓL(u) : vv′u′ ∈ F̃ blue and u′v ∈ ∂B3 and vv′v′′u′ ∈ ∂B ∩ ∂R(vv′v′′)

and vv′v′′uu′ ∈ H for some v′′ ∈ NL′(vv′)}.

By Lemma 2.4.9, the fact that F̃ is (1− γ1/5, γ1/5)-dense and the fact that H is (1− ε, α)-

dense, we have, for u′ ∈ ΓL(u),

d+
D′(u′) ≥ |ΓL′(v)| − γ1/5n− ε1/4n− εn > |ΓL′(v)| /2.

Similarly, also using the fact that d∂B3(v) ≥ (1− α1/75)n, we have, for v′ ∈ ΓL′(v),

d+
D′(v′) ≥ |ΓL(u)| − γ1/5n− α1/75n− ε1/4n− εn > |ΓL(u)| /2.

It follows that D′ contains a double edge u′v′, where u′ ∈ ΓL(u) and v′ ∈ ΓL′(v). Let

u′′ ∈ NL(uu′) and v′′ ∈ NL′(vv′) be the vertices that are guaranteed to exist by the

definition of D′. Since u′v ∈ ∂B3, we have that vv′u ∈ B3 and thus also uu′v′ ∈ B3.

As B[U ] = ∅, we have vv′v′′uu′, uu′u′′vv′ ∈ Hred and thus R(uu′u′′) = R(vv′v′′). Hence

R(u) = R(v). We define F blue
0 and B∗ in an analogous way. This proves (i).

Note that (ii) follows from (i) using the facts |U | ≥ ηn and |G[U ]| ≥ (1− α1/38)
(

|U |
3

)
,

which were noted earlier in this proof.

We will now prove (iii). We distinguish between two cases.

Case 1:
∣∣∣U red

∣∣∣ , ∣∣∣Ublue
∣∣∣ ≥ γ1/13n.

By Claim 2.6.3, we have max{|R3[U ]| , |B3[U ]|} ≥ 1
2

∣∣∣U red
∣∣∣ ∣∣∣Ublue

∣∣∣ |U | − 3α1/155n3. Since
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1
2

∣∣∣U red
∣∣∣ ∣∣∣Ublue

∣∣∣ |U | − 3α1/155n3 ≥ 1
2γ

2/13ηn3 − 3α1/155n3 ≥ 2γ1/6n3, we have R3
∗ ∩ R3 ̸= ∅

or B3
∗ ∩B3 ̸= ∅ and thus R∗ = R or B∗ = B.

Case 2:
∣∣∣Ublue

∣∣∣ ≤ γ1/13n or
∣∣∣U red

∣∣∣ ≤ γ1/13n.

Say
∣∣∣Ublue

∣∣∣ ≤ γ1/13n. Then
∣∣∣U red

∣∣∣ = |U | −
∣∣∣Ublue

∣∣∣ ≥ |U | − γ1/13n. Let Q3 = {T ∈(
U
3

)
:
(

T
2

)
∩ ∂R3 ≠ ∅}. Since d∂R(u, U) ≥ |U | − α1/75n for u ∈ U red, there can be at most∣∣∣U red

∣∣∣α2/75n2 triples that intersect U red and are not in Q3. Hence

∣∣∣Q3
∣∣∣ ≥ (|U |3

)
−
∣∣∣Ublue

∣∣∣3 − ∣∣∣U red
∣∣∣α2/75n2

≥
(
|U |
3

)
− γ3/13n3 − α2/75n3 ≥

(
|U |
3

)
− 2γ1/5n3.

Note that |R3[U ]| ≥
∣∣∣Q ∩Gred[U ]

∣∣∣ ≥ ∣∣∣Gred[U ]
∣∣∣− 2γ1/5n3. Therefore, we have R∗ = R. ■

We define R⋄ = R ∪ R∗ and B⋄ = B ∪ B∗. Note that, by Claim 2.6.4(iii), R⋄ ∪ B⋄

is the union of at most three monochromatic tight components. Let M⋄ be a maximal

matching in (R⋄ ∪B⋄)[V ∗] containing M . Let W = V ∗ \ V (M⋄). Since M ⊆M⋄, we have

W ⊆ U . By the initial assumption, we have |W | ≥ ηn. Note that (R∗ ∪B∗)[W ] = ∅ and,

since W ⊆ U , (R∗ ∪B∗)[W ] ≥
(

|W |
3

)
− γ1/6n3. The following claim shows that almost all

the edges in G[W ] are of the same colour.

Claim 2.6.5. We have |R3
∗[W ]| ≥

(
|W |

3

)
− γ1/9n3 or |B3

∗ [W ]| ≥
(

|W |
3

)
− γ1/9n3.

Proof of Claim. Let G∗ = R3
∗ ∪B3

∗ . We define

Wred = {u ∈ W : dG∗(u,W ) ≥ 2αn2 and dB3
∗
(u,W ) < αn2},

Wblue = {u ∈ W : dG∗(u,W ) ≥ 2αn2 and dR3
∗
(u,W ) < αn2},

W0 = {u ∈ W : dG∗(u,W ) < 2αn2}.

Since (R∗ ∪B∗)[W ] = ∅, by Lemma 2.4.8, Wred,Wblue and W0 partition W . Let J be the

subgraph of G∗[W ] obtained by deleting all red edges containing a vertex in Wblue ∪W0

and all blue edges containing a vertex in Wred ∪W0. Note that |J | ≥ |G∗[W ]| − 2αn3 ≥
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(1− γ1/7)
(

|W |
3

)
and J ⊆

(
Wred

3

)
∪̇
(

Wblue
3

)
. Hence

(1− γ1/7)
(
|W |

3

)
≤
(
|Wred|

3

)
+
(
|Wblue|

3

)
. (2.6.1)

Suppose that |Wred| , |Wblue| ≤ (1− α1/8) |W |. By (2.6.1), we may assume without loss of

generality assume that |Wred| ≥ |W | /2. Noting that x 7→ x3 + (|W | − x)3 is an increasing

function for x ≥ |W | /2 we have

(
|Wred|

3

)
+
(
|Wblue|

3

)
≤ 1

6
(
|Wred|3 + |Wblue|3

)
≤ 1

6
(
|Wred|3 + (|W | − |Wred|)3

)

≤ ((1− γ1/8)3 + γ3/8) |W |
3

6 < (1− γ1/7)
(
|W |

3

)
,

a contradiction to (2.6.1).

Hence at least one of Wred and Wblue has size at least (1− γ1/8) |W |. Without loss of

generality assume |Wred| ≥ (1− γ1/8) |W |. Note that any edge of J contained in Wred is

in R3
∗, hence

∣∣∣R3
∗[W ]

∣∣∣ ≥ |J | − ∣∣∣W \W red
∣∣∣n2 ≥

(
|W |

3

)
− γ1/9n3.

This proves the claim. ■

Now assume without loss of generality that |R3
∗[W ]| ≥

(
|W |

3

)
−γ1/9n3. Note that almost

all edges in H[W ] are blue (otherwise there would have to be an edge in R∗[W ], which

would contradict the maximality of M). More precisely, we have

∣∣∣Hblue[W ]
∣∣∣ ≥ 3!

5! |R∗[W ]| (|W | − 3
√
εn)(|W | − εn) ≥ (1− γ1/10)

(
|W |

5

)
.

By Propositions 2.1.1 and 2.1.2, there exists a (1− γ1/1010, γ1/1010)-dense tightly connected

subgraph H̃blue of Hblue[W ] with V (H̃blue) = W and
∣∣∣H̃blue

∣∣∣ ≥ (1− 2γ1/1010)
(

|W |
5

)
. By an

easy greedy argument, there exists a matching M ′ in H̃blue that covers all but at most ηn

of the vertices in W . The matching M ′ ∪M⋄ covers all but at most 3ηn of the vertices
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of H. This contradicts the initial assumption.

2.7 Concluding remarks

For k ≥ 3, let f(k) be the minimum integer m such that, for all large 2-edge-coloured

complete k-graphs, there exists m vertex-disjoint monochromatic tight cycles covering

almost all vertices. Note that f(k) is well defined by [27] but the bound is very large. It is

easy to see that f(k) ≥ 2 for all k ≥ 3. Indeed, consider the k-graph H = K(k)(A,B) given

in Example 2.4.2 with |A| = 3k−1
3k

n. Note that H[A] is a red tight component. Moreover,

note that any tight cycle contained in a monochromatic tight component other than H[A]

covers at most about a third of the vertices of H and any tight cycle in H[A] leaves all n
3k

vertices in B uncovered. Hence no monochromatic tight cycle covers almost all vertices

in H. We have f(3) = 2 by [28]. Theorems 1.1.2 and 1.1.3 imply f(4) = 2 and f(5) ≤ 4,

respectively. In general, we believe that f(k) = 2 for all k. However, we believe that new

ideas may be needed as indicated by again considering the k-graph H = K(k)(A,B) with

|A| = 3k−1
3k

n (as above). If H contains two vertex-disjoint monochromatic tight cycles of

distinct colour covering almost all vertices, then one of the two cycles must lie entirely

in the red tight component H[A]. However, this tight component is not induced by any

edge in the blueprint of H (which is K(k−2)(A,B) with colours swapped). Thus we ask

the weaker question of whether one can bound f(k) by some suitable function of k.
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CHAPTER 3

THE RAMSEY NUMBER FOR 4-UNIFORM TIGHT
CYCLES

Our aim in this chapter is to prove Theorem 1.2.1. We recall some definitions and then

restate the theorem. Recall that for a k-graph H, we define the Ramsey number of H,

denoted by r(H), to be the least positive integer N such that any 2-edge-coloured complete

graph on N vertices contains a monochromatic copy of H. Also recall that the k-uniform

tight cycle C(k)
n is defined to be the k-graph on n vertices with a cyclic ordering of its

vertices such that its edges are the k-sets of consecutive vertices in the ordering. We now

restate Theorem 1.2.1.

Theorem 1.2.1. Let ε > 0. For n large enough we have r(C(4)
4n ) ≤ (5 + ε)n.

The remainder of this chapter is organised as follows. In the next section we give a

sketch of the proof of Theorem 1.2.1. In Section 3.2, we introduce basic notation and

definitions. In Section 3.3, we define blow-ups and prove some basic propositions about

them. In Section 2.4, we define blueprints, state a result about their existence and prove

some basic results about how they interact with blow-ups. In Section 3.5, we prove that

an almost complete 2-edge-coloured 4-graph contains a monochromatic tightly connected

fractional matching with large weight. In Section 3.6, we show how to use this to prove

Theorem 1.2.1.
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3.1 Sketch of the proof of Theorem 1.2.1

We now sketch the proof of Theorem 1.2.1. We use a hypergraph version of the connected

matching method of  Luczak [84] as follows. We consider a red-blue edge-colouring of K(4)
N

for N = (5/4 + ε)n. We begin by applying the Hypergraph Regularity Lemma. More

precisely, we use the Regular Slice Lemma of Allen, Böttcher, Cooley and Mycroft [2]. This

gives us a reduced graph R, which is a red-blue edge-coloured almost complete 4-graph

on (5/4 + ε)n′ vertices. To prove Theorem 1.2.1, it now suffices to find a monochromatic

tightly connected matching of size n′/4 in R. A monochromatic tightly connected matching

is a monochromatic matching M such that for any two edges f, f ′ ∈ M , there exists a

tight walk1 in R of the same colour as M connecting f and f ′. This reduction of our

problem to finding a monochromatic tightly connected matching in the reduced graph is

formalised in Corollary 2.3.12.

Let γ be a constant such that 0 < γ ≪ ε and let M be a maximal monochromatic

tightly connected matching in R. Suppose that M has size less than n′/4 and is red.

We show that we can find a monochromatic tightly connected matching of size at least

|M | + γn′. By iterating this we get our desired result. We actually find a fractional

matching instead. Note that by taking a blow-up of R we can then convert it back into

an integral matching. For simplicity, let us further assume that R has only one red and

one blue tight component (see Section 3.2 for the definition). Then any monochromatic

matching is tightly connected. Consider an edge f ∈M and a vertex w not covered by M .

Observe that if all the edges in R[f ∪ {w}] are red, then we get a larger red fractional

matching (by giving weight 1/4 to each of the five edges in R[f ∪ {w}]). Thus for almost

all the edges f ∈ M there is a blue edge f ′ such that |f ∩ f ′| = 3. This gives us a

blue matching M ′ of almost the same size as M . Note that the set of leftover vertices

W = V (R) \ V (M ∪M ′) has size at least εn′. By the maximality of M , any edge in

R[W ] must be blue. So we can extend M ′ by adding a matching in W to get the desired
1A tight walk in a k-graph is a sequence of edges e1, . . . , et such that |ei ∩ ei+1| = k − 1 for all

1 ≤ i ≤ t− 1.
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matching of size at least |M |+ γn′.

However, R may contain many monochromatic tight components (instead of just two).

Hence we need to choose monochromatic tight components carefully. To do this we use

a novel auxiliary graph called the blueprint which we will also use in Chapter 2. The

blueprint is a graph with the key property that monochromatic connected components in

it correspond to monochromatic tight components in the 4-graph we are considering. Since

the blueprint is red-blue edge-coloured and almost complete, it contains an almost-spanning

monochromatic tree. Using the key property of blueprints this shows that R contains a

large monochromatic tight component.

3.2 Preliminaries

In this chapter we reuse definitions from Chapter 2. If H is a k-graph and P = {V1, . . . Vs}

a partition of V (H), then we call an edge e ∈ H P-partite if |Vi ∩ e| ≤ 1 for all i ∈ [s]. If

all edges of H are P-partite, then we call H P-partite. We call H s-partite if H is P-partite

for some partition P of V (H) into s sets. For vertex-disjoint k-graphs H1 and H2, we

define the k-graph H1 ∪H2 = (V (H1) ∪ V (H2), E(H1) ∪ E(H2)).

A fractional matching in a k-graph H is a function φ : E(H) → [0, 1] such that for

every v ∈ V (H), ∑e∈E(H):v∈e φ(e) ≤ 1. For each e ∈ E(H) we call φ(e) the weight of e.

The weight of φ is ∑e∈E(H) φ(e). For a positive integer r, a 1/r-fractional matching φ in a

k-graph H is a fractional matching such that each edge has weight in {0, 1
r
, 2

r
, . . . , r−1

r
, 1},

that is {φ(e) : e ∈ E(H)} ⊆ {0, 1
r
, 2

r
, . . . , r−1

r
, 1}. For vertex-disjoint k-graphs H1 and H2

and fractional matchings φ1 and φ2 in H1 and H2, respectively, we define the fractional

matching φ1 + φ2 : E(H1 ∪ H2) → [0, 1] in H1 ∪ H2 by setting (φ1 + φ2)(e) = φ1(e) if

e ∈ H1 and (φ1 + φ2)(e) = φ2(e) if e ∈ H2. For a k-graph H, a subgraph H ′ of H and a

fractional matching φ in H ′, we define the completion of φ with respect to H, denoted φH ,

to be the fractional matching φH : E(H) → [0, 1] such that φH(e) = φ(e) if e ∈ H ′ and

φ(e) = 0 otherwise. For a matching M in a k-graph H, we define the fractional matching
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induced by the matching M to be the fractional matching φ : E(M)→ [0, 1] with φ(e) = 1

for all e ∈ M . A tightly connected fractional matching in a k-graph H is a fractional

matching φ : E(H ′)→ [0, 1] where H ′ is a tight component of H.

A red tight component, a red tightly connected matching and a red tightly connected

fractional matching in a 2-edge-coloured k-graph H are a tight component, a tightly

connected matching and a tightly connected fractional matching, respectively, in Hred. We

define these terms analogously for blue. A monochromatic tight component in H is a red

or a blue tight component in H and similarly for the other terms.

3.3 Blow-ups

We will later need blow-ups to convert fractional matchings to integral ones. So we define

blow-ups here and show some basic facts.

Definition 3.3.1. Given a k-graph H we say that H∗ is a blow-up of H if there exists

a partition P = {Vx : x ∈ V (H)} of V (H∗) such that H∗ = ⋃
x1...xk∈H KVx1 ,...,Vxk

, where

KVx1 ,...,Vxk
is the complete k-partite k-graph with vertex classes Vx1 , . . . , Vxk

. Moreover,

if H is 2-edge-coloured, then we have

Hred
∗ =

⋃
x1...xk∈Hred

KVx1 ,...,Vxk
and Hblue

∗ =
⋃

x1...xk∈Hblue

KVx1 ,...,Vxk
.

If |Vx| = r for all x ∈ V (H), then we call H∗ an r-blow-up of H. If e∗ = y1 . . . yk ∈ H∗,

then we let fe∗ = x1 . . . xk be the unique edge in H such that yi ∈ Vxi
for all i ∈ [k].

Recall that a k-graph H on n vertices is called (µ, α)-dense if, for each i ∈ [k − 1], we

have dH(S) ≥ µ
(

n
k−i

)
for all but at most α

(
n
i

)
sets S ∈

(
V (H)

i

)
and dH(S) = 0 for all other

sets S ∈
(

V (H)
i

)
. The following proposition shows that the r-blow-up of a (1− ε, α)-dense

k-graph is (1− 2ε, 2α)-dense.

Proposition 3.3.2. Let 1/n≪ ε, α, 1/r, 1/k. Let H be a (1− ε, α)-dense k-graph on n

vertices and let H∗ be an r-blow-up of H. Then H∗ is (1− 2ε, 2α)-dense.
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Proof. Let P = {Vx : x ∈ V (H)} be the partition of V (H∗). Let i ∈ [k−1] and S ∈
(

V (H∗)
i

)
be such that S is P-partite. Let S ′ = x1 . . . xi ∈

(
V (H)

i

)
be such that S ∈ KVx1 ,...,Vxi

.

Suppose dH(S ′) ≥ (1 − ε)
(

n
k−i

)
. Then dH∗(S) ≥ (1 − ε)

(
n

k−i

)
rk−i ≥ (1 − 2ε)

(
nr

k−i

)
, since(

nr
k−i

)
= (1 + o(1))

(
n

k−i

)
rk−i as n → ∞. The number of sets S ∈

(
V (H∗)

i

)
for which this

is true is at least ri(1 − α)
(

n
i

)
≥ (1 − 2α)

(
nr
i

)
. For all other sets S ∈

(
V (H∗)

i

)
, we have

dH∗(S) = 0. Hence H∗ is (1− 2ε, 2α)-dense.

The following proposition shows how to turn a matching in a blow-up of a k-graph H

into a fractional matching in H and vice versa.

Proposition 3.3.3. Let 1/N ≪ ε≪ 1/r and k ≥ 2. Let H be an edge-coloured k-graph

on N vertices and let H∗ be an r-blow-up of H. Then H∗ contains a monochromatic

tightly connected matching M of size m if and only if H contains a monochromatic tightly

connected 1/r-fractional matching of weight m/r of the same colour.

Proof. Let P = {Vx : x ∈ V (H)} be the partition of V (H∗). Let F∗ be the monochromatic

tight component of H∗ that contains M . There exists a monochromatic tight component F

of H such that

F∗ =
⋃

x1...xk∈F

KVx1 ,...,Vxk
.

We define the fractional matching φ : F → [0, 1] as follows. For each edge e = x1 . . . xk ∈ F ,

we set

φ(e) =

∣∣∣M ∩KVx1 ,...,Vxk

∣∣∣
r

.

For each x ∈ V (H),

∑
e∈H : x∈e

φ(e) = 1
r
|{f ∈M : f ∩ Vx ̸= ∅}| ≤ 1,

since M is a matching and |Vx| = r. Hence φ is a monochromatic tightly connected

1/r-fractional matching. We conclude by noting that φ has weight m/r.

The other direction is proved similarly.
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3.4 Blueprints and blow-ups

We use the notion of blueprint introduced in Section 2.4, which allows us to track

monochromatic tight components. In this section we show that blueprints work well

together with blow-ups.

Proposition 3.4.1. Let 1/n ≪ ε ≪ 1/k ≤ 1/4 and let r ≥ 2 be an integer. Let H

be a 2-edge-coloured k-graph on n vertices, let G be an ε-blueprint for H, and H∗ an

r-blow-up of H with vertex partition P = {Vx : x ∈ V (H)}. Let G∗ = G∗(H,H∗, G) be the

r-blow-up of G with vertex partition P ′ = {Vx : x ∈ V (G)}. Then G∗ is an ε-blueprint

for H∗. Moreover, for e∗ = y1 . . . yk−2 ∈ G∗ and fe∗ = x1 . . . xk−2 ∈ G where yi ∈ Vxi
for

all i ∈ [k − 2], we have H∗(e∗) = ⋃
z1...zk∈H(fe∗ ) KVz1 ,...,Vzk

, that is H∗(e∗) is the r-blow-up

of H(fe∗) in H∗.

Proof. For e∗ = y1 . . . yk−2 ∈ G∗, we let H∗(e∗) be the blow-up of H(fe∗) with respect

to P, that is H∗(e∗) = ⋃
z1...zk∈H(fe∗ ) KVz1 ,...,Vzk

. Since H(fe∗) is a monochromatic tight

component in H, H∗(e∗) is indeed a monochromatic tight component in H∗ as required.

Moreover, since fe∗ has the same colour as e∗, H(e∗) has the same colour as e∗.

Let e∗ ∈ G∗. We show that d∂H∗(e∗)(e∗) ≥ (1 − ε)nr. Since H∗(e∗) is the blow-up

of H(fe∗) with respect to P, ∂H∗(e∗) is the blow-up of ∂H(fe∗) with respect to P. It

follows that d∂H∗(e∗)(e∗) = rd∂H(fe∗ )(fe∗) ≥ (1− ε)nr.

Now let e∗, e
′
∗ ∈ G∗ of the same colour with |e∗ ∩ e′

∗| = k − 3. We show that H∗(e∗) =

H∗(e′
∗). We have |fe∗ ∩ fe′

∗| = k− 3 and fe∗ and fe′
∗ have the same colour. Thus since G is

a blueprint for H, we have H(fe∗) = H(fe′
∗). Thus, by definition, H∗(e∗) = H∗(e′

∗).

The blueprint of a 2-edge-coloured 4-graph is a 2-edge-coloured graph. We use the

following proposition to show that the blow-up of such a blueprint retains the properties

of having large minimum degree and of having a spanning red component.

Proposition 3.4.2. Let 1/n ≪ β, r. Let G be a 2-edge-coloured 2-graph with δ(G) ≥

(1−β)n and let G∗ be the r-blow-up of G with vertex partition P = {Vx : x ∈ V (G)}. Then
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δ(G∗) ≥ (1− β)nr. Further, if G contains a spanning red component, then G∗ contains a

spanning red component. The same statement holds with the colours reversed.

Proof. Let v ∈ V (G∗). There exists x ∈ V (G) such that v ∈ Vx. We have NG∗(v) =⋃
y∈NG(x) Vy and thus dG∗(v) ≥ δ(G)r ≥ (1−β)nr. Now assume that G contains a spanning

red component. We show that G∗ contains a spanning red component. Let u, v ∈ V (G∗).

There exist x, y ∈ V (G) such that u ∈ Vx and v ∈ Vy. Let z ∈ V (G) \ {x, y}. Since G

contains a spanning red component, there exist walks xx1 . . . xkz and yy1 . . . yℓz in Gred.

Choose vertices ui ∈ Vxi
, vj ∈ Vyi

, and vz ∈ Vz for i ∈ [k] and j ∈ [ℓ]. Note that

uu1 . . . ukzvℓ . . . v1v is a walk in Gred
∗ . Hence G∗ contains a spanning red component.

We also reuse Lemma 2.4.3 and Corollary 2.4.6 from Chapter 2 to show that a 2-

edge-coloured almost complete 4-graph has a blueprint with large minimum degree that

contains a spanning monochromatic component.

3.5 Finding monochromatic tightly connected match-
ings

Our goal in this section is to prove the following lemma which is the main ingredient in

the proof of Theorem 1.2.1.

Lemma 3.5.1. Let 1/n≪ ε≪ c≪ η. Let N = (5/4 + 3η)n. Let H be a 2-edge-coloured

(1−ε, ε)-dense 4-graph on N vertices. Then there exists a monochromatic tightly connected

fractional matching in H with weight at least n/4 and all weights at least c.

By using Proposition 3.3.3, proving Lemma 3.5.1 is reduced to showing that, for some

ε≪ 1/s≪ η, an s-blow-up H∗ of H contains a monochromatic tightly connected matching

of size at least v(H∗)/5. We will prove this as follows. First we find a monochromatic

tightly connected matching in H of size δn for some 1/s ≪ δ ≪ η. We then iteratively

take blow-ups of H that contain monochromatic tightly connected matchings that cover

a larger and larger proportion of the vertices. We prove this by showing that as long as
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our current matching M in a blow-up H∗ of H is not yet large enough, we can find a

fractional monochromatic matching of weight |M |+ γv(H∗) (where 1/s≪ γ ≪ δ). This

is the main ingredient in the proof of Lemma 3.5.1 and is formalised in Lemma 3.5.3. We

then convert this fractional matching into an integral matching by taking another blow-up

(see Proposition 3.5.4).

Since H is only almost complete, its blueprint will also only be almost complete. To

overcome some difficulties arising from this, we mostly work with edges of H that work

well with respect to its blueprint. We call these edges good edges and define them as

follows.

Definition 3.5.2 (Good edges, good sets of edges, good fractional matchings, J+). Let H

be a 2-edge-coloured 4-graph and G a blueprint for H. We call an edge f ∈ H good

for (H,G) if

(G1) f ⊆ V (G),

(G2) G[f ] ∼= K4 and

(G3) there exists z ∈ f such that xyz ∈ ∂H(xy) for every xy ∈
(

f\{z}
2

)
.

We call a set of edges F ⊆ H good for (H,G), if every edge f ∈ F is good for (H,G).

For a subgraph J of H, a fractional matching φ : E(J)→ [0, 1] is called good for (H,G)

if {e ∈ E(J) : φ(e) > 0} is good for (H,G). If H and G are clear from context, then we

simply call such edges, sets of edges and fractional matchings good. For a subgraph J

of H, we let J+ be the subgraph of J that contains only the edges of J that are good

for (H,G). Note that this is different from the notion of G+ for a blueprint G that we

introduced in Section 2.4.2. We do not use this latter notion in this chapter.

Intuitively, by using only good edges we can ignore some of the problems that arise

from the fact that H and G are only almost complete. The purpose of (G3) is to allow

us to deduce, in some situations, that the edge f is in one of the monochromatic tight

components induced by the edges of G[f ]. For example, if f = x1x2x3x4 is a blue edge

in H and x1x2, x3x4 ∈ Gblue, then (G3) implies that f ∈ B(x1x2) ∪B(x3x4).
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The following lemma is the main ingredient in the proof of Lemma 3.5.1. It states that

if we have a monochromatic matching that is not large enough, then we can find a larger

one.

Lemma 3.5.3. Let r =
(

9
4

)
!. Let 1/n ≪ ε ≪ γ ≪ δ ≪ η ≪ 1. Let N = (5/4 + 3η)n.

Let H be a 2-edge-coloured (1− ε, ε)-dense 4-graph on N vertices that does not contain a

monochromatic tightly connected matching of size at least n/4. Let G be an ε-blueprint

for H with δ(G) ≥ (1 − ε)N . Suppose H contains a red tight component R satisfying

H(e) = R for every e ∈ Gred. Let M be a good matching in H with 3δn ≤ |M | < n/4 such

that one of the following holds.

(H1) M ⊆ R or

(H2) M is contained in a blue tight component B of H.

Then H contains a good 1/r-fractional matching in R or in a blue tight component of H

of weight at least |M |+ γn. The same statement holds with colours reversed.

3.5.1 Proof of Lemma 3.5.1 assuming Lemma 3.5.3

Before proving Lemma 3.5.3, we show how to prove Lemma 3.5.1 using Lemma 3.5.3. To

do this we need a few other small results.

The following proposition shows that we can turn a good 1/r-fractional matching into

a good integral matching by taking an r-blow-up.

Proposition 3.5.4. Let n, r ≥ 2 be integers and µ ≥ 0. Let H be 2-edge-coloured 4-graph

on n vertices. Let H∗ be an r-blow-up of H with vertex partition P = {Vx : x ∈ V (H)}.

Let G be a blueprint for H and let G∗ be the corresponding blueprint for H∗ as defined

in Proposition 3.4.1. Let F be a monochromatic tight component of H and let F∗ =⋃
x1...x4∈F KVx1 ,...,Vx4

be the corresponding monochromatic tight component of H∗. Let φ be

a 1/r-fractional matching in F with weight µ that is good for (H,G). Then there exists an

(integral) matching in F∗ of size µr that is good for (H∗, G∗).
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Proof. For each vertex x ∈ V (H) and each edge e ∈ F containing x, choose disjoint sets

Ux,e ⊆ Vx such that |Ux,e| = rφ(e). This is possible since φ is a 1/r-fractional matching

and |Vx| = r for each x ∈ V (H). For each edge e = x1 . . . x4 ∈ F , let Me be a perfect

matching in KUx1,e,...,Ux4,e . Clearly, the Me are disjoint. Let M = ⋃
e∈F Me. Note that

|M | = ∑
e∈F rφ(e) = µr. It is easy to see that since φ is a fractional matching in F that is

good for (H,G), M is a matching in F∗ that is good for (H∗, G∗).

The following proposition shows that (in a strong sense) most edges are good in our

usual setting of having a (1− ε, ε)-dense 2-edge-coloured 4-graph H and a blueprint G for

it with large minimum degree. Recall that H+ is the subgraph of H that contains only

the edges of H that are good for (H,G).

Proposition 3.5.5. Let 1/N ≪ ε ≪ γ. Let H be a (1 − ε, ε)-dense 2-edge-coloured

4-graph on N vertices, let G be an ε-blueprint for H with δ(G) ≥ (1− ε)N and W ⊆ V (G)

a set of size at least γN . Then δ1(H+[W ]) ≥
(

|W |
3

)
− 2εN3. Moreover, H+[W ] contains a

matching of size at least |W |
4 − γN .

Proof. Fix v ∈ V (H). Choose vertices

z1 ∈ NG(v),

z2 ∈ NG(v) ∩NG(z1) ∩N∂H(vz1)(vz1) and

z3 ∈ NG(v) ∩NG(z1) ∩NG(z2) ∩
⋂

xy∈(vz1z2
2 )

N∂H(xy)(xy) ∩NH(vz1z2).

Note that vz1z2z3 is good. Since G is an ε-blueprint for H with δ(G) ≥ (1− ε)N and H

is (1− ε, ε)-dense, the number of choices for z1, z2 and z3 are at least (1− ε)N , (1− 3ε)N

and (1− 7ε)N , respectively. Hence

δ1(H+) ≥ (1− 11ε)N3

3! ≥
(
N

3

)
− 2εN3.

It follows that δ1(H+[W ]) ≥
(

|W |
3

)
− 2εN3. By a greedy argument, H+[W ] contains a

matching of size at least |W |
4 − γN .
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The following proposition shows that in our usual setting the following holds. Given

two sets of vertices T1 and T2 (with |Ti| ∈ {2, 3, 4} and satisfying some simple conditions)

there exist vertices z1, z2, z3 such that all the edges in H[Ti ∪ z1z2z3] are good. It is also

shown that we can choose these vertices z1, z2 and z3 in any not too small set of vertices.

We use this to find tight connections of good edges between small sets of vertices.

Proposition 3.5.6. Let 1/N ≪ ε ≪ γ. Let H be a (1 − ε, ε)-dense 2-edge-coloured

4-graph on N vertices, let G be an ε-blueprint for H with δ(G) ≥ (1−ε)N . Let W ⊆ V (G)

be a set of size at least γN . Let T1, T2 ⊆ V (G) be sets such that, for i ∈ [2],

(a) 2 ≤ |Ti| ≤ 4,

(b) Ti ∈ H+ if |Ti| = 4,

(c) G[Ti] ∼= K|Ti|,

(d) NH(S) ̸= ∅ for all S ∈
(

Ti

3

)
.

Then there exist vertices z1, z2, z3 ∈ W such that, for i ∈ [2],

(i) H[Ti ∪ z1z2z3] ∼= K
(4)
|Ti|+3,

(ii) G[Ti ∪ z1z2z3] ∼= K|Ti|+3,

(iii) xyz1 ∈ ∂H(xy) for all xy ∈
(

Ti

2

)
,

(iv) xyz2 ∈ ∂H(xy) for all xy ∈
(

Ti∪z1
2

)
,

(v) xyz3 ∈ ∂H(xy) for all xy ∈
(

Ti∪z1z2
2

)
.

In particular, H+[Ti ∪ z1z2z3] ∼= K
(4)
|Ti|+3 for i ∈ [2].
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Proof. Choose vertices

z1 ∈ W ∩
⋂

S∈(T1
3 )∪(T2

3 )
NH(S) ∩

⋂
x∈T1∪T2

NG(x) ∩
⋂

xy∈(T1
2 )∪(T2

2 )
N∂H(xy)(xy),

z2 ∈ W ∩
⋂

S∈(T1∪z1
3 )∪(T2∪z1

3 )
NH(S) ∩

⋂
x∈T1∪T2∪z1

NG(x) ∩
⋂

xy∈(T1∪z1
2 )∪(T2∪z2

2 )
N∂H(xy)(xy) and

z3 ∈ W ∩
⋂

S∈(T1∪z1z2
3 )∪(T2∪z1z2

3 )
NH(S) ∩

⋂
x∈T1∪T2∪z1z2

NG(x)

∩
⋂

xy∈(T1∪z1z2
2 )∪(T2∪z1z3

2 )
N∂H(xy)(xy),

noting that these vertices exist since H is (1− ε, ε)-dense,1 G is an ε-blueprint for H with

δ(G) ≥ (1− ε)N and |W | ≥ γN .

The following corollary states that in our usual setting the good edges are tightly

connected in any not too small induced subgraph of H.

Corollary 3.5.7. Let 1/N ≪ ε≪ γ. Let H be a (1− ε, ε)-dense 2-edge-coloured 4-graph

on N vertices. Let G be an ε-blueprint for H with δ(G) ≥ (1− ε)N . Let W ⊆ V (G) be a

set of size at least γN . Then H+[W ] is tightly connected.

Proof. Let f1, f2 ∈ H+[W ]. By Proposition 3.5.6, there exist vertices z1, z2, z3 ∈ W such

that H+[f1 ∪ z1z2z3] ∼= H+[f2 ∪ z1z2z3] ∼= K
(4)
7 . It follows that f1 and f2 are in the same

tight component of H+.

The next lemma allows us to find blue tight components with useful properties. Recall

that given a 2-edge-coloured 4-graph H, a blueprint G for H and a blue tight component B

of H, we denote by B2 the set of edges e ∈ Gblue such that B(e) = B.

Lemma 3.5.8. Let 1/n ≪ ε ≪ γ ≪ η < 1. Let N = (5/4 + 3η)n. Let H be a 2-edge-

coloured (1 − ε, ε)-dense 4-graph on N vertices and let G be an ε-blueprint for H with

δ(G) ≥ (1 − ε)N . Suppose H contains a red tight component R satisfying H(e) = R

for every e ∈ Gred. Then for each W ⊆ V (G) with |W | ≥ γn such that R+[W ] =
1We use that for x, y, z ∈ V (H) with xyz ∈ ∂H, we have dH(xyz) > 0 and thus dH(xyz) ≥ (1− ε)N .
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∅, there exists a blue tight component BW of H such that the following holds. Let

TW = {T ∈
(

W
3

)
: G[T ] ∼= K3, G

red[T ] ̸= ∅, NH(T ) ̸= ∅}. For T ∈ TW , let ΓW (T ) =

W ∩ ⋂x∈T NG(x) ∩ ⋂xy∈(T
2)N∂H(xy)(xy) ∩NH(T ).

(B1) For any T ∈ TW , we have ΓW (T ) ̸= ∅ and T ∪ w ∈ B+
W for all w ∈ ΓW (T ). In

particular, TW ⊆ ∂BW .

(B2) For each e ∈ Gblue[W ], we have B(e) = BW , that is, Gblue[W ] ⊆ B2
W .

Moreover, if W1,W2 ⊆ V (G) satisfy |W1 ∩W2| ≥ γn and R+[W1] = R+[W2] = ∅, then

BW1 = BW2.

Proof. For T ∈ TW , since G is an ε-blueprint for H with δ(G) ≥ (1 − ε)N and H is

(1− ε, ε)-dense, we have

|ΓW (T )| ≥ |W | − 7εN ≥ |W | − 14εn. (3.5.1)

In particular, for any T ∈ TW , ΓW (T ) ̸= ∅ (since |W | ≥ γn and ε≪ γ).

Note that if T ∈ TW and w ∈ ΓW (T ), then T ∪ w ∈ Hblue (or else T ∪ w ∈ R+ as

xyw ∈ ∂R for some xy ∈ Gred[T ] contradicting R+[W ] = ∅). For T ∈ TW , let BT
W be the

blue tight component of H containing all the edges T ∪ w where w ∈ ΓW (T ). Note that,

in particular, T ∈ ∂BT
W for every T ∈ TW . Moreover,

B(e) = BT
W for all T ∈ TW and e ∈ Gblue[T ]. (3.5.2)

Claim 3.5.9. There exists a blue tight component BW such that BT
W = B(e) = BW for

any e ∈ Gblue[W ] and any T ∈ TW .

Proof of Claim. First assume that TW = ∅. This implies that Gred[W ] = ∅. So Gblue[W ]

is connected and thus, since G is a blueprint, B(e1) = B(e2) for any e1, e2 ∈ Gblue[W ]. So

we may set BW = B(e) for all e ∈ Gblue[W ]. It follows that (B1) and (B2) both hold.
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Now assume that TW ̸= ∅. First we show that

BT1
W = BT2

W for any T1, T2 ∈ TW with |T1 ∩ T2| ≥ 2. (3.5.3)

Let T1, T2 ∈ TW with |T1 ∩ T2| = 2. By (3.5.1), there exists w ∈ ΓW (T1) ∩ ΓW (T2). We

have T1 ∪ w ∈ BT1
W and T2 ∪ w ∈ BT2

W . Since |(T1 ∪ w) ∩ (T2 ∪ w)| = 3 and BT1
W and BT2

W

are blue tight components, we have BT1
W = BT2

W .

Now we show that (3.5.3) actually holds for any T1, T2 ∈ TW , that is

BT1
W = BT2

W for any T1, T2 ∈ TW . (3.5.4)

Let T1, T2 ∈ TW . Say T1 = x1x2x3 and T2 = y1y2y3, where x1x2 ∈ Gred and y1y2 ∈ Gred.

By Proposition 3.5.6, there exist vertices z1, z2 ∈ W such that

H[Ti ∪ z1z2] ∼= K
(4)
5 and G[Ti ∪ z1z2] ∼= K5 for i ∈ [2].

Note that x1x2z1, y1y2z1 ∈ TW . If x1z1 and y1z1 are both in Gred, then x1z1z2, y1z1z2 ∈ TW

and thus by (3.5.3), we have BT1
W = Bx1x2z1

W = Bx1z1z2
W = By1z1z2

W = By1y2z1
W = BT2

W . If x1z1

and y1z1 are both in Gblue, then by (3.5.2) and the fact that G is a blueprint, we have

BT1
W = Bx1x2z1

W = B(x1z1) = B(y1z1) = By1y2z1
W = BT2

W . Now assume that exactly one

of x1z1 and y1z1 is in Gred, say x1z1 ∈ Gred and y1z1 ∈ Gblue. Note that x1z1z2 ∈ TW . If

z1z2 ∈ Gred, then x1z1z2, y1z1z2 ∈ TW and so by (3.5.2), we have BT1
W = Bx1x2z1

W = Bx1z1z2
W =

By1z1z2
W = By1y2z1

W = BT2
W . If z1z2 ∈ Gblue, then by (3.5.2), (3.5.3) and the fact that G is a

blueprint, we have BT1
W = Bx1x2z1

W = Bx1z1z2
W = B(z1z2) = B(y1z1) = By1y2z1

W = BT2
W .

Now we show that

BT
W = B(e) for any T ∈ TW and any e ∈ Gblue[W ]. (3.5.5)

Let T ∈ TW with e1 = x1x2 ∈ Gred[T ] and e2 = y1y2 ∈ Gblue[W ]. By Proposition 3.5.6,
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there exist vertices z1, z2 ∈ W such that

ei ∪ z1z2 ∈ H+ for i ∈ [2].

If y1z1 ∈ Gred, then y1y2z1 ∈ TW and by (3.5.2) and (3.5.4), we have BT
W = By1y2z1

W = B(e2).

Now assume y1z1 ∈ Gblue. If x1z1 ∈ Gblue, then by (3.5.2), (3.5.4) and the fact that G

is a blueprint, we have BT
W = Bx1x2z1

W = B(x1z1) = B(y1z1) = B(e2). Next assume

x1z1 ∈ Gred. If z1z2 ∈ Gred, then by (3.5.2), (3.5.4) and the fact that G is a blueprint, we

have BT
W = By1z1z2

W = B(y1z1) = B(e2). If z1z2 ∈ Gblue, then by (3.5.2), (3.5.4) and the

fact that G is a blueprint, we have BT
W = Bx1z1z2

W = B(z1z2) = B(y1z1) = B(e2).

Since TW ̸= ∅, (3.5.5) implies that

B(e1) = B(e2) for any e1, e2 ∈ Gblue[W ]. (3.5.6)

It follows from (3.5.4), (3.5.5) and (3.5.6) that we may set BW = BT
W = B(e) for all

T ∈ TW and all e ∈ Gblue[W ]. It follows that (B1) and (B2) hold. ■

Now we show the final statement of the lemma. Let W1,W2 ⊆ V (G) with |W1 ∩W2| ≥

γn and R+[W1] = R+[W2] = ∅. Greedily choose vertices x1, x2, x3 ∈ W1 ∩ W2 such

that G[x1x2x3] ∼= K3 and x1x2x3 ∈ ∂H(x1x2) (this is possible since G is an ε-blueprint

with ∆(G) ≤ 2εn and 1/n ≪ ε ≪ γ). Note that since x1x2x3 ∈ ∂H(x1x2), we have

NH(x1x2x3) ̸= ∅. If x1x2 ∈ Gred, then x1x2x3 ∈ TW2 ∩ TW2 ⊆ ∂BW1 ∩ ∂BW2 and thus

BW1 = BW2 . If x1x2 ∈ Gblue, then BW1 = B(x1x2) = BW2 .

We are now ready to prove Lemma 3.5.1 assuming Lemma 3.5.3.

Proof of Lemma 3.5.1. Suppose for a contradiction that there does not exist a tightly

connected fractional matching in H with weight at least n/4 and all weights at least c.

Let r =
(

9
4

)
!. Choose new constants ε0, γ and δ such that 1/n ≪ ε ≪ ε0 ≪ c ≪ γ ≪

δ ≪ η. By Lemma 2.4.3 and Corollary 2.4.6, there exists an ε0-blueprint for H with

δ(G) ≥ (1− ε0)N that contains a spanning monochromatic component. Without loss of
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generality assume that G contains a spanning red component and let R be the unique red

tight component of H such that H(e) = R for every edge e ∈ Gred.

Claim 3.5.10. There exists a good matching M of size at least 3δn in H that is contained

in R or in a blue tight component of H.

Proof of Claim. Let M be a maximum good matching in R and let W = V (G) \ V (M).

It follows that R+[W ] = ∅. Moreover, we may assume that |M | < 3δn (or else we are

done). Thus |W | ≥ |V (G)| − 12δn ≥ N − 13δn. Let B = BW be the blue tight component

that exists by Lemma 3.5.8.

Case A: Gred[W ] contains a matching of size at least 3δn. Let t = 3δn and let

{uivi : i ∈ [t]} be a matching in Gred[W ]. Let TW and ΓW be defined as in Lemma 3.5.8.

Since G is an ε0-blueprint for H with δ(G) ≥ (1−ε0)N , there exist distinct vertices wi ∈ W ,

one for each i ∈ [t], such that uiviwi ∈ TW . Since H is (1− ε, ε)-dense, there exist disjoint

vertices w′
i ∈ ΓW (uiviwi), one for each i ∈ [t]. By Lemma 3.5.8 (B1), uiviwiw

′
i ∈ B+ for

each i ∈ [t]. It follows that {uiviwiw
′
i : i ∈ [t]} is a good matching of size 3δn in B, as

required.

Case B: Gred[W ] does not contain a matching of size at least 3δn. It follows that

there exists a set W ′ ⊆ W of size at least |W | − 6δn ≥ N − 19δn such that G[W ′] ⊆ Gblue.

By Lemma 3.5.8 (B2), G[W ′] ⊆ B2. Let M ′ be a maximum matching in B+[W ′]. We

may assume that |M ′| < 3δn (or else we are done). Let W ′′ = W ′ \ V (M ′) and so

|W ′′| ≥ N − 31δn. Note that by the maximality of M ′ and G[W ′] ⊆ B2, we have that

H+[W ′′] ⊆ Hred. By Corollary 3.5.7, there exists a red tight component R∗ of H such that

H+[W ′′] = R+
∗ [W ′′]. Thus by Proposition 3.5.5, R+

∗ [W ′′] contains a matching of size at

least
|W ′′|

4 − δN ≥ N − 31δn
4 − 2δn ≥ n

4 ,

a contradiction. ■

Let 0 ≤ L ≤ 1/γ be the largest integer such that the following holds. Let H∗ be an
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rL-blow-up of H. Let P = {Vx : x ∈ V (H)} be the partition of V (H∗). Let G∗ be the

ε-blueprint for H∗ as defined in Proposition 3.4.1. Let R∗ be the red tight component

in H∗ that is the rL-blow-up of R. Then H∗ contains a matching M∗ in R∗ or in a blue

tight component of H∗ with |M∗| ≥ rL(3δn+ Lγn) that is good for (H∗, G∗).

By Claim 3.5.10, we have that L is well-defined. Moreover, if L ≥ 1
4γ

, then by Pro-

position 3.3.3, we are done. Hence we may assume that L < 1
4γ

. Let n∗ = nrL and

N∗ = NrL = (5/4 + 3η)n∗. Since H is (1− ε, ε)-dense, Proposition 3.3.2 implies that H∗

is (1 − 2ε, 2ε)-dense and hence also (1 − ε0, ε0)-dense. By Proposition 3.4.1 and Pro-

position 3.4.2, G∗ is an ε0-blueprint for H∗ with δ(G∗) ≥ (1− ε0)nrL = (1− ε0)n∗ such

that H∗(e) = R∗ for all e ∈ Gred
∗ . We may further assume that H∗ does not contain

a monochromatic tightly connected matching of size at least n∗/4 (or else we are done

by Proposition 3.3.3). We apply Lemma 3.5.3 with r, n∗, ε0, γ, δ, η,N∗, H∗, G∗, R∗,M∗ play-

ing the roles of r, n, ε, γ, δ, η,N,H,G,R,M . We deduce that H∗ contains a 1/r-fractional

matching in R∗ or in a blue tight component of H∗ that is good for (H∗, G∗) of weight at

least |M∗| + γn∗. Let H∗∗ be an r-blow-up of H∗ and note that H∗∗ is an rL+1-blow-up

of H. Let R∗∗ be the red tight component of H∗∗ that is the r-blow-up of R∗ and thus is

the rL+1-blow-up of R. By Proposition 3.4.1, H∗∗(e) = R∗∗ for all e ∈ Gred
∗∗ . By Propos-

ition 3.5.4, H∗∗ contains a matching in R∗∗ or in a blue tight component of H∗∗ that is

good for (H∗∗, G∗∗) of size at least

r(|M∗|+ γn∗) ≥ r(rL(3δn+ Lγn) + γrLn) = rL+1(3δn+ (L+ 1)γn).

This is a contradiction to the maximality of L.

3.5.2 Sketch of the proof of Lemma 3.5.3 and suitable pairs

Before proceeding with the proof of Lemma 3.5.3, we give a sketch of the proof. Recall

that our aim is given a monochromatic tightly connected matching M , to find a larger

monochromatic tightly connected fractional matching. We split the proof into two cases
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depending on whether (H1) or (H2) holds. We only sketch the proof of the case where (H1)

holds, that is M ⊆ R (the other case is similar). We may assume that M is a matching of

maximum size in R. Moreover, for simplicity, we assume that

H and G are complete, V (G) = V (H) and for every e ∈ G and v ∈ V (H) \ e,

we have e ∪ v ∈ ∂H(e),
(A)

the last of which is an idealised version of (BP1).

Let W = V (H) \ V (M) be the vertices of H not covered by M . By Lemma 3.5.8,

there exists a blue tight component B in H such that
(

W
3

)
⊆ ∂B and every e ∈ Gblue[W ]

induces B. We will find our desired fractional matching in R or B.

Our first step is to find a subset U ′ ⊆ W and two matchings M ′ = {f ′(u) : u ∈ U ′} ⊆

M ⊆ R and M∗
1 = {f ∗

u : u ∈ U ′} ⊆ B such that |U ′| ≈ |M |, and

|f ′(u) ∩ f ∗
u | = 3 and f ∗

u \ f ′(u) = u for all u ∈ U ′.

If no such U ′ exists, then we can find a small matching M ′′ ⊆M and for each f ∈M ′′ a

disjoint 4-set Wf ⊆ W such that, for each f ∈M ′′ there exists a fractional matching φf

in R[f ∪Wf ] of weight at least r+1
r

(where r is some absolute constant). By starting

with M and replacing each edge f ∈M ′′ with φf we get a larger fractional matching. (See

Claim 3.5.16 for the details.)

In our second step we then extend the matching M∗
1 to a larger fractional matching

in B completing the proof.

We will use the following fact which allows us to find a fractional matching in R[f ∪Wf ].

Fact 3.5.11. Let k, s ≥ 2. Let H be a k-graph and let F ⊆ E(H) be a nonempty set

such that ⋂F = ∅ and |F | = s. Then there exists a 1
s−1-fractional matching in H with

weight s
s−1 .

Proof. Let φ : E(H) → [0, 1] be defined by φ(e) = 1
s−1 for each e ∈ F and φ(e) = 0

otherwise. Since ⋂F = ∅ each vertex of H is contained in at most s− 1 edges of F . It
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follows that for every v ∈ V (H), we have ∑e∈E(H) : v∈e φ(e) ≤ 1. Thus φ is a 1
s−1 -fractional

matching in H.

In the actual proof of Lemma 3.5.3, H and G will only be almost complete and so

do not satisfy (A). In particular, we may not have e ∪ v ∈ ∂H(e) for some e ∈ G and

v ∈ V (H) \ e. To overcome the difficulties that arise from this, we introduce the following

notion of suitable pairs. For a suitable pair (f,W ), it is useful to think of f as an edge

of some good matching and W as a subset of the vertices not covered by that matching.

Then (SP1) to (SP6) are the properties that we would have in the idealised case where

(A) holds that are necessary for our proof.

Definition 3.5.12 (Suitable pairs). Let H be a 2-edge-coloured 4-graph and G a blueprint

for H. Let f ∈ H be a good edge and W ⊆ V (G) \ f . We call (f,W ) a suitable pair for

(H,G) if the following properties hold, where s = |W |.

(SP1) H[f ∪W ] ∼= K
(4)
s+4.

(SP2) G[f ∪W ] ∼= Ks+4.

(SP3) If xy ∈
(

f
2

)
and z ∈ W , then xyz ∈ ∂H(xy).

(SP4) If xy ∈
(

W
2

)
and z ∈ f , then xyz ∈ ∂H(xy).

(SP5) If x ∈ f and yz ∈
(

W
2

)
, then xyz ∈ ∂H(xy).

(SP6) If xyz ∈
(

W
3

)
, then xyz ∈ ∂H(xy).

If H and G are clear from context, we simply call (f,W ) a suitable pair. Note that if

(f,W ) is a suitable pair and W ′ ⊆ W , then (f,W ′) is a suitable pair. Moreover, if (f,W )

is a suitable pair, then any edge in H[f ∪W ] is good. Also if e ∈ R2[W ], then f ′ ∈ R+ for

any edge f ′ ∈ H[f ∪W ] with e ⊆ f ′.

We use the following lemma to find suitable pairs. The main idea is that if we choose

uniformly at random an edge f from a good matching M and a subset Wf of constant

size from V (G) \ V (M), then (f,Wf ) is likely to be a suitable pair.
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Lemma 3.5.13. Let 1/N ≪ ε≪ γ ≪ δ ≪ 1/s ≤ 1. Let H be a (1− ε, ε)-dense 2-edge-

coloured 4-graph on N vertices and let G be an ε-blueprint for H with δ(G) ≥ (1− ε)N .

Let M be a good matching in H of size at least δN and let W ⊆ V (G) \ V (M) with

|W | ≥ δN . Then there exist a matching M ′ ⊆ M with |M ′| ≥ γN and disjoint sets

Wf ∈
(

W
s

)
for each f ∈M ′ such that (f,Wf ) is a suitable pair for each f ∈M ′.

Proof. Let m = 2γN . We independently choose {fi : i ∈ [m]} uniformly at random

among all subsets of M of size m and {Wfi
: i ∈ [m]} uniformly at random among all

sets of m disjoint sets in
(

W
s

)
. Note that for each i ∈ [m], fi is distributed uniformly

in M and Wfi
is independent from fi and distributed uniformly in

(
W
s

)
. For each i ∈ [m],

let Ai be the event that (fi,Wfi
) is a suitable pair. Note that it suffices to show that

P[Ai] ≥ 1/2 for each i ∈ [m] since then for M ′ = {fi : i ∈ [m] such that Ai holds}, we

have E[|M ′|] ≥ m/2 ≥ γN .

Fix i ∈ [m]. For j ∈ {1, 2}, let Ai,j be the event that (fi,Wfi
) satisfies (SPj). For

j ∈ {3, . . . , 6}, we modify the statements slightly for the following probability calculation.

For j ∈ {3, . . . , 6}, let Ai,j be the event that (fi,Wfi
) satisfies (SPj) but only for those

pairs xy such that xy ∈ G. Note that Ai ⊆
⋂

j∈[6] Ai,j.

To prove the lemma, it suffices to show that P[Ai,j] ≥ 11/12 for each j ∈ [6].

To bound P[Ai,1], we fix fi and count the number of sets Wi ∈
(

W
s

)
such that (fi,Wi)

satisfies (SP1). Note that if we iteratively choose

wj ∈ W ∩
⋂

S∈(fi∪w1...wj−1
3 )

NH(S)

for each j ∈ [s], then (fi, {w1, . . . , ws}) satisfies (SP1). Since dH(S) ≥ (1− ε)N for each

S ∈
(

V (H)
3

)
with NH(S) ̸= ∅, the number of choices for wj is at least |W | −

(
s+3

3

)
εN .

Hence the number of sets Wi ∈
(

W
s

)
such that (fi,Wi) satisfies (SP1) is at least

(|W | −
(

s+3
3

)
εN)s

s! .
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It follows that

P[Ai,1] ≥
(|W | −

(
s+3

3

)
εN)s(

|W |
s

)
s!

≥
(

1−
(
s+ 3

3

)
√
ε

)s

≥ 1− s
(
s+ 3

3

)
√
ε ≥ 11

12 ,

where in the second inequality we used that |W | ≥ δN . By a similar argument, since

W ⊆ V (G) and δ(G) ≥ (1− ε)N , we have

P[Ai,2] ≥ (|W | − (s+ 3)εN)s(
|W |

s

)
s!

≥ 1− s(s+ 3)
√
ε ≥ 11

12 .

To bound P[Ai,3], we fix fi and recall that since Wfi
= {w1, . . . , ws} is chosen uniformly

at random in
(

W
s

)
, each wj is distributed uniformly in W . Since G is an ε-blueprint, (BP1)

implies that d∂H(xy)(xy) ≥ (1− ε)N for every xy ∈ G. Hence for xy ∈ fi and j ∈ [s], we

have that P[wi ̸∈ N∂H(xy)(xy)] ≤ εN/ |W | ≤
√
ε. A union bound implies that

P[Ai,3] ≥ 1− 6s
√
ε ≥ 11

12 .

To bound P[Ai,4] we fix Wfi
and recall that fi is distributed uniformly in M . Since G

is an ε-blueprint, for each xy ∈ G[Wfi
], we have d∂H(xy)(xy) ≥ (1− ε)N . Hence there are

at most 4
(

s
2

)
εN elements of M for which (fi,Wfi

) does not satisfy (SP4). It follows that

P[Ai,4] ≥
|M | − 4

(
s
2

)
εN

|M |
≥ 1− 4

(
s

2

)
√
ε ≥ 11

12 ,

as |M | ≥ δN .

To bound P[Ai,5], we fix fi and let Wfi
= {w1, . . . , ws}. For each distinct j, j′ ∈

[s], wjwj′ is distributed uniformly in
(

W
2

)
. Since G is an ε-blueprint, for each xy ∈ G, we

have d∂H(xy)(xy) ≥ (1− ε)N . Hence, for x ∈ fi and distinct j, j′ ∈ [s], we have

P[xwj ̸∈ G or wj′ ̸∈ N∂H(xwj)(xwj)] ≤
|W | εN
2
(

|W |
2

) .
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A union bound implies that

P[Ai,5] ≥ 1− 4s2 |W | εN
2
(

|W |
2

) ≥ 1− 4s2√ε ≥ 11
12 .

Similarly,

P[Ai,6] ≥ 1− s3 |W | (|W | − 1)εN
3!
(

|W |
3

) ≥ 1− s3√ε ≥ 11
12 .

The following proposition analyses a specific pattern that we will encounter a few times

in our proof.

Proposition 3.5.14. Let H be a 2-edge-coloured 4-graph and let G be a blueprint for H.

Let R be a red tight component of H. Let f ∈ R+ and let (f,W ) be a suitable pair such

that |W | = 3 and there is an edge e ∈ R2[W ]. Let F = {f ′ ∈ Hred[f ∪W ] : e ⊆ f ′}.

Suppose ⋂R[f ∪W ] ̸= ∅. Then there exists x ∈ f ∩ ⋂F . In particular, for any edge

f ′ ∈ H[f ∪W ] with e ⊆ f ′ and x ̸∈ f ′, we have f ′ ∈ Hblue. The same statement holds

with colours reversed.

Proof. Suppose for a contradiction that f ∩ ⋂F = ∅. Let f ′ ∈ F and let z ∈ f ′ ∩ f .

By (SP4), e ∪ z ∈ ∂H(e) = ∂R. Since e ∪ z ⊆ f ′ and f ′ ∈ Hred, we have f ′ ∈ R. Thus

F ⊆ R. It follows that ⋂R[f ∪W ] = ∅, a contradiction.

3.5.3 Proof of Lemma 3.5.3 assuming (H1)

We prove Lemma 3.5.3 for the case that (H1) holds, that is, M ⊆ R.

Proof of Lemma 3.5.3 assuming (H1). Assume for a contradiction that H does not contain

a good 1/r-fractional matching in R or in a blue tight component of H of weight at least

|M |+ γn. Note that |V (G)| ≥ (1− ε)N ≥ N − 2εn ≥ (5/4 + 2η)n. We will construct our

fractional matching in H[V (G)] ignoring the small number of vertices in V (H) \ V (G).
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It suffices to assume that M is a maximum good matching in R (that is a maximum

matching in R+) and that among all such matchings M contains the smallest number of

edges f such that

Gblue[f ] ̸= ∅ and B(e) ̸= BW for all e ∈ Gblue[f ], (3.5.7)

where W = W (M) = V (G)\V (M) and BW is as in Lemma 3.5.8. Here BW is defined since

R+[W ] = ∅ by the maximality of M and |W | ≥ (5/4 + 2η)n− 4 |M | ≥ (1/4 + 2η)n ≥ γn

as |M | < n/4. Let B = BW .

Claim 3.5.15. Let f ∈M and e ∈ Gblue[W ] such that Gblue[f ] ̸= ∅ and (f, e) is a suitable

pair. Then f contains an edge e′ ∈ Gblue[f ] with B(e′) = B.

Proof of Claim. Suppose for a contradiction that B(e′) ̸= B for all e′ ∈ Gblue[f ]. Let

e′ = x1y1 ∈ Gblue[f ] and e = x2y2. By Lemma 3.5.8, B(e) = B. Since G is a blueprint and

B(e′) ̸= B, we have x1x2 ∈ Gred. By (SP5), x1x2y2 ∈ ∂R. If f∗ = x1x2y1y2 ∈ Hred, then

f∗ ∈ R+ and thus the matching M∗ = (M \ {f}) ∪ {f∗} is good and has one less edge

satisfying (3.5.7) than M (since BW (M∗) = BW (M) by Lemma 3.5.8), a contradiction. Hence

f∗ ∈ Hblue. By (SP4), x1x2y2 ∈ ∂H(x2y2) = ∂B and by (SP3), x1y1x2 ∈ ∂H(x1y1) =

∂B(e′). It follows that B(e′) = B, a contradiction. ■

Let U ⊆ W be a set of maximum size such that for each u ∈ U , there exists a distinct

edge f(u) ∈M so that (f(u), u) is a suitable pair and Hred[f(u)∪u] ∼= K
(4)
5 . If |U | ≥ 4γn,

then we are done since the 1/r-fractional matching φ : R → [0, 1] with φ(e) = 1 for

e ∈ M \ ⋃u∈U f(u), φ(e) = 1/4 for each edge e ∈ ⋃u∈U H
red[f(u) ∪ u] and φ(e) = 0 for

all other edges e ∈ R is a good 1/r-fractional matching in R of weight at least |M |+ γn.

Now assume that |U | < 4γn. Let W ′ = W \ U and M ′ = M \ ⋃u∈U f(u). Note that

|W ′| ≥ (5/4 + 2η)n− 4 |M | − 4γn ≥ (1/4 + η)n and 2δn ≤ |M | − 4γn ≤ |M ′| ≤ n/4.

By the maximality of U , we have that

Hblue[f ∪ w] ̸= ∅ (3.5.8)

93



for every suitable pair (f, w) ∈M ′×W ′. Let U ′ ⊆ W ′ be a set of maximum size such that

there exists for each u ∈ U ′, a distinct edge f ′(u) ∈M ′ such that (f ′(u), u) is a suitable

pair and B[f ′(u) ∪ u] ̸= ∅. Let

W ′′ = W ′ \ U ′ and M ′′ = M ′ \
⋃

u∈U ′
f ′(u).

Note that |W ′′| ≥ |W ′| − |U ′| ≥ (1/4 + η)n− |M ′| ≥ ηn ≥ ηN/2. Let γ ≪ δ0 ≪ δ.

Claim 3.5.16. We have |U ′| ≥ |M ′| − δ0n.

Proof of Claim. Suppose not. We have |M ′′| ≥ δ0n ≥ δ0N/2. By the maximality of U ′,

we have

B[f ∪ w] = ∅ (3.5.9)

for every suitable pair (f, w) ∈M ′′ ×W ′′. By Lemma 3.5.13, there exists M∗ ⊆M ′′ with

|M∗| = rγn and disjoint sets Wf ∈
(

W ′′

3

)
for each f ∈M∗ such that (f,Wf ) is a suitable

pair for each f ∈M∗. Let φ0 be the fractional matching induced by the matching M \M∗.

It suffices to show that, for every f ∈ M∗, there exists a 1/r-fractional matching φf in

R[f∪Wf ] of weight at least r+1
r

. Indeed, the completion of φ0+∑f∈M∗ φf with respect to R

is a good 1/r-fractional matching in R of weight at least |M \M∗|+ r+1
r
|M∗| ≥ |M |+ γn

giving us a contradiction.

Consider any f = x1x2x3x4 ∈M∗. By Fact 3.5.11 and since r =
(

9
4

)
!, we may assume

that ⋂R[f ∪Wf ] ̸= ∅. We distinguish between several cases.

Case A: Gred[Wf ] ̸= ∅. Let Wf = uvw with e = uv ∈ Gred[Wf ]. Recall that (f,Wf ) is

a suitable pair. We apply Proposition 3.5.14 with r,H,G,R, f,Wf , e playing the roles of

r,H,G,R∗, f,W, e. So there exists x ∈ f such that

f ′ ∈ Hblue for any edge f ′ ∈ H[f ∪Wf ] with e ⊆ f ′ and x ̸∈ f ′. (3.5.10)

By (3.5.8) and (3.5.9), there exists an edge f∗ ∈ Hblue[f ∪ u] \ B. Since f ∈ R, we have

u ∈ f∗. Let yz ⊆ (f∗ ∩ f) \ x. By (3.5.10), yuvw, yzuv ∈ Hblue. By Lemma 3.5.8 (B1),
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uvw ∈ ∂B. Hence yuvw, yzuv, f∗ ∈ B, a contradiction to f∗ ̸∈ B.

Case B: Gred[Wf ] = ∅. By Lemma 3.5.8 (B2), we have G[Wf ] ⊆ Gblue ⊆ B2. Let

uv ∈ B2[Wf ]. We distinguish between the following cases. It is easy to see that these

cases exhaust all possibilities.

Case B.1:
∣∣∣Gblue[f ]

∣∣∣ ≥ 3 and Gblue[f ] ≇ K1,3. Note that Gblue[f ] is connected, hence

Claim 3.5.15 and the fact that G is a blueprint imply that Gblue[f ] ⊆ B2. By (3.5.8),

there exists an edge f∗ ∈ Hblue[f ∪ u]. Observe that f∗ contains an edge xy ∈ Gblue[f ] and

u ∈ f∗. By (SP3), we have xyu ∈ ∂H(xy) = ∂B. Hence f∗ ∈ B, a contradiction to (3.5.9).

Case B.2:
∣∣∣Gblue[f ]

∣∣∣ ≥ 2 and ⋂
Gblue[f ] ̸= ∅. Without loss of generality assume that

x1x2, x1x3 ∈ Gblue[f ] and x2x3, x2x4, x3x4 ∈ Gred. By Claim 3.5.15 and the fact that G

is a blueprint, we have that Gblue[f ] ⊆ B2. By (3.5.8) and (3.5.9), there exists an edge

f∗ ∈ Hblue[f ∪ u] \B. Observe that f∗ = x2x3x4u since, by (SP3), x1x2u, x1x3u ∈ ∂B. Let

ef,1 = x2x3uv, ef,2 = x2x4uv, ef,3 = x3x4uv. Note that, for all i ∈ [3], we have ef,i∩f ∈ R2

and ef,i ∩Wf ∈ B2 and thus, by (SP3) and (SP4), we have ef,i ∈ R ∪ B. Since f∗ ̸∈ B,

we have ef,i ∈ R for all i ∈ [3]. We are done since {f, ef,1, ef,2, ef,3} ⊆ R[f ∪Wf ] has an

empty intersection, a contradiction.

Case B.3: Gred[f ] contains a copy of C4. Without loss of generality assume that

x1x2, x2x3, x3x4, x1x4 ∈ Gred[f ]. By (SP4), we have uvxj ∈ ∂B for all j ∈ [4]. By (SP3),

we have x1x2u, x2x3u, x3x4u, x1x4u ∈ ∂R for all i ∈ [4].

If x1x2uv and x3x4uv are red, then F = {f, x1x2uv, x3x4uv} ⊆ R has an empty

intersection, a contradiction. So we may assume that x1x2uv is blue and thus in B.

Similarly, by considering {f, x1x4uv, x2x3uv}, we may assume that x1x4uv ∈ B. By (3.5.8)

and (3.5.9), there exists an edge f∗ ∈ Hblue[f ∪ u] \ B. Since x1x2uv, x1x4uv ∈ B, we

have f∗ = x2x3x4u and x2x3uv, x2x4uv, x3x4uv ∈ R. Thus we obtain a contradiction as

{f, x2x3uv, x2x4uv, x3x4uv} ⊆ R has an empty intersection. ■

For the remainder of the proof, our aim is to find a good 1/r-fractional matching

in B of weight at least |M | + γn. For each u ∈ U ′, choose an edge f ∗
u ∈ B[f ′(u) ∪ u]
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which exists by the definition of U ′. Since (f ′(u), u) is a suitable pair, f ∗
u is good. Let

M∗
1 = {f ∗

u : u ∈ U ′} and note that M∗
1 is a good matching in B. Note

|M∗
1 | = |U ′| ≥ |M ′| − δ0n ≥ |M | − 2δ0n.

Let M∗
2 ⊆ B+[V (G) \ V (M∗

1 )] be a maximum matching. If |M∗
1 |+ |M∗

2 | ≥ |M |+ γn, then

we are done. Thus we may assume |M∗
1 |+ |M∗

2 | < |M |+ γn, so |M∗
2 | ≤ 3δ0n. Let

U ′′ = {u ∈ U ′ : (f ′(u) ∪ u) ∩ V (M∗
2 ) = ∅},

M0 =
⋃

u∈U ′′
f ′(u) and

W0 = W ′′ \ V (M∗
2 ) = W ′.

We have

|U ′′| ≥ |U ′| − 4 |M∗
2 | ≥ |M | − 14δ0n ≥ 2δn ≥ δN,

|M0| = |U ′′| ≥ δN and

|W0| ≥ |W ′′| − 4 |M∗
2 | ≥ ηn/2 ≥ ηN/4.

By Lemma 3.5.13, there exist a subset U0 ⊆ U ′′ corresponding to the matching {f ′(u) : u ∈

U0} ⊆M0 of size 3rδ0n and disjoint sets Wu ∈
(

W0
4

)
for each u ∈ U0 such that (f ′(u),Wu)

is a suitable pair for each u ∈ U0.

We now construct a good 1/r-fractional matching φ : B → [0, 1] in B as follows. Let φ0

be the fractional matching induced by the matching (M∗
1\{f ∗

u : u ∈ U0})∪M∗
2 . Suppose that,

for each u ∈ U0, there exists a good 1/r-fractional matching φu in B[f ′(u)∪u∪Wu] of weight

at least r+1
r

. Then the completion of φ0+∑u∈U0 φu with respect toB is a good 1/r-fractional

matching in B of weight at least |M∗
1 |+|M∗

2 |+|U0| /r ≥ |M |−2δ0n+3δ0n ≥ |M |+γn. Thus

it suffices to show that, for each u ∈ U0, there exists a good 1/r-fractional matching φu

in B[f ′(u) ∪ u ∪ Wu] of weight at least r+1
r

. Note that B[f ′(u) ∪ Wu] ∪ {f ∗
u} ⊆ B+.

By Fact 3.5.11, it suffices to show that ⋂(B[f ′(u) ∪Wu] ∪ {f ∗
u}) = ∅.
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Consider any u ∈ U0. Let

f ′(u) = yz1z2z3 ∈ R, f ∗
u = z1z2z3u ∈ B and Wu = w1w2w3w4.

By the maximality of M∗
2 , we have w1w2w3w4 ̸∈ B. Hence (B1) implies that Gred[Wu] = ∅.

Thus by Lemma 3.5.8 (B2), we have G[Wu] ⊆ B2. In particular, w1w2 ∈ B2 and thus (SP4)

and (SP6) imply yw1w2, w1w2w3 ∈ ∂B. By the maximality of M∗
2 and the maximality

of M , we have that yw1w2w3, w1w2w3w4 ∈ Hred \R.1

We distinguish between two cases.

Case A: At least two of yz1, yz2, yz3 are in Gred. Without loss of generality

assume that yz1, yz2 ∈ Gred. By (SP3), we have yz1w1, yz2w1 ∈ ∂R. Since yw1w2w3 ∈

Hred \ R and yw1w2 ∈ ∂B, we have yz1w1w2, yz2w1w2 ∈ B. Thus we are done since

{z1z2z3u, yz1w1w2, yz2w1w2} ⊆ B has an empty intersection.

Case B: At least two of yz1, yz2, yz3 are in Gblue. Without loss of generality

assume that yz1, yz2 ∈ Gblue, so Gblue[yz1z2z3] is connected. Since w1w2 ∈ Gblue[W ] and

(yz1z2z3, w1w2) is a suitable pair, Claim 3.5.15 implies that B(yz1) = B(yz2) = B and thus

yz1w1, yz2w1 ∈ ∂B by (SP3). If yz1w1w2, yz2w1w2 ∈ Hblue, then yz1w1w2, yz2w1w2 ∈ B

(since w1w2y ∈ ∂B by (SP4)). Note that {z1z2z3u, yz1w1w2, yz2w1w2} ⊆ B has an empty

intersection and thus we are done.

Hence, we may assume without loss of generality that yz1w1w2 is red. Since yw1w2w3 ∈

Hred \ R and yz1w1 ∈ ∂B, we have yz1z2w1, yz1z3w1 ∈ B. If yz2w1w2 is red, then

yz2z3w1 ∈ B (since yw1w2w3 ∈ Hred \ R and yz2w1 ∈ ∂B). Thus we are done since

{z1z2z3u, yz1z2w1, yz1z3w1, yz2z3w1} ⊆ B has an empty intersection. If yz2w1w2 is blue,

then we have yz2w1w2 ∈ B since yw1w2 ∈ ∂B. Thus we are done since {z1z2z3u, yz1z3w1,

yz2w1w2} ⊆ B has an empty intersection.

This completes the proof.
1Since yz1z2z3 ∈ R and R is a red tight component, this implies that we have yzi1zi2wi3 ∈ Hblue or

yzi1wi2wi3 ∈ Hblue for all distinct i1, i2, i3 ∈ [4].
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3.5.4 Proof of Lemma 3.5.3 assuming (H2)

We now prove the remaining case of Lemma 3.5.3, that is when M is contained in a blue

tight component B of H. Note that the proof is similar to the proof for the case where we

assume (H1).

Proof of Lemma 3.5.3 assuming (H2). Assume for a contradiction that H does not contain

a good 1/r-fractional matching in R or in a blue tight component of H of weight at least

|M | + γn. Note that |V (G)| ≥ (1 − ε)N ≥ N − 2εn ≥ (5/4 + 2η)n. We will construct

all our good fractional matching in H[V (G)] ignoring the small number of vertices in

V (H) \ V (G).

It suffices to assume that M is a maximum good matching in B, that is a maximum

matching in B+. Let W = V (G) \ V (M). Note that B+[W ] = ∅.

Claim 3.5.17. If f ∈M is an edge such that Gblue[f ] contains a triangle or a matching

of size 2, then Gblue[f ] contains an edge e ∈ B2. Moreover, if
∣∣∣Gblue[f ]

∣∣∣ ≥ 4, then

Gblue[f ] ⊆ B2.

Proof of Claim. Let f be such an edge in M . Since M is a good matching, there exists

z ∈ f such that xyz ∈ ∂H(xy) for every xy ∈
(

f\{z}
2

)
. Observe that there exists

e ∈
(

f\{z}
2

)
∩Gblue. Hence e∪ z ∈ ∂B(e). Since f ∈ B, we have B(e) = B, that is, e ∈ B2.

If
∣∣∣Gblue[f ]

∣∣∣ ≥ 4, then Gblue[f ] contains a triangle or a matching of size 2 and thus by

the previous argument Gblue[f ] contains an edge e ∈ B2. Moreover, Gblue[f ] is connected

and thus, since G is a blueprint, we have Gblue[f ] ⊆ B2. ■

Let U ⊆ W be a set of maximum size such that for each u ∈ U there exists a distinct

edge f(u) ∈ M for which (f(u), u) is a suitable pair and Hblue[f(u) ∪ u] ∼= K
(4)
5 . If

|U | ≥ 4γn, then we are done since the 1/r-fractional matching φ : B → [0, 1] with φ(e) = 1

for e ∈ M \ ⋃u∈U f(u), φ(e) = 1/4 for each edge e ∈ ⋃u∈U H
blue[f(u) ∪ u] and φ(e) = 0

for all other edges e ∈ B is a good 1/r-fractional matching in B and has weight at least

|M |+ γn. Now assume that |U | < 4γn.
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Let W ′ = W \ U and M ′ = M \ ⋃u∈U f(u). Note that

|W ′| ≥ (5/4 + 2η)n− 4 |M | − 4γn ≥ (1/4 + η)n (3.5.11)

and 2δn ≤ |M | − 4γn ≤ |M ′| ≤ n/4. By the maximality of U , we have

Hred[f ∪ w] ̸= ∅ (3.5.12)

for every suitable pair (f, w) ∈M ′ ×W ′.

We distinguish between two cases.

Case 1: Gred[W ′] = ∅ and B2[W ′] ̸= ∅. Recall that |W ′| ≥ (1/4 + η)n and

δ(G) ≥ (1− ε)N . So G[W ′] is connected. Hence G[W ′] ⊆ B2. We start by proving the

following claim.

Claim 3.5.18. There exists a red tight component R∗ of H such that H+[W ′] ⊆ R+
∗ .

Proof of Claim. By the maximality of M and G[W ′] ⊆ B2, we have H+[W ′] ⊆ Hred.1

By Corollary 3.5.7, H+[W ′] is tightly connected. Hence there exists a red tight compon-

ent R∗ of H such that H+[W ′] ⊆ R+
∗ . ■

Let U ′ ⊆ W ′ be a set of maximum size such that for each u ∈ U ′, there exists a

distinct edge f ′(u) ∈ M ′ so that (f ′(u), u) is a suitable pair and R∗[f ′(u) ∪ u] ̸= ∅. Let

W ′′ = W ′ \ U ′ and M ′′ = M ′ \ ⋃u∈U ′ f ′(u). Note that

|W ′′| ≥ |W ′| − |U ′| ≥ (1/4 + η)n− |M ′| ≥ ηn.

Let δ0 be a new constant such that γ ≪ δ0 ≪ δ.

Claim 3.5.19. We have |U ′| ≥ |M ′| − δ0n ≥ |M | − 2δ0n.

1Suppose there was an edge f ∈ H+[W ′] ∩Hblue. Since f ∈ H+, by (G3), there exists z ∈ f such
that xyz ∈ ∂H(xy) for all xy ∈

(
f\{z}

2
)
. Let xy ∈

(
f\{z}

2
)
. Since G[W ′] ⊆ B2, we have xy ∈ B2 and thus

xyz ∈ ∂B. Hence f ∈ B, a contradiction to the maximality of M .
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Proof of Claim. Suppose not. We have |M ′′| ≥ δ0n ≥ δ0N/2. By the maximality of U ′,

we have

R∗[f ∪ w] = ∅ (3.5.13)

for every suitable pair (f, w) ∈M ′′ ×W ′′. By Lemma 3.5.13, there exists M∗ ⊆M ′′ with

|M∗| = rγn and disjoint sets Wf ∈
(

W ′′

4

)
for each f ∈M∗ such that (f,Wf ) is a suitable

pair for each f ∈M∗. Let φ0 be the fractional matching induced by the matching M \M∗.

It suffices to show that, for every f ∈M∗, there exists a good 1/r-fractional matching φf in

B[f∪Wf ] of weight at least r+1
r

. Indeed the completion of φ0 +∑f∈M∗ φf with respect to B

is a good 1/r-fractional matching in B of weight at least |M \M∗|+ r+1
r
|M∗| ≥ |M |+ γn

giving us a contradiction.

Consider any f = x1x2x3x4 ∈M∗. By Fact 3.5.11, r =
(

9
4

)
! and B[f ∪Wf ] ⊆ B+, we

may assume that ⋂B[f ∪Wf ] ̸= ∅.

Let Wf = w1w2w3w4 ∈ H+[W ′′] ⊆ R+
∗ . Let W ∗

f = w1w2w3 and e = w1w2. Note that

(f,W ∗
f ) is a suitable pair and e ∈ B2 since G[W ′] ⊆ B2. We apply Proposition 3.5.14 with

colours reversed and r,H,G,B, f,W ∗
f , e playing the roles of r,H,G,R∗, f,W, e. So there

exists x ∈ f such that

f ′ ∈ Hred for any edge f ′ ∈ H[f ∪W ∗
f ] with e = w1w2 ⊆ f ′ and x ̸∈ f ′. (3.5.14)

By (3.5.12) and (3.5.13), there exists an edge f∗ ∈ Hred[f ∪ w1] \ R∗. Since f ∈ B,

we have w1 ∈ f∗. Let yz = (f∗ ∩ f) \ x. By (3.5.14), yw1w2w3, yzw1w2 ∈ Hred. Since

w1w2w3w4 ∈ H+[W ′′] ⊆ R+
∗ , w1w2w3 = W ∗

f ∈ ∂R∗. Hence yw1w2w3, yzw1w2, f∗ ∈ R∗, a

contradiction to f∗ ̸∈ R∗. ■

We now find a matching in R+
∗ as follows. For each u ∈ U ′, choose an edge f ∗

u ∈

R∗[f ′(u) ∪ u] and note that, since (f ′(u), u) is a suitable pair, f ∗
u is good. Let M∗

1 =

{f ∗
u : u ∈ U ′}, so M∗

1 is a matching in R+
∗ [V (H) \W ′′]. By Claim 3.5.18, H+[W ′′] ⊆ R+

∗ .

By Proposition 3.5.5, R+
∗ [W ′′] contains a matching M∗

2 of size at least |W ′′|
4 − γN ≥
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|W ′′|
4 − 2γn.

Thus M∗
1 ∪M∗

2 is a matching in R+
∗ of size

|M∗
1 |+ |M∗

2 | ≥ |U ′|+ |W
′′|

4 − 2γn = 1
4(3 |U ′|+ |W ′|)− 2γn

Claim 3.5.19, (3.5.11)

≥ 1
4(3 |M | − 6δ0n+ (5/4 + 2η)n− 4 |M | − 4γn)− 2γn

≥ 1
4((5/4 + η)n− |M |) ≥ n

4 ,

where the last inequality holds as |M | < n/4. Hence H contains a good monochromatic

tightly connected matching of size at least n/4, a contradiction.

Case 2: Gred[W ′] ̸= ∅ or B2[W ′] = ∅. Recall that by the maximality of M , we have

B+[W ′] = ∅.

Claim 3.5.20. Let y1y2y3y4 ∈ H+[W ′] with y1y2 ∈ B2 and y1y2y3 ∈ ∂B. Then y1y2y3y4 ∈

R+.

Proof of Claim. If B2[W ′] = ∅, then this is vacuously true. Hence we may assume

that Gred[W ′] ̸= ∅. Suppose to the contrary, that y1y2y3y4 ̸∈ R+. Since B+[W ′] = ∅,

we have y1y2y3y4 ∈ Hred \ R. Let x1x2 ∈ Gred[W ′]. By Proposition 3.5.6, there exist

vertices z1, z2, z3 ∈ W ′ such that H+[y1y2y3y4z1z2z3] ∼= K
(4)
7 , H+[x1x2z1z2z3] ∼= K

(4)
5 ,

y1y2z1 ∈ ∂H(y1y2), y1z1z2 ∈ ∂H(y1z1), z1z2z3 ∈ ∂H(z1z2), x1z1z2 ∈ ∂H(x1z1) and

x1x2z1 ∈ ∂H(x1x2).

Since y1y2 ∈ B2, we have y1y2z1 ∈ ∂B. Since B+[W ′] = ∅ and y1y2y3y4 ∈ Hred \R, we

have y1y2z1z2, y1y2y3z1 ∈ Hred \ R. This implies that y1z1 ∈ Gblue (or else y1y2z1z2 ∈ R)

and so y1z1 ∈ B2. Thus y1z1z2 ∈ ∂B and y1z1z2z3 ∈ Hred \ R (or else B+[W ′] ̸= ∅).

Similarly, we deduce that z1z2 ∈ Gblue and so z1z2 ∈ B2. Thus z1z2z3 ∈ ∂B and since

B+[W ′] = ∅, x1z1z2z3 ∈ Hred \ R. It follows that x1z1 ∈ Gblue and so x1z1 ∈ B2. Thus

x1z1z2 ∈ ∂B and since B+[W ′] = ∅, x1x2z1z2 ∈ Hred. Since x1x2 ∈ Gred, we have

x1x2z1 ∈ ∂R and thus y1y2y3y4 ∈ R+, a contradiction. ■
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Let U ′ ⊆ W ′ be a set of maximum size such that for each u ∈ U ′, there exists a

distinct edge f ′(u) ∈ M ′ for which (f ′(u), u) is a suitable pair and R[f ′(u) ∪ u] ̸= ∅.

Let W ′′ = W ′ \ U ′ and M ′′ = M ′ \ ⋃u∈U ′ f ′(u). Note that |W ′′| = |W ′| − |U ′| ≥

(1/4 + η)n− |M ′| ≥ ηn ≥ ηN/2. Let δ0 be a new constant such that γ ≪ δ0 ≪ δ.

Claim 3.5.21. We have |U ′| ≥ |M ′| − δ0n.

Proof of Claim. Suppose not. We have |M ′′| ≥ δ0n ≥ δ0N/2. By the maximality of U ′,

we have

R[f ∪ w] = ∅ (3.5.15)

for every suitable pair (f, w) ∈M ′′ ×W ′′. By Lemma 3.5.13, there exists M∗ ⊆M ′′ with

|M∗| = rγn and disjoint sets Wf ∈
(

W ′′

4

)
for each f ∈M∗ such that (f,Wf ) is a suitable

pair for each f ∈M∗.

Let φ0 be the fractional matching induced by the matching M \M∗. Suppose that, for

every f ∈M∗, there exists good a 1/r-fractional matching φf in B[f ∪Wf ] of weight at

least r+1
r

. Then the completion of φ0 +∑f∈M∗ φf with respect to B is a good 1/r-fractional

matching in B of weight at least |M \M∗| + r+1
r
|M∗| ≥ |M | + γn. Thus it suffices to

show that, for every f ∈ M∗, there exists a 1/r-fractional matching φf in B[f ∪Wf ] of

weight at least r+1
r

.

Consider any f = x1x2x3x4 ∈ M∗. By Fact 3.5.11, B[f ∪Wf ] ⊆ B+ and r =
(

9
4

)
!, it

suffices to show that ⋂B[f ∪Wf ] = ∅. Let uv ∈ G[Wf ]. We distinguish between several

cases.

Case A:
∣∣∣Gred[f ]

∣∣∣ ≥ 3 with Gred[f ] ≇ K1,3 or Gred[f ] is a matching of size 2.

By (3.5.12), there exists an edge f∗ ∈ Hred[f ∪ u]. Observe that f∗ contains an edge

xy ∈ Gred[f ] and u ∈ f∗. By (SP3), we have xyu ∈ ∂H(xy) = ∂R. Hence f∗ ∈ R, a

contradiction to (3.5.15).

Case B: uv ∈ Gred,
∣∣∣Gred[f ]

∣∣∣ ≥ 2 and ⋂
Gred[f ] ̸= ∅. Without loss of generality

assume that x1x2, x1x3 ∈ Gred[f ] and x2x3, x2x4, x3x4 ∈ Gblue. By Claim 3.5.17, we have
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B(x2x3) = B(x2x4) = B(x3x4) = B. By (3.5.12) and (3.5.15), there exists an edge

f∗ ∈ Hred[f ∪ u] \R. Observe that f∗ = x2x3x4u since, by (SP3), x1x2u, x1x3u ∈ ∂R. Let

ef,1 = x2x3uv, ef,2 = x2x4uv, ef,3 = x3x4uv. Note that, for all i ∈ [3], we have ef,i∩f ∈ B2

and ef,i ∩Wf = uv ∈ R2 and thus, by (SP3) and (SP4), we have ef,i ∈ R ∪ B. Since

f∗ ̸∈ R, we have ef,i ∈ B for all i ∈ [3]. We are done since {f, ef,1, ef,2, ef,3} ⊆ B has an

empty intersection.

Case C: uv ∈ Gred and Gblue[f ] contains a copy of C4. We assume without loss of

generality that x1x2, x2x3, x3x4, x1x4 ∈ Gblue[f ]. By Claim 3.5.17, x1x2, x2x3, x3x4, x1x4 ∈

B2. By (SP4), we have uvxi ∈ ∂R for all i ∈ [4]. By (SP3), we have x1x2u, x2x3u, x3x4u,

x1x4u ∈ ∂B. If x1x2uv and x3x4uv are blue, then both are in B+ and together with f

they form a set F ⊆ B[f ∪Wf ] with ⋂F = ∅. So we may assume that x1x2uv is red and

thus in R. Similarly, we may assume that x1x4uv ∈ R. By (3.5.12) and (3.5.15), there

exists an edge f∗ ∈ Hred[f ∪ u] \R. Since x1x2uv, x1x4uv ∈ R, we have f∗ = x2x3x4u and

x2x3uv, x2x4uv, x3x4uv ∈ B. Thus we are done since F = {f, x2x3uv, x2x4uv, x3x4uv} has

an empty intersection.

Case D: uv ∈ B2. Let W ∗
f = uvw ⊆ Wf . Note that since (f,Wf) is a suitable pair

and W ∗
f ⊆ Wf , we have that (f,W ∗

f ) is a suitable pair. Suppose for a contradiction, that⋂
B[f∪Wf ] ̸= ∅. We apply Proposition 3.5.14 with colours reversed and r,H,G,B, f,W ∗

f , e

playing the roles of r,H,G,R∗, f,W, e. We have that there exists x ∈ f such that

f ′ ∈ Hred for any edge f ′ ∈ H[f ∪W ∗
f ] with e = uv ⊆ f ′ and x ̸∈ f ′. (3.5.16)

By (3.5.12) and (3.5.15), there exists an edge f∗ ∈ Hred[f ∪ u] \ R. Since f ∈ B, we

have u ∈ f∗. Let yz ⊆ (f∗ ∩ f) \ x. By (3.5.16), yuvw, yzuv ∈ Hred. Let w′ ∈ Wf \ uvw.

Since uv ∈ B2, we have uvw ∈ ∂B. Since (f,Wf) is a suitable pair, uvww′ ∈ H+.

By Claim 3.5.20, we have uvww′ ∈ R+ and thus uvw ∈ ∂R. Hence yuvw, yzuv, f∗ ∈ R, a

contradiction to f∗ ̸∈ R.

Case E: uv ∈ Gblue \ B2. If
∣∣∣Gred[f ]

∣∣∣ ≥ 3 with Gred[f ] ≇ K1,3 or Gred[f ] is a matching
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of size 2, then we are in Case A. Hence we may assume that Gblue[f ] contains a triangle.

We assume without loss of generality that x1x2, x2x3, x1x3 ∈ Gblue. By Claim 3.5.17, we

have Gblue[f ] ⊆ B2. By (SP3), we have x1x2u, x2x3u, x1x3u ∈ ∂B. Let B∗ = B(uv) ̸= B.

By (SP4), we have uvxi ∈ ∂B∗ for all i ∈ [3]. Hence, since B∗ ̸= B, we have E =

{x1x2uv, x2x3uv, x1x3uv} ⊆ Hred. Since uv ∈ B2
∗ and B∗ ≠ B, we have xiu ∈ Gred for

all i ∈ [3]. By (SP5), we have xiuv ∈ ∂R for all i ∈ [3]. Hence E ⊆ R. It follows that

x1x2u, x2x3u, x1x3u ∈ ∂R. This contradicts the fact that Hred[f ∪ u] \R ≠ ∅ which holds

by (3.5.12) and (3.5.15). ■

For the remainder of the proof, our aim is to find a good 1/r-fractional matching in R

of weight at least |M | + γn. For each u ∈ U ′, choose an edge f ∗
u ∈ R[f ′(u) ∪ u]. Since

(f ′(u), u) is a suitable pair, f ∗
u is good. Let M∗

1 = {f ∗
u : u ∈ U ′}, so M∗

1 is a good matching

in R. Note

|M∗
1 | = |U ′| ≥ |M ′| − δ0n ≥ |M | − 2δ0n.

Let M∗
2 ⊆ R+ be a maximum matching vertex-disjoint from M∗

1 . If |M∗
1 |+|M∗

2 | ≥ |M |+γn,

then we are done. Thus we may assume |M∗
1 | + |M∗

2 | < |M | + γn, so |M∗
2 | ≤ 3δ0n.

Let U ′′ = {u ∈ U ′ : (f ′(u) ∪ u) ∩ V (M∗
2 ) = ∅}. We have |U ′′| ≥ |U ′| − 4 |M∗

2 | ≥

|M | − 14δ0n ≥ 2δn ≥ δN . Let M0 = ⋃
u∈U ′′ f ′(u) and note that |M0| = |U ′′| ≥ δN .

Recall that W ′′ = W ′ \ U ′ and |W ′′| ≥ ηN/2 and let W0 = W ′′ \ V (M∗
2 ) and note

that |W0| ≥ |W ′′| − 4 |M∗
2 | ≥ ηN/4. By Lemma 3.5.13, there exist a subset U0 ⊆ U ′′

corresponding to the matching ⋃u∈U0 f
′(u) ⊆M0 of size 3rδ0n and disjoint sets Wu ∈

(
W0
4

)
for each u ∈ U0 such that (f ′(u),Wu) is a suitable pair for each u ∈ U0.

We now construct a good 1/r-fractional matching φ : R→ [0, 1] in R as follows. Let φ0

be the fractional matching induced by the matching (M∗
1\{f ∗

u : u ∈ U0})∪M∗
2 . Suppose that,

for each u ∈ U0, there exists a good 1/r-fractional matching φu in R[f ′(u)∪u∪Wu] of weight

at least r+1
r

. Then the completion of φ0+∑u∈U0 φu with respect to R is a good 1/r-fractional

matching in R of weight at least |M∗
1 |+|M∗

2 |+|U0| /r ≥ |M |−2δ0n+3δ0n ≥ |M |+γn. Thus

it suffices to show that, for each u ∈ U0, there exists a good 1/r-fractional matching φu in

104



R[f ′(u) ∪ u ∪Wu] of weight at least r+1
r

.

Consider any u ∈ U0. Note that f ∗
u is good and since (f ′(u),Wu) is a suitable pair, any

edge in H[f ′(u) ∪Wu] is good. By Fact 3.5.11, it suffices to show that ⋂(R[f ′(u) ∪Wu] ∪

{f ∗
u}) = ∅.

Let

f ′(u) = yz1z2z3 ∈ B, f ∗
u = z1z2z3u ∈ R and Wu = w1w2w3w4.

By the maximality of M , we have w1w2w3w4 ̸∈ B. By the maximality of M∗
2 , we have

w1w2w3w4 ̸∈ R. Hence Claim 3.5.20 and (SP6) imply that B2[Wu] = ∅. It follows that

the following cases exhaust all possibilities.

Case A: Gred[Wu] ̸= ∅. We assume without loss of generality that w1w2 ∈ Gred.

By (SP6) and (SP4), w1w2w3, w1w2y ∈ ∂R. Since w1w2w3w4 ̸∈ R∪B, we have w1w2w3w4 ∈

Hblue \B. By the maximality of M∗
2 , we have yw1w2w3 ∈ Hblue \B. We now consider the

colours of the edges yzi for i ∈ [3].

Case A.1: At least two edges in {yzi : i ∈ [3]} are in B2. We assume without loss of

generality that yz1, yz2 ∈ B2. By (SP3), yz1w1, yz2w1 ∈ ∂B. Since yw1w2w3 ∈ Hblue \B,

we have yz1w1w2, yz2w1w2 ∈ Hred. Since w1w2y ∈ ∂R, we have {z1z2z3u, yz1w1w2,

yz2w1w2} ⊆ R. Moreover, this set has an empty intersection and so we are done.

Case A.2: At least two edges in {yzi : i ∈ [3]} are in Gred. We assume without loss

of generality that yz1, yz2 ∈ Gred. By (SP3), we have yz1w1, yz2w1 ∈ ∂R. We distinguish

between the following three subcases.

If yz1w1w2, yz2w1w2 are both red, then, yz1w1w2, yz2w1w2 ∈ R as yw1w2 ∈ ∂R. We

are done since {z1z2z3u, yz1w1w2, yz2w1w2} ⊆ R has an empty intersection.

If yz1w1w2 is blue and yz2w1w2 is red, then since yz2w1 ∈ ∂R and yw1w2w3 ∈ Hblue\B,

we have yz2w1w2 ∈ R and yz1w1w2 ∈ Hblue\B. From yz1z2z3 ∈ B and yz1w1w2 ∈ Hblue\B,

it follows that yz1z3w1 ∈ Hred. Since yz1w1 ∈ ∂R, we have yz1z3w1 ∈ R. We are done

since {z1z2z3u, yz1z3w1, yz2w1w2} ⊆ R has an empty intersection.

Hence we may assume that yz1w1w2, yz2w1w2 are both blue. Since yw1w2w3 ∈ Hblue\B
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and yz1z2z3 ∈ B, we have yz1z2w1, yz1z3w1, yz2z3w1 ∈ Hred. From yz1w1, yz2w1 ∈ ∂R, it

follows that yz1z2w1, yz1z3w1, yz2z3w1 ∈ R. We are done since {z1z2z3u, yz1z2w1, yz1z3w1,

yz2z3w1} ⊆ R has an empty intersection.

Case A.3: At least two edges in {yzi : i ∈ [3]} are in Gblue\B2. We assume without

loss of generality that yz1, yz2 ∈ Gblue \ B2. Let B∗ = B(yz1) = B(yz2) and note that

B∗ ̸= B. We have z1z2, z1z3, z2z3 ∈ Gred (or else Claim 3.5.17 implies yz1, yz2 ∈ B2). Since

yz1w1, yz2w1 ∈ ∂B∗ by (SP3) and yz1z2z3 ∈ B ̸= B∗, we have yz1z2w1, yz1z3w1, yz2z3w1 ∈

Hred. Since z1z2w1, z1z3w1, z2z3w1 ∈ ∂R by (SP3), we have yz1z2w1, yz1z3w1, yz2z3w1 ∈ R.

We are done since {z1z2z3u, yz1z2w1, yz1z3w1, yz2z3w1} ⊆ R has an empty intersection.

Case B: G[Wu] ⊆ Gblue \ B2. Since G is a blueprint all the edges in G[Wu] induce the

same blue tight component B∗ ≠ B of H. By (SP4) and (SP6), yw1w2, yw1w3, yw2w3,

w1w2w3 ∈ ∂B∗.

Case B.1: At least one edge in {yzi : i ∈ [3]} is in B2. We assume without loss

of generality that yz1 ∈ B2. By (SP4), yz1w1 ∈ ∂B. Note that yw1 ∈ Gred (else B∗ = B

since G is a blueprint). By (SP5), yw1w2 ∈ ∂R and the maximality of M∗
2 implies

yw1w2w3 ∈ B∗. Since B ̸= B∗, yz1w1 ∈ ∂B and yw1w2 ∈ ∂R, we have yz1w1w2 ∈ R.

If yz2w1w2 is red, then we have yz2w1w2 ∈ R as yw1w2 ∈ ∂R. Moreover, {z1z2z3u,

yz1w1w2, yz2w1w2} ⊆ R has an empty intersection. Hence we may assume that yz2w1w2

is blue. We have yz2w1w2 ∈ B∗ since yw1w2w3 ∈ B∗. It follows that yz2z3w1 ∈ Hred (else

B = B∗).

Now if yz2 ∈ Gred, then yz2w1 ∈ ∂R by (SP3) and thus yz2z3w1 ∈ R. We are done

since {z1z2z3u, yz1w1w2, yz2z3w1} ⊆ R has an empty intersection. Hence we may assume

that yz2 ∈ Gblue. Since yz1 ∈ B2 and G is a blueprint, we have yz2 ∈ B2. By (SP3), we

have yz2w1 ∈ ∂B. Since B∗ ̸= B, yz2w1 ∈ ∂B and yw1w2 ∈ ∂R, we have yz2w1w2 ∈ R.

We are done since {z1z2z3u, yz1w1w2, yz2w1w2} ⊆ R has an empty intersection.

Case B.2: At least one of the edges z1z2, z1z3, z2z3 is in B2. We assume without

loss of generality that z1z2 ∈ B2. We may assume that yz1, yz2 ∈ Gred (else we are in

Case B.1). By (SP4), we have yz1w1, yz2w1 ∈ ∂R. Let F1 = {yz1w1w2, yz1z3w1} and
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F2 = {yz2w1w2, yz2z4w1}. We claim that each of F1 and F2 contains a red edge. Suppose

not, and assume without loss of generality that F1 ⊆ Hblue. Since yz1z2z3 = f ′(u) ∈ B

and yw1w2 ∈ ∂B∗, we have B∗ = B, a contradiction. Let f1 ∈ F1 and f2 ∈ F2 be red

edges. Since yz1w1, yz2w1 ∈ ∂R, we have f1, f2 ∈ R. We are done since {f ∗
u , f1, f2} ⊆ R

has an empty intersection.

Case B.3: f contains no edges of B2. Since f contains no edges of B2, Claim 3.5.17

implies that Gblue[f ] does not contain a triangle. Thus we may choose edges e12 ∈

Gred[yz1z2], e13 ∈ Gred[yz1z3] and e23 ∈ Gred[yz2z3]. Let F12 = {yz1z2w1, e12 ∪ w1w2},

F13 = {yz1z3w1, e13 ∪ w1w3} and F23 = {yz2z3w2, e23 ∪ w2w3}. Suppose that each of

F12, F13 and F23 contains a red edge f12, f13 and f23, respectively. By (SP3), we have

that e12 ∪ w1, e13 ∪ w1, e23 ∪ w2 ∈ ∂R and thus F = {f ∗
u , f12, f13, f23} ⊆ R. We are done

since F has an empty intersection. Hence we may assume that one of F12, F13 and F23

contains only blue edges. We assume without loss of generality that F12 contains only

blue edges. That is yz1z2w1 and e12 ∪ w1w2 are blue. Note that these two edges are

in B since yz1z2z3 = f ′(u) ∈ B. By (SP4), we have z1w1w2, z2w1w2 ∈ ∂B∗. Hence

yz1z2w1, e12 ∪ w1w2 ∈ B∗. This contradicts B∗ ̸= B.

This completes the proof.

3.6 Proof of Theorem 1.2.1

Definition 3.6.1. Let µs
k(β, ε, n) be the largest µ such that every 2-edge-coloured (1−ε, ε)-

dense k-graph on n vertices contains a factional matching with weight µ such that all edges

with non-zero weight have weight at least β and lie in s monochromatic tight components.

Let µs
k(β) = lim infε→0 lim infn→∞ µs

k(β, ε, n)/n.

We will also reuse the crucial result Corollary 2.3.12 from Chapter 2 that reduces

finding cycles in the original graph to finding tightly connected matchings in the reduced

graph.
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We are now ready to prove Theorem 1.2.1.

Proof of Theorem 1.2.1. Let 1/n ≪ c ≪ η ≪ ε. Let K be a 2-edge-coloured complete

4-graph on N = (5 + ε)n vertices. We show that K contains a monochromatic tight

cycle of length 4n. Note that Lemma 3.5.1 implies that µ1
4(c) ≥ 1/5 − η. Applying

Corollary 2.3.12 with N, η, c, 4, K playing the roles of n, η, β, k,K we obtain that K

contains a monochromatic tight cycle of length ℓ for any ℓ ≤ (µ1
4(c)− η)4N divisible by 4.

Since

(µ1
4(c)− η)4N ≥ (1/5− 2η)(5 + ε)4n ≥ 4n,

we have that K contains a monochromatic tight cycle of length 4n.

3.7 Concluding remarks

Here we determined the Ramsey number for 4-uniform tight cycles asymptotically in the

case where the length of the tight cycle is divisible by 4. The cases where the length of

the tight cycle is not divisible by 4 are still open. The general conjecture for the Ramsey

numbers of tight cycles is as follows.

Conjecture 3.7.1 (Haxell,  Luczak, Peng, Rödl, Ruciński, Skokan [67]). Let k ≥ 2,

0 ≤ i ≤ k − 1 and d = gcd(k, i). Then r(C(k)
kn+i) = (1 + o(1))d+1

d
kn.

The lower bound is given by the following extremal example.

Proposition 3.7.2. Let n ≥ 1, k ≥ 2 and 0 ≤ i ≤ k − 1. Then r(C(k)
kn+i) ≥ d+1

d
kn − 2

where d = gcd(k, i).

Proof. Let N = d+1
d
kn − 2 and consider the following red-blue edge-colouring of K(k)

N .

Partition the vertex set of K(k)
N into two sets X and Y such that |X| = k

d
n − 1 and

|Y | = kn− 1. Colour each edge that has an even number of vertices in X red and all other

edges blue. Note that each monochromatic tight component in this red-blue edge-colouring

of K(k)
N consists of all edges e such that |e ∩X| = r1 and |e ∩ Y | = r2 for some pair of
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nonnegative integers (r1, r2) with r1 + r2 = k. We claim that this red-blue edge-colouring

of K(k)
N does not contain a monochromatic copy of C(k)

kn+i. Suppose for a contradiction that

there is a monochromatic copy C of C(k)
kn+i. Let (r1, r2) be the pair of nonnegative integers

that correspond to the monochromatic tight component that contains C. Note that if

r1 = 0, then V (C) ⊆ Y . But since |V (C)| = kn + i > kn − 1 = |Y |, this is impossible.

Hence r1 ≥ 1.

First suppose that i = 0. Then d = k and so |X| = n − 1. By double counting the

pairs (v, e) such that v ∈ V (C) ∩X and v ∈ e ∈ C, we have k |V (C) ∩X| = r1kn. Since

n− 1 = |X| ≥ |V (C) ∩X| = r1n ≥ n, we have a contradiction.

Now suppose that 1 ≤ i ≤ k − 1. By the same double counting argument as above,

we have k |V (C) ∩X| = r1(kn + i). Hence k | r1(kn + i) and thus k | r1i. Thus r1i is a

common multiple of i and k. It follows that ik = gcd(k, i)lcm(k, i) ≤ dr1i and so r1 ≥ k
d
.

Now we have |X| ≥ |X ∩ V (C)| = r1
k

(kn+ i) ≥ r1n ≥ k
d
n > |X|, a contradiction.

For 4-uniform tight cycles, Conjecture 3.7.1 implies that r(C(4)
4n+1) = (1 + o(1))8n =

r(C(4)
4n+3) and r(C(4)

4n+2) = (1 + o(1))6n. In order to prove these remaining cases, finding

a large monochromatic tightly connected fractional matching in the reduced graph is no

longer sufficient. Indeed, if the corresponding monochromatic tight component in the

original graph is a complete 4-partite 4-graph, then it only contains tight cycles of length

divisible by 4. A natural approach to overcome this problem is to additionally require that

the chosen monochromatic tight component in the reduced graph contains a copy of C(4)
5

(or a subgraph homomorphic to C(4)
5 ). One of the difficulties with this approach is that we

can no longer just choose a maximum matching in a monochromatic tight component, as

these matchings can now be arbitrarily large (as long as we cannot also find a subgraph

homomorphic to C(4)
5 ). Thus a lot of the arguments we used in our proof do no longer

apply in this setting. Nevertheless we hope that some of our methods will be useful for

further research on this conjecture.
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CHAPTER 4

RESILIENCE FOR TIGHT HAMILTONICITY

Due to space constraints for this thesis, we omit several more technical proofs of results

in this chapter. For any proofs thus omitted we refer the reader to the full paper this

chapter is based on [8]. Our aim in this chapter is to prove Theorem 1.3.1. We recall some

definitions before stating the theorem again.

Recall that G(k)(n, p) is the binomial random k-graph, that is the k-graph on n vertices

for which each k-set of vertices forms an edge independently with probability p. Recall that

we say an event holds asymptotically almost surely (a.a.s. for short) if its probability tends

to 1 as n tends to infinity. Finally, recall that for a k-graph G, we denote by δk−1(G) the

minimum codegree of G, that is δk−1(G) = min
S∈(V (G)

k−1 ) dG(S), where, for S ⊆ V (G), dG(S)

is the number of edges of G that contain S.

We now recall the statement of Theorem 1.3.1.

Theorem 1.3.1. Given any γ > 0 and k ≥ 3, if p ≥ n−1+γ, we show that Γ = G(k)(n, p)

a.a.s. satisfies the following. Let G be any n-vertex subgraph of Γ such that δk−1(G) ≥(
1
2 + 2γ

)
pn. Then G contains a tight Hamilton cycle.

The remainder of this chapter is organised as follows. We first give the ideas of the

proof of Theorem 1.3.1. Then we gather the tools we need for the proof of Theorem 1.3.1

(including a special version of hypergraph regularity and some useful properties of the

random hypergraph) in Section 4.2 and finally prove the theorem in Section 4.3.
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4.1 Ideas of the proof

Our proof strategy for Theorem 1.3.1 uses the reservoir method, which was previously

used in [4] and [7], in a similar way to the use we will make here, to give polynomial-time

algorithms that find tight Hamilton cycles in Γ itself for broadly similar values of p. Very

briefly, the reservoir method is as follows.

In a first step, we identify a reservoir set R, which contains a small (but bounded away

from 0) fraction of the vertices of G. We construct a reservoir path Pres, which is a tight

path that contains all the vertices of R and in addition for any subset R′ of R, there is a

tight path with the same ends as Pres whose vertex set is V (Pres) \R′.

In a second step, we extend Pres to an almost-spanning tight path Palmost. In the final

step we re-use some vertices of R to extend Palmost further to a structure which is ‘almost’

a tight Hamilton cycle, except that some vertices R′ of R are used twice. Finally we apply

the reservoir property of Pres to obtain the desired tight Hamilton cycle.

In [7], in the random hypergraph, there are two main tools needed to put this plan

into action. First, for any given ordered (k − 1)-tuple x of vertices and set S of ‘unused’

vertices which is not too small, there will be lots of ways to start a tight path from x and

continuing with vertices of S. Second, for any given pair of ordered (k− 1)-tuples x and y,

and any given set S of unused vertices which is not too small, it is possible to find a tight

path from x to y in S.1

Neither of these statements is true in the resilience setting. Instead, we make use of

hypergraph regularity to help us. In Section 4.2 we state our main tools, and prove some

of them. We first introduce spike paths, which we need to construct our reservoir structure

(much as in [7]).

We give the notational setup for hypergraph regularity, and state a sparse, strengthened

version of the Strong Hypergraph Regularity Lemma, Lemma 4.2.4, which may be of

independent interest. We show that the output of this Regularity Lemma is, for k-graphs
1To be accurate, these statements will be true for all the sets S that actually appear in the proof, by a

careful revealing argument; they are not true for every S.
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with our minimum degree condition, a structure which is robustly tightly linked: this is a

version of connectivity appropriate for tight paths.

We show that the random hypergraph has certain nice properties: in particular, once

one removes a small fraction of (k− 1)-tuples, for any remaining (k− 1)-tuple x and set S

which is reasonably small (it cannot contain more than n/2 vertices) there are lots of ways

to start constructing a tight path from x avoiding S (Lemma 4.2.9), and if we do so for a

sufficiently large (but independent of n) number of steps, we reach a positive fraction of

all (k − 1)-tuples. This statement (Lemma 4.2.10) is one of the key points in our proof:

most of the time, we can expand in a few steps from any given (k − 1)-tuple to a positive

density of (k − 1)-tuples (and a similar statement holds for spike paths).

Using Lemma 4.2.10, regularity and tight linkedness, we can prove a Connecting Lemma

(Lemma 4.2.16) which states that for any reasonably small set S and most pairs x and y

of (k − 1)-tuples, there is a short tight path from x to y which avoids S.

These tools are enough to prove a Reservoir Lemma 4.2.21, which (much as in [7])

constructs Pres mentioned above. However again at this point difficulties arise. In the

random hypergraph of [7], the vertices outside Pres have no particular structure. In our

setting, Pres interacts in some rather unpredictable way with the existing structure provided

by the Regularity Lemma. To deal with this, we use LP-duality in Lemma 4.2.19 to find a

fractional matching which will tell us how many vertices we should use in each part of our

regular partition in order to obtain Palmost. We also at this point run into the difficulty

that we can only guarantee expansion from the minimum degree when we are avoiding

less than n/2 vertices, yet Palmost is supposed to cover almost all of the vertices; it is here

that we need the ‘strengthened’ property of our Regularity Lemma.

4.2 Tools

In this section we present the tools needed to prove Theorem 1.3.1.
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4.2.1 Spike paths

To build our reservoir structure we need spike paths, which are the following variant of a

tight path that changes orientation every (k − 1) steps. We will only consider spike paths

with a number of vertices divisible by k − 1.

Definition 4.2.1 (Spike path). In an k-uniform hypergraph, a spike path with t spikes con-

sists of a sequence of t pairwise disjoint (k−1)-tuples a1, . . . , at, where ai = (ai,1, . . . , ai,k−1)

for all i, with the property, that the edges {ai,k−j, . . . , ai,1, ai+1,1, . . . , ai+1,j} are present for

all i = 1, . . . , t− 1 and j = 1, . . . , k − 1. We call ai the ith spike.

4.2.2 Notation for k-multicomplexes

In this section we explain some notation for k-multicomplexes most of which is needed for

our version of Hypergraph Regularity Lemma (Lemma 4.2.4).

A k-complex is a hypergraph H all of whose edges have size at most k, which is

down-closed, i.e. if e ∈ E(H) and e′ ⊆ e then e′ ∈ E(H). The layers of a k-complex

are, for each 0 ≤ i ≤ k, the i-uniform hypergraph H(i) on the same vertex set, where

E
(
H(i)

)
= {e ∈ E(H) : |e| = i}.

A k-multicomplex is, informally, a k-complex in which multiple edges of any size

between 2 and k are permitted, together with a map boundary ∂ identifying the (i− 1)-

edges which support a given i-edge. Formally, a k-multicomplex H consists of a vertex

set V (H), together with a set of edges E(H), a vertices map vertices : E → P(V ) such

that vertices(e) is a set of size between 0 and k for each e ∈ E(H), and a boundary

map ∂ : E \ {∅} → P(E) such that ∂e contains exactly one edge whose vertices are

vertices(e) \ {v} for each v ∈ vertices(e), and no other edges. We further insist on the

following consistency condition: if 2 ≤ i ≤ k, and S is a set of i edges each with i − 1

vertices, such that
∣∣∣ ⋃f∈S ∂f

∣∣∣ > (
i

i−2

)
, then there are no edges e ∈ H such that ∂e = S.

We say that the uniformity of an edge e is |vertices(e)|, and we may write that e is an

edge on the set vertices(e), or that e is a |vertices(e)|-edge. We will also say, given a set S
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consisting of i edges of uniformity (i− 1), that e is supported on S if ∂e = S.

Note that the boundary of a 1-edge is necessarily {∅}, and that ‘down-closure’ is

forced by the condition of the boundary map. To better understand the consistency

condition, consider the following. If e is an edge of H with at least two vertices, and x

and y are distinct vertices of e, let ex and ey be the edges in ∂e whose vertices do not

contain respectively x and y. There is an edge exy in ∂ex, and an edge eyx in ∂ey, on

vertices(e) \ {x, y}. The consistency condition is equivalent to insisting that for any e, x

and y we have eyx = exy.

Observe that a k-complex is a k-multicomplex, where the vertices of each edge are simply

its members as a set, and the boundary map is the usual boundary ∂e =
{
e \ {v} : v ∈ e

}
(which is in this case the only possible boundary map for the given vertices map). However

in general, for a given ground set, edge set and vertices map, there may be several

different boundary maps which fit the definition of k-multicomplex; these return different

multicomplexes. The idea here is that we will need to think of a given edge (say with

vertices {1, 2, 3}) as containing specific edges with vertices {1, 2}, {1, 3} and {2, 3}, and

the map ∂ tells us which edges these are. We should stress that it is possible to have a

k-multicomplex in which there are two different edges which have the same boundary and

vertices, and indeed the multicomplexes we consider in this paper will have this property

for edges of uniformity two and above (though for us a 1-edge will always be the unique

1-edge on a given vertex).

Given a vector d = (d2, . . . , dk) where 1/di ∈ N for each i, we call a k-multicomplex H

d-equitable if there is exactly one 1-edge on each vertex, and furthermore for any 2 ≤ i ≤ k

and i-set X of vertices the following holds. Whenever S is a collection of i edges of

uniformity i− 1 in H, one on the vertices X \ {x} for each x ∈ X, if the union ⋃f∈S ∂f

has exactly
(

i
i−2

)
edges then the number of i-edges in H supported on S is exactly 1/di.

We refer to d as the density vector of the multicomplex.

Finally, we need a notion of connectedness for multicomplexes.

Definition 4.2.2 (tight link, tightly linked). Given a k-multicomplex R, and two (k − 1)-
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edges u, v of R, let u be u together with an ordering (u1, . . . , uk−1) of its vertices, and

similarly let v be v together with an ordering (v1, . . . , vk−1) of its vertices. A tight link

from u to v in R is the following collection of (not necessarily distinct) vertices and edges

of R.

For each 1 ≤ j ≤ k − 1, there is a vertex wj. There are k-edges e1,u and e1,v

of R, where e1,u is on vertices {u1, . . . , uk−1, w1} and u ∈ ∂e1,u, and e1,v is on vertices

{v1, . . . , vk−1, w1} and v ∈ ∂e1,v. For each 2 ≤ j ≤ k − 1, there are k-edges ej,u and ej,v

of R, where ej,u is on vertices {uj, . . . , uk−1, w1, . . . , wj} and ∂ej−1,u∩∂ej,u ≠ ∅, and ej,v is

on vertices {vj, . . . , vk−1, w1, . . . , wj} and ∂ej−1,v ∩ ∂ej,v ≠ ∅. Finally ∂ek−1,u ∩ ∂ek−1,v ≠ ∅.

We say that a k-multicomplex R is tightly linked if for any two (k − 1)-edges in R,

and any orderings of their vertices, u and v, there is a tight link from u to v in R.

The precise sequence of vertices and edges is not critical (it is simply a particular

structure we can easily construct). However it will be convenient to note that the k-edges

of a tight link are in fact a spike path with three spikes. Note that there is ℓ ∈ N and a

permutation ϱ on [k − 1] such that for any u and v, if there is a tight link from u to v

then there is a homomorphism from the ℓ-vertex tight path to R, using only the k-edges

of the tight link, where the first k − 1 vertices of the tight path are sent to u in order and

the last k − 1 vertices to the vertices of v in the order ϱ.

4.2.3 Sparse hypergraph regularity

We need a strengthened version of the Strong Hypergraph Regularity Lemma for sparse

hypergraphs. The Strong Hypergraph Regularity Lemma was first proved by Rödl and

Skokan [107] and Gowers [55]; we use a version due to Rödl and Schacht [106], from which

we deduce a strengthened version by a standard method. We then use a weak sparse

regularity lemma of Conlon, Fox and Zhao [33] to transfer this strengthened version to a

sparse version, following [6].

In order to state our regularity lemma, we need quite a few definitions. These are either
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standard definitions for the dense (p = 1) case, or the natural sparse versions of the same,

as taken from [3]. Note that definitions here differ from the definitions for hypergraph

regularity in Chapter 2 as we need a different version of hypergraph regularity in this

chapter.

Let P partition a vertex set V into parts V1, . . . , Vs. We say that a subset S ⊆ V

is P-partite if |S ∩ Vi| ≤ 1 for every i ∈ [s] and the index of a P-partite set S ⊆ V is

i(S) := {i ∈ [s] : |S ∩ Vi| = 1}. For any A ⊆ [s] we write VA for ⋃i∈A Vi. Similarly, we say

that a hypergraph H is P-partite if all of its edges are P-partite. In this case we refer

to the parts of P as the vertex classes of H. Moreover, we say that a hypergraph H is

s-partite if there is some partition P of V (H) into s parts for which H is P-partite.

Let i ≥ 2, let Hi be any i-partite i-graph, and let Hi−1 be any i-partite (i− 1)-graph,

on a common vertex set V partitioned into i common vertex classes. We denote by

Ki(Hi−1) the i-partite i-graph on V whose edges are all i-sets in V which are supported

on Hi−1 (i.e. induce a copy of the complete (i − 1)-graph Ki−1
i on i vertices in Hi−1).

Given p ∈ (0, 1], the p-density of Hi with respect to Hi−1 is then defined to be

dp(Hi|Hi−1) := |Ki(Hi−1) ∩Hi|
p|Ki(Hi−1)|

if |Ki(Hi−1)| > 0. For convenience we take dp(Hi|Hi−1) := 0 if |Ki(Hi−1)| = 0, and we

assume H1 is the complete 1-graph on V , whose edge set is V . So dp(Hi|Hi−1) is the

proportion of copies of Ki−1
i in Hi−1 which are also edges of Hi, scaled by p. When Hi−1 is

clear from the context, we simply refer to dp(Hi|Hi−1) as the relative p-density of Hi. We

say that Hi is (di, ε, p)-regular with respect to Hi−1 if we have dp(Hi|H ′
i−1) = di±ε for every

subgraph H ′
i−1 of Hi−1 such that |Ki(H ′

i−1)| > ε|Ki(Hi−1)|. Given an i-graph G whose

vertex set contains that of Hi−1, we say that G is (di, ε, p)-regular with respect to Hi−1 if

the i-partite subgraph of G induced by the vertex classes of Hi−1 is (di, ε, p)-regular with

respect to Hi−1. Finally, we say G is (ε, p)-regular with respect to Hi−1 if there exists di

such that G is (di, ε, p)-regular with respect to Hi−1. Similarly as before, when Hi−1 is

117



clear from the context, we refer to the relative density of this i-partite subgraph of G with

respect to Hi−1 as the relative p-density of G.

Now let H be an s-partite k-complex on vertex classes V1, . . . , Vs, where s ≥ k ≥ 3.

Recall that, since H is a complex, if e ∈ H and e′ ⊆ e then e′ ∈ H. So if e ∈ H(i) for

some 2 ≤ i ≤ k, then the vertices of e induce a copy of Ki−1
i in H(i−1). We say that H is

(dk, . . . , d2, εk, ε, p)-regular if

(a) for any 2 ≤ i ≤ k − 1 and any A ∈
(

[s]
i

)
, the induced subgraph H(i)[VA] is (di, ε, 1)-

regular with respect to H(i−1)[VA], and

(b) for any A ∈
(

[s]
k

)
, the induced subgraph H(k)[VA] is (dk, εk, p)-regular with respect

to H(k−1)[VA].

So each constant di approximates the relative density of each subgraph H(i)[VA] for

A ∈
(

[s]
i

)
. For a (k − 1)-tuple d = (dk, . . . , d2) we write (d, εk, ε, p)-regular to mean

(dk, . . . , d2, εk, ε, p)-regular.

The definition of a (d, εk, ε, p)-regular complex H is the ‘right’ generalisation of an

ε-regular pair (X, Y ) in dense graphs to sparse hypergraphs. The Szemerédi Regularity

Lemma states that there is a partition of the vertices of any graph into boundedly many

parts such that most pairs of parts are regular; now our aim is to define a generalisation

of ‘partition’ in order to say that we can partition any k-uniform hypergraph G such that

most k-sets lie in regular complexes. As one can guess from the phrasing, the k-layer of

each complex will consist of (all) edges of G supported by the complex. The lower layers

will be in the ‘partition’, and we now set up the notation to define this.

Fix k ≥ 3, and let P partition a vertex set V into parts V1, . . . , Vt. For any A ⊆ [t],

we denote by CrossA(P) the collection of P-partite subsets S ⊆ V of index i(S) = A.

Likewise, we denote by Crossj(P) the union of CrossA for each A ∈
(

[t]
j

)
, so Crossj(P)

contains all P-partite subsets S ⊆ V of size j. When P is clear from the context, we write

simply CrossA and Crossj. For each 2 ≤ j ≤ k − 1 and A ∈
(

[t]
j

)
let PA be a partition

of CrossA. For consistency of notation we also define the trivial partitions P{s} := {Vs}
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for s ∈ [t] and P∅ := {∅}. Let P∗ consist of the partitions PA for each A ∈
(

[t]
j

)
and

each 0 ≤ j ≤ k − 1. We say that P∗ is a (k − 1)-family of partitions on V if whenever

S, T ∈ CrossA lie in the same part of PA and B ⊆ A, then S ∩⋃j∈B Vj and T ∩⋃j∈B Vj lie

in the same part of PB. In other words, given A ∈
(

[t]
j

)
, if we specify one part of each PB

with B ∈
(

A
j−1

)
, then we obtain a subset of CrossA consisting of all S ∈ CrossA whose

(j − 1)-subsets are in the specified parts. We say that this subset of CrossA is the subset

supported by the specified parts of PB. In general, we say that a j-set e is supported

by a collection S, with |S| = j, of (j − 1)-graphs if exactly one (j − 1)-subset of e is in

each member of S, and we say a set of j-edges E is supported by S if each edge of E is

supported by S.

Thus the partitions PB give a natural partition of CrossA, and we are saying that PA

must refine it.

We refer to the parts of each member of P∗ as cells. Also, we refer to P as the ground

partition of P∗, and the parts of P (i.e. the vertex classes Vi) as the clusters of P∗. For

each 0 ≤ j ≤ k − 1 let P(j) denote the partition of Crossj formed by the parts (which we

call j-cells) of each of the partitions PA with A ∈
(

[t]
j

)
(so in particular P(1) = P).

Observe that a (k − 1)-family of partitions P∗ naturally form the edges of a k-

multicomplex, whose vertex set is the (set of parts of the) ground partition, whose

edges of uniformity j ≤ k − 1 are the j-cells, with the vertices map identifying the j parts

of the ground partition which contain a given j-cell, and where the boundary operator ∂e

identifies the (|e| − 1)-cells supporting e. So far we have described a (k− 1)-multicomplex;

we extend this to a k-complex by adding, for each set S of k edges of uniformity k−1 which

can be a boundary (i.e. which is such that
∣∣∣ ⋃f∈S ∂f

∣∣∣ =
(

k
k−2

)
) one edge of uniformity k

whose boundary is S. When we refer to the multicomplex of the family of partitions P∗ we

mean this multicomplex. Note that we have defined the word ‘support’ both in terms of

multicomplexes and in terms of a family of partitions: but these definitions are consistent,

i.e. that a given j-cell is supported by some (j − 1)-cells means the same thing whether

one reads ‘support’ in terms of the family of partitions or its multicomplex.
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For any 0 ≤ j ≤ k − 1, any A ∈
(

[t]
j

)
and any Q′ ∈ CrossA, let CQ′ denote the cell of

PA which contains Q′. Then the fact that P∗ is a family of partitions implies that for any

Q ∈ Crossk the union J (Q) := ⋃
Q′⊊Q CQ′ of cells containing subsets of Q is a k-partite

(k − 1)-complex. We say that the (k − 1)-family of partitions P∗ is (t0, t1, ε)-equitable if

(a) P partitions V into t clusters of equal size, where t0 ≤ t ≤ t1,

(b) for each 2 ≤ j ≤ k − 1, P(j) partitions Crossj into at most t1 cells,

(c) there exists d = (dk−1, . . . , d2) such that for each 2 ≤ j ≤ k − 1 we have dj ≥ 1/t1

and 1/dj ∈ N, and for every Q ∈ Crossk the k-partite (k − 1)-complex J (Q) is

(d, ε, ε, 1)-regular.

Note that conditions 4.2.3 and 4.2.3 imply that J (Q) is a (1, t1, ε)-equitable (k−1)-complex

(with the same density vector d) for any Q ∈ Crossk.

Next, for any P-partite set Q with 2 ≤ |Q| ≤ k, define P̂ (Q;P∗) to be the |Q|-partite

(|Q|−1)-graph on Vi(Q) with edge set ⋃Q′∈( Q
|Q|−1)CQ′ . We refer to P̂ (Q;P∗) as a |Q|-polyad;

when the family of partitions P∗ is clear from the context, we write simply P̂ (Q) rather

than P̂ (Q;P∗). Note that the condition for P∗ to be a (k−1)-family of partitions can then

be rephrased as saying that if 2 ≤ |Q| ≤ k− 1 then the cell CQ is supported on P̂ (Q), and

in the multicomplex corresponding to P∗ we have edges corresponding to the cells of each

uniformity from 1 to k − 1 inclusive, together with edges corresponding to the k-polyads

supported by P∗. As shown in [3, Claim 32], if P∗ is (t0, t1, ε)-equitable for sufficiently

small ε, then for any 2 ≤ j ≤ k − 1 and any Q ∈ Crossj the number of j-cells of P∗

supported on P̂ (Q) is precisely equal to 1/dj. More specifically, if
(
d−1

j − 1
)
(dj + ε) < 1,

and
(
d−1

j + 1
)
(dj − ε) > 1, then by definition necessarily there are exactly d−1

j cells

supported; it suffices to choose ε≪ d2
j to ensure these two inequalities. In other words,

the multicomplex corresponding to P∗ is d-equitable.

Now let G be a k-graph on V , and let P∗ be a (k − 1)-family of partitions on V .

Let Q ∈ Crossk, so the polyad P̂ (Q) is a k-partite (k − 1)-graph. We say that G is

(εk, p)-regular with respect to P∗ if there are at most εk

(
|V |
k

)
sets Q ∈ Crossk for which G
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is not (εk, p)-regular with respect to the polyad P̂ (Q). That is, at most an εk-proportion

of subsets of V of size k yield polyads with respect to which G is not regular (though some

subsets of V of size k do not yield any polyad due to not being members of Crossk).

At this point we have the setup to state the Strong Hypergraph Regularity Lemma,

which states that for any k-uniform hypergraph G there is a (k−1)-family of partitions P∗,

which is (t0, t1, ε)-equitable for some t1 independent of |V (G)|, such that G is regular with

respect to P∗. However we need a stronger version, which is not standard (the dense graph

version, called the Strengthened Regularity Lemma, is due to Alon, Fischer, Krivelevich

and Szegedy [10], and it is folklore that the hypergraph version we now state should exist).

To that end, given two families of partitions P∗ and Q∗ on the same vertex set, we say

that P∗ refines Q∗ if every cell of P∗ is a subset of some cell of Q∗.

Definition 4.2.3. Given a k-uniform hypergraph G, we call a pair of families of partitions

(P∗
c ,P∗

f ) on V (G) a (t0, t1, t2, εk, ε, fk, f, p)-strengthened pair for G if the following are

true.

(S1) P∗
f refines P∗

c .

(S2) P∗
c is (t0, t1, ε)-equitable.

(S3) G is (εk, p)-regular with respect to P∗
c .

(S4) P∗
f is (t0, t2, f)-equitable.

(S5) G is (fk, p)-regular with respect to P∗
f .

(S6) For all but at most ε2
k

(
|V (G)|

k

)
elements Q of Crossk(Pc), we have dp

(
G
∣∣∣P̂(Q,P∗

c )
)

=

dp

(
G
∣∣∣P̂(Q,P∗

f )
)
± εk.

We refer to P∗
c as the coarse partition and P∗

f as the fine partition. Slightly extending

the usual definition, we say a k-polyad P̂ (Q;P∗
c ) is irregular (with respect to G) if any

one of the following three things occurs:

(i) G is not (εk, p)-regular with respect to P̂ (Q;P∗
c ),
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(ii) for more than an εk-fraction of the k-sets Q′ supported on P̂ (Q;P∗
c ), G is not(

fk, p
)
-regular with respect to P̂ (Q′;P∗

f ), or

(iii) for more than an εk-fraction of the k-sets Q′ supported on P̂ (Q;P∗
c ), we have

dp

(
G
∣∣∣P̂ (Q′;P∗

f )
)
̸= dp

(
G
∣∣∣P̂ (Q;P∗

c )
)
± εk.

If a polyad of P∗
c is not irregular, we say it is regular.

We will always choose fk such that fk ≤ ε2
k, and ε small enough that every k-

polyad supports very close to the same number of k-edges. Under this assumption,

it is straightforward to check that at most a 4εk-fraction of polyads in P∗
c are irregular

(the proof of this can be found in the Appendix of [8]).

We need one more definition. Given any (not necessarily distinct) subsets E1, . . . , Ek

in
(

[n]
k−1

)
, we say a k-set S ⊆ [n] is rainbow for the Ei if there is an injective labelling of the

(k − 1)-subsets of S with the numbers 1, . . . , k such that the (k − 1)-subset labelled i is

in Ei. We write Kk(E1, . . . , Ek) for the set of rainbow k-sets in [n]. We say that a graph G

on [n] is (η, p)-upper regular if the following holds. For any E1, . . . , Ek, we have

∣∣∣E(G) ∩Kk(E1, . . . , Ek)
∣∣∣ ≤ p

∣∣∣Kk(E1, . . . , Ek)
∣∣∣+ pηnk .

Finally, we are in a position to state our strengthened sparse version of the Strong

Hypergraph Regularity Lemma. Informally, what this states is that we can find P∗
c and P∗

f

which are simultaneously a strengthened pair for s edge-disjoint graphs, for any (fixed)

regularity εk of P∗
c , where ε and f can be as small as desired depending on the number

of parts in P∗
c and P∗

f respectively, and furthermore the regularity fk of P∗
f can depend

arbitrarily on the number of parts of P∗
c .

Lemma 4.2.4 (Strengthened Sparse Strong Hypergraph Regularity Lemma [8, Lemma

5]). Given integers k ≥ 2 and t0 and s, real εk > 0 and functions ε, fk, f : N → (0, 1],

there exists a real η > 0 and integers T and n0 such that the following holds for all

n ≥ n0 with T !|n. Let V be a vertex set of size n, suppose that G1, . . . , Gs are k-uniform

hypergraphs on V , and suppose Q∗ is a family of partitions on V which is (1, t0, η)-equitable.
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Suppose furthermore that for each 1 ≤ i ≤ s there is a real pi ∈ (0, 1] such that Gi is

(η, pi)-upper regular. Then there are integers t1, t2 with t0 ≤ t1 ≤ t2 ≤ T , and families of

partitions P∗
c and P∗

f , both refining Q∗, such that for each 1 ≤ i ≤ s, the pair (P∗
c ,P∗

f ) is

a
(
t0, t1, t2, εk, ε(t1), fk(t1), f(t2), pi

)
-strengthened pair for Gi.

In this thesis, we omit the proof of this lemma (for the proof see [8, Lemma 5]). Note

that the case k = 2 will not be used here; and in this setting the ‘families of partitions’

are simply vertex set partitions and the functions ε and f play no rôle.

Given a (t0, t1, t2, εk, ε, fk, f, p)-strengthened pair (P∗
c ,P∗

f ) for G, recall that P∗
c has the

structure of a multicomplex. We denote by Rεk
(G;P∗

c ,P∗
f ) the εk-reduced multicomplex

of G with respect to (P∗
c ,P∗

f ), which is the (unique) maximal submulticomplex of P∗
c which

has the following properties.

(RG1) Every k-edge of Rεk
(G;P∗

c ,P∗
f ) is regular.

(RG2) For each 1 ≤ i ≤ k − 1, each i-edge of Rεk
(G;P∗

c ,P∗
f ) is in the boundary of at least

(
1− 2i+2ε

1/k
k

)
t

i+1∏
j=2

d
−( i

j−1)
j if i < k − 1, and

(
1− 2k+1ε

1/k
k

)
t

k−1∏
j=2

d
−(k−1

j−1)
j if i = k − 1

(i+ 1)-edges of Rεk
(G;P∗

c ,P∗
f ).

The existence and uniqueness of the reduced multicomplex are trivial: we obtain it by

simply iteratively removing from the multicomplex P∗
c edges which either fail one of (RG1)

or (RG2), or from whose boundary we removed edges (so that they are no longer supported

and cannot be in the multicomplex). It is easy, but not quite trivial, to show that most of

the vertices of Rεk
(G;P∗

c ,P∗
f ) (i.e. the parts of Pc) are also 1-edges of Rεk

(G;P∗
c ,P∗

f ). Now

given d > 0, we let Rεk,d(G;P∗
c ,P∗

f ) be the (unique) submulticomplex of Rεk
(G;P∗

c ,P∗
f )

obtained by removing all k-edges corresponding to polyads whose relative p-density is

less than d. We call Rεk,d(G;P∗
c ,P∗

f ) the (εk, d)-reduced multicomplex of G with respect to

(P∗
c ,P∗

f ).
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The following lemma shows some useful properties about the (εk, d)-reduced multicom-

plex of G in our usual setting. In this thesis, we omit its proof (for the proof see [8, Lemma

6]).

Lemma 4.2.5 ([8, Lemma 6]). Given k ∈ N and d > 0 suppose that t0 ∈ N is sufficiently

large. Given any constants δ, εk, ν > 0, any function ε : N → (0, 1] which tends to zero

sufficiently fast, any t1, t2 ∈ N, any 0 < fk ≤ ε2
k and any f > 0, there exists η > 0 such that

the following holds for any sufficiently large n and any p > 0. Suppose G is an n-vertex

hypergraph which is (η, p)-upper regular and every (k − 1)-set in V (G) is contained in at

least δpn edges. Suppose that (P∗
c ,P∗

f ) is a (t0, t1, t2, εk, ε(t1), fk, f, p)-strengthened pair

for G.

Let R = Rεk,d(G;P∗
c ,P∗

f ) be the (εk, d)-reduced multicomplex of G, and suppose that P∗
c

has t clusters and density vector d = (dk−1, . . . , d2). Then R contains at least
(
1− 4ε1/k

k

)
t

1-edges, and every (k − 1)-edge of R is contained in at least

(
δ − 2d− 2k+2ε

1/k
k

)
t ·

k−1∏
i=2

d
−(k−1

i−1)
i

k-edges of R.

Finally, if δ > 1
2 +2d+2k+2ε

1/k
k +ν, then any induced subcomplex of R on at least (1−ν)t

1-edges is tightly linked.

If we do not remove too many vertices from the 1-cells we still have a regular complex

with slightly different parameters.

Lemma 4.2.6 (Regular Restriction Lemma [3, Lemma 28]). For all integers k ≥ 2 and

constants α, d0 > 0, there exists ε > 0 such that the following holds. Let d = (dk−1, . . . , d2)

be a vector of real numbers with di ≥ d0 for each 2 ≤ i ≤ k − 1, and let G be a k-partite

(k − 1)-complex with parts V1, . . . , Vk of size m ≥ ε−1 which is (d, ε, ε, 1)-regular. Choose

any V ′
i ⊆ Vi of size at least αm for i = 1, . . . , k. Then the induced subcomplex G[V ′

1 , . . . , V
′

k ]

is (d,
√
ε, 1)-regular.
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4.2.4 Properties of the random hypergraph

We use the following standard versions of the Chernoff bound.

Theorem 4.2.7. Let X be a random variable with distribution Bin(n, p). Then for any

ε > 0 we have

P(X ≥ pn+ εn) ≤ exp(−D(p+ ε||p)n) and P(X ≤ pn− εn) ≤ exp(−D(p− ε||p)n) ,

where D(x||y) = x log
(

x
y

)
+ (1− x) log

(
1−x
1−y

)
is the Kullback-Leibler divergence between

two Bernoulli-distributed random variables with parameters x and y, respectively. From

this it follows

P(|X − pn| > εpn) < 2 exp
(
− ε2pn

3

)
for any ε ≤ 3

2

and if t ≥ 6pn we have

Pr(X ≥ pn+ t) < exp(−t) .

Lemma 4.2.8. Given η > 0, k ∈ N there exists C such that if p ≥ C
n

, then Γ = G(k)(n, p),

and all its subgraphs, are a.a.s. (η, p)-upper regular.

Proof. Observe that if Γ = G(k)(n, p) is (η, p)-upper-regular, then automatically all its

subgraphs are also. We assume without loss of generality that η < 1, and set C = 18kη−3.

Given any E1, . . . , Ek ⊆
(

[n]
k

)
, we aim to estimate the probability that E1, . . . , Ek

witness the failure of G(k)(n, p) to be (η, p)-upper regular. The expected number of

edges of G(k)(n, p) which appear on the sets Kk(E1, . . . , Ek) is p
∣∣∣Kk(E1, . . . , Ek)

∣∣∣, and the

distribution is binomial, so we may apply the Chernoff bound.

If
∣∣∣Kk(E1, . . . , Ek)

∣∣∣ ≤ 1
6ηn

k, then failure to be (η, p)-upper regular means that the

number of k-edges appearing on Kk(E1, . . . , Ek) is at least seven times the expected number;

by the Chernoff bound the probability of this event is less than exp(−pηnk) < exp(−knk−1).

If
∣∣∣Kk(E1, . . . , Ek)

∣∣∣ ≥ 1
6ηn

k, then, by the Chernoff bound, the probability that more
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than (1 + η)p
∣∣∣Kk(E1, . . . , Ek)

∣∣∣ edges appear is at most

exp
(
−
η2p

∣∣∣Kk(E1, . . . , Ek)
∣∣∣

3
)
≤ exp

(
−
η2 C

n
ηnk

18
)

= exp
(
− knk−1

)
.

Since there are at most 2( n
k−1) choices for each Ei, by the union bound the probability that

G(k)(n, p) is not (η, p)-upper regular is at most

2k( n
k−1) exp

(
− knk−1

)

which tends to zero as n tends to infinity.

Given a set S ⊆ V (Γ), we say a (k − 1)-set x is (ε, p, 1)-good for S if we have

∣∣∣{s ∈ S : x ∪ {s} ∈ E(Γ)
}∣∣∣ = p|S| ± εpn .

For each ℓ ≥ 2, we say inductively that a (k − 1)-set x is (ε, p, ℓ)-good for S if it is

(ε, p, ℓ − 1)-good for S and there are at most εpn edges of Γ which contain x and in

addition contain a set which is not (ε, p, ℓ− 1)-good for S.

Lemma 4.2.9. Given ε > 0, k ∈ N there exists C such that if p ≥ C log n
n

, then Γ =

G(k)(n, p) a.a.s. has the following property. For each set S ⊆ V (Γ), and each 1 ≤ ℓ ≤
1
C

log log n, there are at most o(n) (k−1)-sets in V (Γ) outside S which are not (ε, p, ℓ)-good

for S.

Proof. Given S, we first estimate the number of (k − 1)-sets x which are outside S and

not (ε, p, 1)-good for S.

If |S| < 1
6εn, then failure of a given x to be (ε, p, 1)-good for S means x forms an edge

with at least 7p|S| vertices in S, the probability of which is by the Chernoff bound at most

exp(−εpn), which for large enough C is smaller than n−k. If on the other hand |S| ≥ 1
6pn,

then the probability that x does not form an edge with (1± ε)p|S| vertices of S is at most

2 exp
(

−ε2p|S|
3

)
< n−k for large enough C. We see that in either case, the probability that x
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is not (ε, p, 1)-good for S is at most n−k. Now if x and x′ are two different (k − 1)-sets

outside S, then the events of x and of x′ being not (ε, p, 1)-good for S are independent, so

again using the Chernoff bound we can estimate the likelihood of many sets being bad

for S. The expected number of bad sets for S is at most nk−1 · n−k = n−1. Therefore, for

any t ≥ 1, we can bound the probability that there are t or more bad (k− 1)-sets for S by

exp
(
−D(n−k + tn1−k||n−k)nk−1

)
≤ exp

(
−t log n

2

)
.

In particular, taking t = 4n/ log n and using the union bound, the probability that there

exists a set S for which more than 4n/ log n (k−1)-sets are not (ε, p, 1)-good is at most 2−n.

Suppose that Γ is such that this good event occurs, and in addition that every (k − 1)-set

of vertices of Γ is contained in at most 2pn edges of Γ.

Let K = 2kε−1. Now given S and ℓ ≥ 1, we claim that the number of (k − 1)-sets

outside S which are not (ε, p, ℓ)-good for S is at most 4n ·Kℓ−1/ log n. We prove this by

induction on ℓ; the base case ℓ = 1 is the assumption on Γ. Suppose ℓ ≥ 2, and that

the number of (k − 1)-sets outside S which are not (ε, p, ℓ − 1)-good for S is at most

4n ·Kℓ−2/ log n. For each (k − 1)-set x outside S which is not (ε, p, ℓ− 1)-good for S, we

assign to each (k − 1)-set y such that x ∪ y is an edge of Γ one unit of badness. Observe

that the total number of units of badness assigned is at most (k− 1) · 2pn · 4n ·Kℓ−2/ log n.

On the other hand, a set y which is (ε, p, ℓ− 1)-good for S can only fail to be (ε, p, ℓ)-good

for S if it is assigned at least εpn units of badness. It follows that the total number of such

sets is at most 2(k − 1)ε−1 · 4nKℓ−2/ log n, and so the number of (k − 1)-sets outside S

which are not (ε, p, ℓ)-good for S is at most

2(k − 1)ε−1 · 4nKℓ−2/ log n+ 4n ·Kℓ−2/ log n ≤ 4n ·Kℓ−1/ log n ,

as desired. In particular, this formula is in o(n) for all 1 ≤ ℓ ≤ 1
C

log log n with C large

enough.
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For a given (k−1)-tuple, we will find many paths starting from there. To get expansion

we need to ensure that they have many different end-tuples.

Lemma 4.2.10. For γ > 0, k ≥ 3, any fixed integer ℓ > k−1
γ

+ k− 1, and any µ > 0 a.a.s.

in Γ = G(k)(n, p) with p = n−1+γ the following holds. For any (k − 1)-tuple x in V (Γ)

and a set P of at least (µpn)ℓ tight paths in Γ with ℓ+ (k − 1) vertices and rooted at x,

the number of end (k − 1)-tuples of the paths in P is at least µ2ℓ

8(2ℓ)!n
k−1. Moreover, when

(k − 1)|ℓ, the same holds for spike paths rooted at x.

To prove Lemma 4.2.10 we need a concentration result of Kim and Vu [71]. We first

give some definitions and then state the result. Let m be a positive integer and H be a

hypergraph with |V (H)| = m and each edge has at most r vertices. Let p ∈ [0, 1] and let

Xi, i ∈ V (H) be independent random variables with P[Xi = 1] = p and P[Xi = 0] = 1− p.

We define the random variable

YH =
∑

f∈E(H)

∏
i∈f

Xi.

For each subset A ⊆ V (H), we define the A-truncated subgraph H(A) of H to be the

subgraph of H with V (H(A)) = V (H)\A and E(H(A)) = {f ⊆ V (H(A)) : f∪A ∈ E(H)}.

Hence

YH(A) =
∑

f∈E(H)
A⊆f

∏
i∈f\A

Xi.

Now, for 0 ≤ i ≤ r, we set Ei(H) = maxA⊆V (H),|A|=i E[YH(A)]. Note that E0(H) = E[YH ].

Finally, we let E(H) = max0≤i≤r Ei(H) and E ′(H) = max1≤i≤r Ei(H).

Theorem 4.2.11 (Kim-Vu polynomial concentration [71]). In this setting we have

P[|YH − E(YH)| > ar(E(H)E ′(H))1/2λr)] = O(exp(−λ+ (r − 1) logm))

for any λ > 1 and ar = 8rr!1/2.

Moreover, we will need the following definitions. Let k ≥ 3, ℓ ≥ k − 1, and γ > 0.
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Roughly speaking, we define Dℓ to be the k-graph obtained from two vertex-disjoint tight

paths on ℓ+ k − 1 vertices by identifying the end (k − 1)-tuples and let Dℓ be the set of

hypergraphs obtained from Dℓ by additionally identifying some (or none) of the not yet

identified vertices from the first tight path with such vertices from the second without

completely collapsing it into a tight path. More precisely, we let U = {u1, . . . , uℓ+k−1}

and W = {w1, . . . , wℓ+k−1} be two sets of vertices that are disjoint except that x =

(u1, . . . , uk−1) = (w1, . . . , wk−1) and y = (uℓ+k−1, . . . , uℓ+1) = (wℓ+k−1, . . . , wℓ+1). Then Dℓ

is the hypergraph with vertex set U ∪W and edge set

{{ui, . . . , ui+k−1} : i ∈ [ℓ]} ∪ {{wi, . . . , wi+k−1} : i ∈ [ℓ]}.

For 0 ≤ j ≤ ℓ − (k − 1), we denote by Dj
ℓ the graphs obtained from Dℓ by taking sets

I1, I2 ⊆ {k, . . . , ℓ} each of size j and a bijection σ : I1 → I2 and identifying ui with wσ(i)

for all i ∈ I1, where, if j = ℓ− (k − 1), then we do not allow σ to be the identity (since

that would collapse Dℓ into a tight path). We say that such a graph F ∈ Dj
ℓ is rooted at

x and call the vertices in y the end-vertices of F . Moreover, for any edge {ui, . . . , ui+k−1}

in F ∈ Dj
ℓ as above we call ui the first vertex and ui+k−1 the last vertex of the edge and

say that the edge starts in ui and ends in ui+k−1 (and analogously for edges contained in

W ). Finally, we let Dℓ = ⋃
0≤j≤ℓ−(k−1)Dj

ℓ .

We now prove the following lemma which we will use to prove Lemma 4.2.10.

Lemma 4.2.12. For γ > 0, k ≥ 3, and any fixed integer ℓ > k−1
γ

+ k − 1 a.a.s.

in Γ = G(k)(n, p) with p = n−1+γ the following holds. For all (k − 1)-tuples x in V (Γ), the

number of copies of elements of Dℓ in Γ that are rooted at x is at most 2p2ℓn2ℓ−(k−1).

Proof. Fix a (k − 1)-tuple x in V (Γ) and an integer ℓ > k−1
γ

+ k − 1 and let n be large

enough. We call the vertices in x rooted and any other vertices unrooted. Let F ∈ Dℓ and

consider the complete k-graph K(k)
n on n vertices. We define a hypergraph HF as follows.
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Let V (HF ) = E(K(k)
n ) and let

E(HF ) =
{
F ∈

(
E(K(k)

n )
e(F )

)
: F spans a copy of F in K(k)

n rooted at x
}
.

Note that, since e(F ) ≤ 2ℓ, each edge in HF has size at most 2ℓ. For each e ∈ V (HF ) let

Xe be the random variable for which Xe = 1 if e is an edge of Γ and Xe = 0 otherwise.

Note that P[Xe = 1] = p. It is easy to see that with these definitions YHF
is the number of

copies of F in Γ rooted at x. Since e(Dℓ) = 2ℓ, v(Dℓ) = 2ℓ, and k − 1 vertices are rooted,

we have
(

n
2ℓ−(k−1)

)
p2ℓ ≤ E[YHDℓ

] ≤ p2ℓn2ℓ−(k−1), in particular E[YHDℓ
] = Θ(p2ℓn2ℓ−(k−1)).

Claim 4.2.13. For F ∈ Dℓ \ {Dℓ}, we have

E [YHF
] = o

(
E
[
YHDℓ

])
.

Proof of Claim. We split the proof into two cases depending on the integer j for which we

have F ∈ Dj
ℓ .

First suppose that F ∈ Dj
ℓ for some j ∈ {1, . . . , ℓ− 2(k− 1)}. Note that v(F ) = 2ℓ− j.

We claim that e(F ) ≥ 2ℓ− j. This can be seen as follows. Recall that F is obtained from

Dℓ by identifying j additional vertices from the first tight path in Dℓ with vertices from

the second. This leaves ℓ − (k − 1) − j ≥ k − 1 unidentified vertices in the first tight

path. In addition to the ℓ edges in the second path, F contains an edge ending in each

of the unidentified vertices and one more additional edge starting with each of the last

k− 1 unidentified vertices (these edges cannot end in an unidentified vertex, so there is no

double counting). Thus

e(F ) ≥ ℓ+ ℓ− (k − 1)− j + (k − 1) = 2ℓ− j.

Hence, since k − 1 vertices are rooted,

E[YHF
] ≤ p2ℓ−jn2ℓ−j−(k−1) = p2ℓn2ℓ−(k−1)(pn)−j = p2ℓn2ℓ−(k−1)n−jγ = o

(
E
[
YHDℓ

])
.
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Now suppose that F ∈ Dj
ℓ for some j ∈ {ℓ− 2(k − 1) + 1, . . . , ℓ− (k − 1)}. As in the

previous case, in addition to the ℓ edges in the second path, F contains an edge ending in

each of the ℓ − (k − 1) − j unidentified vertices. Thus e(F ) ≥ 2ℓ − (k − 1) − j. Hence,

since v(F ) = 2ℓ− j, k − 1 vertices are rooted, and j > ℓ− 2(k − 1), we have

E[YHF
] ≤ p2ℓ−j−(k−1)n2ℓ−j−(k−1) = p2ℓn2ℓ−(k−1)(pn)−jp−(k−1)

= p2ℓn2ℓ−(k−1)n−jγ+(k−1)−γ(k−1) < p2ℓn2ℓ−(k−1)n−γ(ℓ−2(k−1))+(k−1)−γ(k−1)

= p2ℓn2ℓ−(k−1)n−γ(ℓ−(k−1))+(k−1) = o
(
E
[
YHDℓ

])
,

since ℓ > k−1
γ

+ k − 1. ■

Combining the claim with our bound on E[YHDℓ
] we obtain

∑
F ∈Dℓ

E[YHF
] ≤ 3

2p
2ℓn2ℓ−(k−1). (4.2.1)

Next we show that, for all F ∈ Dℓ, the random variable YHF
is concentrated around its

expectation.

Claim 4.2.14. For all F ∈ Dℓ, we have

P
[
|YHF

− E[YHF
]| > p2ℓn2ℓ−(k−1)

2|Dℓ|

]
= O

(
exp(−nγ/(6ℓ))

)
.

Proof of Claim. Let F ∈ Dℓ. We first show that E ′(HF ) ≤ n2ℓ−(k−1)p2ℓn−γ. To that end

let 1 ≤ i ≤ 2ℓ and A ⊆ V (HF ) = E(K(k)
n ) with |A| = i. Note that it suffices to show

that E[YHF (A)] ≤ n2ℓ−(k−1)p2ℓn−γ . We let vA be the number of vertices covered by A, that

is, vA = |⋃A| and we let rA be the number of rooted vertices not covered by A, that is,

rA = |x \ ⋃A|. Moreover, we call edges in A covered edges, edges not in A uncovered

edges, vertices in ⋃
A covered vertices and vertices not in ⋃

A uncovered vertices. Note

that YHF (A) is the number of copies of F in Γ + A that are rooted at x and contain A. So

if A is not contained in (the edge set of) any copy of F rooted at x, then YHF (A) = 0 and
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we are done. Now assume that A is contained in a copy of F rooted at x. We consider

two cases.

First suppose that the number of uncovered unrooted vertices in any copy of F rooted

at x and containing A is at most ℓ+ k− 2, that is, v(F )− vA − rA ≤ ℓ+ k− 2. Note that

there are at least v(F )− vA − rA uncovered edges, that is, e(F )− i ≥ v(F )− vA − rA as

for each uncovered unrooted vertex, there is at least one uncovered edge ending in that

vertex. Thus

E[YHF (A)] ≤ nv(F )−vA−rApe(F )−i ≤ (np)v(F )−vA−rA ≤ nγ(ℓ+k−2) = nγℓ+γ(k−2)

≤ n2γℓ−(k−1)−γ(k−1)+γ(k−2) = n2γℓ−(k−1)−γ = n2ℓ−(k−1)p2ℓn−γ,

where the last inequality follows from the fact that ℓ > k−1
γ

+ k − 1.

Now we consider the case where the number of uncovered unrooted vertices in any copy

of F rooted at x and containing A is at least ℓ+ k− 1, that is, v(F )− vA− rA ≥ ℓ+ k− 1.

Consider such a copy of F . Recall that F is obtained from two tight paths by identifying

vertices. Note that in this case there are at least k − 1 vertices in each of the tight paths

that are unrooted, uncovered, not on the other tight path, and not part of the k − 1

end-vertices of F . Let B be the set of the last k − 1 such vertices on the first tight

path. We now show that F has at least v(F )− vA − rA + k − 1 uncovered edges, that is,

e(F )− i ≥ v(F )− vA − rA + k − 1. Note that for each uncovered unrooted vertex there is

at least one uncovered edge ending in that vertex. That gives us v(F )− vA− rA uncovered

edges. We show that for each vertex in B there is at least one more uncovered edge that

we have not yet counted. For each vertex u ∈ B, consider the uncovered edge starting

in u. If it ends in a covered vertex, then it is one more uncovered edge that we have not

yet counted. If it ends in an uncovered vertex w, then the corresponding edge on the other

tight path is also uncovered. Thus there are two uncovered edges ending in w and we have

only counted one of them. Since there are k − 1 vertices in B, it follows that there are at

least v(F )− vA − rA + k − 1 uncovered edges in F . Thus for any copy of F containing A,

132



we have

2ℓ− 1 ≥ e(F )− i ≥ v(F )− vA − rA + k − 1.

Hence

E[YHF (A)] ≤ nv(F )−vA−rApe(F )−i ≤ ne(F )−i−(k−1)pe(F )−i

≤ (np)e(F )−in−(k−1) ≤ (np)2ℓ−1n−(k−1) = n2ℓ−(k−1)p2ℓn−γ.

We have shown that E ′(HF ) ≤ n2ℓ−(k−1)p2ℓn−γ. Now note that, since E[YHF
] ≤

E[YHDℓ
] ≤ n2ℓ−(k−1)p2ℓ, we have E(HF ) = max{E ′(HF ),E[YHF

]} ≤ n2ℓ−(k−1)p2ℓ. It follows

that

(E(HF )E ′(HF ))1/2 ≤ n2ℓ−(k−1)p2ℓn−γ/2.

Therefore, with

λF =
(

p2ℓn2ℓ−(k−1)

2|Dℓ|a2ℓ(E(HF )E ′(HF ))1/2

)1/(2ℓ)

≥
(

nγ/2

2|Dℓ|a2ℓ

)1/(2ℓ)

≥ nγ/(5ℓ),

we have, by Theorem 4.2.11,

P
[
|YHF

− E[YHF
]| > p2ℓn2ℓ−(k−1)

2|Dℓ|

]
= P[|YHF

− E[YHF
]| > a2ℓ(E(HF )E ′(HF ))1/2λ2ℓ

F ]

= O

(
exp

(
−λF + (2ℓ− 1) log

(
n

k

)))

= O
(
exp(−nγ/(5ℓ) + (2ℓ− 1)k log n)

)
= O

(
exp(−nγ/(6ℓ))

)
.

■

Now let Zx be the number of copies of elements of Dℓ in Γ rooted at x. Note that
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Zx = ∑
F ∈Dℓ

YHF
. We have

P[Zx > 2p2ℓn2ℓ−(k−1)] ≤ P

∣∣∣∣∣∣
∑

F ∈Dℓ

(YHF
− E[YHF

])
∣∣∣∣∣∣ > 2p2ℓn2ℓ−(k−1) −

∑
F ∈Dℓ

E[YHF
]


(4.2.1)
≤ P

 ∑
F ∈Dℓ

|YHF
− E[YHF

]| > 1
2p

2ℓn2ℓ−(k−1)


≤

∑
F ∈Dℓ

P
[
|YHF

− E[YHF
]| > p2ℓn2ℓ−(k−1)

2|Dℓ|

]

= O
(
|Dℓ| exp(n−γ/(6ℓ))

)
,

where the last inequality follows from the union bound together with the fact that if the

average of the values |YHF
− E[YHF

]| is at least p2ℓn2ℓ−(k−1)

2|Dℓ| , then at least one of the values

has to be that large. Finally, the result follows by the union bound over all (k−1)-tuples x

in V (Γ).

We are now ready to prove Lemma 4.2.10.

Proof of Lemma 4.2.10. Let x be a (k− 1)-tuple in V (Γ) and P be a set of at least (µpn)ℓ

tight paths in Γ with ℓ+ (k − 1) vertices and rooted at x. Let Q be the set of end-tuples

we reach from x with paths in P. For each q ∈ Q, let Pq be those paths in P that end

in q. Note that, for q ∈ Q and distinct elements P, P ′ ∈ Pq, we have P ∪ P ′ ∈ Dℓ. Thus

for each q ∈ Q, there are at least 1
(2ℓ)!

(
|Pq|

2

)
copies of elements of Dℓ in Γ rooted at x and

ending in q (we divide by (2ℓ)! since there are at most (2ℓ)! ways the union of two paths

in P could result in the same copy of an element of Dℓ). Hence the number of copies of

elements of Dℓ in Γ rooted at x is at least

∑
q∈Q

1
(2ℓ)!

(
|Pq|

2

)
≥ |Q|(2ℓ)!

( (µpn)ℓ

|Q|
2

)
≥ (µpn)2ℓ

4(2ℓ)!|Q| ,

where the penultimate inequality follows by Jensen’s inequality. Thus, by Lemma 4.2.12,

we have a.a.s.

2p2ℓn2ℓ−(k−1) ≥ (µpn)2ℓ

4(2ℓ)!|Q|
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and thus

|Q| ≥ µ2ℓ

8(2ℓ)!n
k−1.

Moreover, an analogous argument shows the result for spike paths.

Together with the definition of tuples that are (ε, p, ℓ)-good for S, Lemma 4.2.10 implies

the following.

Corollary 4.2.15. For any γ > 0 and any 0 < ε ≤ 1
4γ, and integers s, k ≥ 3, and

ℓ > k−1
γ

+ k − 1, there exists ν > 0 such that in Γ = G(k)(n, p) a.a.s. the following holds

when p = n−1+γ. Let G ⊆ Γ satisfy δk−1(G) ≥
(

1
2 + γ

)
pn. Let S, S ′ ⊆ V (Γ) be sets with

|S| ≤ 1
2n and |S ′| ≤ s. Let x be a (k − 1)-tuple, which is (ε, p, ℓ)-good for S. Then there

are at least νnk−1 different (k − 1)-tuples y, such that there exists a tight path in G of

length ℓ with ends x and y and no vertices of the path in S ∪ S ′ except for possibly some

of the vertices in x. Moreover, when (k − 1)|ℓ, the same holds for spike paths in G of

length ℓ.

Proof. We only prove the statement for tight paths as it is easy to see that the proof can

be adapted for spike paths. We set µ = 1
4γ, and ν = µ2ℓ

8(2ℓ)! . Suppose that the good event

of Lemma 4.2.10, with input γ, k, and µ, holds for Γ = G(k)(n, p).

Given G and x as in the lemma statement, let x =
(
x1, . . . , xk−1

)
. We construct

tight paths x1 . . . xℓ+k−1 rooted at x by choosing vertices xk, . . . , xℓ+k−1 one by one as

follows. For each k ≤ i ≤ ℓ + k − 1, we choose xi such that xi ̸∈ S ∪ S ′ ∪ {x1, . . . , xi−1}

and {xi−k+1, . . . , xi} ∈ E(G). If i < ℓ+ k − 1, we insist in addition that {xi−k+2, . . . , xi}

is (ε, p, ℓ − (i − k + 1))-good for S. Since x is (ε, p, ℓ)-good for S, for each k ≤ i ≤

ℓ + k − 1, the number of choices for each xi, such that {xi−k+1, . . . , xi} is an edge of G,

xi ̸∈ S ∪ S ′ ∪ {x1, . . . , xi−1}, and {xi−k+2, . . . , xi} is (ε, p, ℓ− (i− k + 1))-good, is at least

(
1
2 + γ

)
pn− (p |S|+ εpn)− s− ℓ− (k − 1)− εpn ≥ (γ − 2ε)pn− s− ℓ− (k − 1) ≥ 1

4γpn .

Let P be the set of tight paths constructed in this way; then we have |P| ≥
(

1
4γpn

)ℓ
=
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(µpn)ℓ. Since the good event of Lemma 4.2.10 holds, the number of end (k − 1)-tuples of

these paths is at least µ2ℓ

8(2ℓ)!n
k−1 = νnk−1, as desired.

4.2.5 Connecting lemma

The next lemma will enable us to connect two (k − 1)-tuples, which are (ε′, p, ℓ)-good for

some set S, by a path of length at most ℓ avoiding S.

Lemma 4.2.16 ([8, Lemma 20]). Given k ≥ 3, and γ > 0, there exists an integer ℓ

such that for any integer s the following holds. For any d, η > 0, any 0 < ε′ ≤ 1
4γ, any

integer t0, any small enough ν, εk > 0, any functions ε, f, fk : N→ (0, 1] which tend to zero

sufficiently fast, and any large enough t1, t2 ∈ N, the following holds a.a.s. in Γ = G(k)(n, p)

with p ≥ n−1+γ. Suppose G ⊆ Γ is an n-vertex k-graph with δk−1(G) ≥
(

1
2 + γ

)
pn, that

(P∗
c ,P∗

f ) is a (t0, t1, t2, εk, ε(t1), fk(t1), f(t2), p)-strengthened pair for G, and that t is the

number of 1-cells in P∗
c . Let R′ ⊆ R = Rεk,d(G;P∗

c ,P∗
f ) be an induced subcomplex of the

(εk, d)-reduced multicomplex of G on at least (1− ν)t 1-edges and assume that it is tightly

linked. Further, let S ⊆ V (G) be such that |S| ≤ 1
2n and it intersects all 1-cells of R′ in at

most an (1− η)-fraction. Then for any two (k− 1)-tuples x and y, which are (ε′, p, ℓ)-good

for S, and any set S ′ of size at most s, there exists a tight path of length ℓ with ends x

and y.

In this thesis, we omit the proof of Lemma 4.2.16 (for the proof see [8, Lemma 20]).

In [8] we prove this lemma by using Lemma 4.2.17, which allows us to connect a fraction

of any good (k − 1)-cell to a fraction of an adjacent good (k − 1)-cell, where adjacency is

with respect to regular polyads.

Lemma 4.2.17 ([8, Lemma 21]). Given k ≥ 3 and γ > 0, there exists an integer ℓ

such that for any integer s the following holds. For any d, η, ν > 0, any t0 ∈ N, any

small enough εk > 0, any functions ε, f : N→ (0, 1] which tend to zero sufficiently fast,

any integers t2 ≥ t1 ≥ t0, and any small enough fk > 0, the following holds a.a.s. in

Γ = G(k)(n, p) with p ≥ n−1+γ. Suppose G ⊆ Γ is an n-vertex k-graph, that (P∗
c ,P∗

f ) is
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a (t0, t1, t2, εk, ε(t1), fk, f(t2), p)-strengthened pair for G, let H := P̂ (Q;P∗
c ) be a regular

polyad in the reduced complex Rεk,d(G;P∗
c ,P∗

f ), V1, . . . , Vk its underlying 1-cells, and

S ⊆ V (G) is a set intersecting each of these in at most an (1− η)-fraction. Further, let E1

and Ek be the two (k − 1)-cells of H missing V1 and Vk, respectively.

Let the tuples in E1 and Ek be ordered according to V1, . . . , Vk. Then there is Ek ⊆ Ek

with |Ek| ≥ (1 − ν)|Ek|, such that for any x ∈ Ek and any set S ′ of at most s vertices

there is a tight path from x to y of length ℓ with internal vertices not in S ∪ S ′ for a

(1− ν)-fraction of the tuples y ∈ E1.

With this lemma and Corollary 4.2.15 it is straightforward to prove Lemma 4.2.16.

The idea of the proof is to first expand from the tuples x and y using Corollary 4.2.15

and then connect two of the many ends that we found with Lemma 4.2.17 by following a

tight link given by Lemma 4.2.5.

In this thesis, we also omit the proof of Lemma 4.2.17 (for the full details see [8, Lemma

21]) but here we briefly explain the idea for the proof by sketching an easier version.

Suppose that k = 2 (i.e. we are dealing with graphs, not hypergraphs) and rather than

having two clusters which are adjacent in the reduced graph, we have a path of ℓ + 1

clusters V1, . . . , Vℓ, Vℓ+1 in the reduced graph. We want to show that for most vertices

x ∈ V1, there is a path from x to y for most y ∈ Vℓ+1. To begin with, we look at the fine

parts within Vℓ. We discard those fine parts which do not form (f2,
1
2d, p)-regular pairs

with most fine parts in Vℓ+1; by definition of the reduced graph, there are few such, and

we let Xℓ be the remaining subset of Vℓ. Next, for each i = ℓ− 1, . . . , 1 we discard from Vi

those vertices with fewer than (d− ε2)p|Xi+1| neighbours in Xi+1 to obtain Xi. Again, by

regularity we discard few vertices at each step, so X1 is most of V1. Now if we choose any

x ∈ X1, we claim there is a path from x to y for most y ∈ Vℓ+1.

To see this, note that there are many paths which start at x and go out to Xℓ: we

can construct these paths greedily starting from x, and we have at least 1
2dp|Vi| choices in

each Xi. By Lemma 4.2.10 and choice of ℓ, there are linearly many different endvertices

of these paths in Xℓ. We call this the coarse expansion. However the number of these
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endvertices will be much smaller than ε2|Xℓ|, so we cannot use the coarse regularity to say

anything about the set of endvertices. This is where we need the fine partition: we can

ensure the fine regularity constant f2 is so small that the number of endvertices is much

larger than f2|Xℓ|. By averaging, there is a fine part Z contained in Xℓ which contains

a set R0 of endvertices, where |R0| ≥ f2|Z|. Now Z forms a (f2,
1
2d, p)-regular pair with

most fine parts in Vℓ+1. For any such fine part Z ′, by (f2,
1
2d, p)-regularity, the set R1 of

vertices in Z ′ which we cannot reach, i.e. which do not send an edge to R0, is of size at

most f2|Z ′|. In other words, we have found, for most fine parts Z ′ in Vℓ+1, a path from x

to most vertices of Z ′; that is the desired paths to most vertices of Vℓ+1. We call this

second step the fine expansion.

It is fairly easy to see that this strategy still works with sets S and S ′ to avoid. It

is also not very hard to modify it to work with one regular pair rather than a path of

regular pairs: we split off a small fraction of each cluster to use for the coarse expansion

(and we do not reuse this part for the fine expansion). What is not, however, so easy is

to make this argument work for k-graphs for k ≥ 3. The coarse expansion step works

much as described above, but the fine expansion requires more care. If we are given

k = 3 and a regular polyad on parts (X, Y, Z), and a significant fraction of the XY 2-cell

are marked as end-tuples of tight paths from some given x, then we cannot necessarily

conclude that almost all pairs in the Y Z 2-cell are end-tuples of tight paths from x. We

can only conclude this for those pairs whose vertex in Y is also in many marked pairs.

However this does then imply that most vertices of Z are in Y Z pairs which form an edge

with a marked pair, and taking another step, using another regular polyad (Y, Z,W ), we

can finally argue that most ZW pairs are end-tuples of tight paths from x; so the ZW

pairs play the same role as Z ′ in the argument sketched above. For higher uniformity, we

generalise this argument; in uniformity k, we need k − 1 steps.

The following lemma deals with the fine expansion mentioned above. It is also used in

proving Lemma 4.2.21. In this thesis, we omit the proof of this lemma (for the proof see

[8, Lemma 25]).
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Lemma 4.2.18 ([8, Lemma 25]). Given k ≥ 3 and δ, dk > 0, for all sufficiently small

f ′
k > 0 we have: given d0 > 0, for all sufficiently small f ′ > 0 and all sufficiently large m

the following holds.

Given a set V of vertices, suppose that we have a ground partition P = {X0, . . . , X2k−3}

with |Xi| = m for each i, and for each 2 ≤ i ≤ k − 1 a P-partite i-graph Gi on V such

that for each Y ⊆ {0, . . . , 2k − 3} the graph Gi

[∏
y∈Y Xy

]
is (di, f

′, 1)-regular with respect

to Gi−1 (where we assume E(G1) = V ). Furthermore suppose that we have a P-partite

k-graph Gk, such that Gk[Xj, . . . , Xj+k−1] is (dk, f
′
k, p)-regular with respect to Gk−1 for

each 0 ≤ j ≤ k − 2. Suppose that di ≥ d0 for each 2 ≤ i ≤ k − 1. Suppose that for each

2 ≤ i ≤ k, all the edges of Gi are supported by Gi−1.

Suppose that we are given a set R0 ⊆ Gk−1[X0, . . . , Xk−2] of size at least

δmk−1
k−1∏
ℓ=2

d
(k−1

ℓ )
ℓ .

Let Rk−1 ⊆ Gk−1[Xk−1, . . . , X2k−3] be those (k− 1)-edges which are the end-tuples of some

tight path in Gk with one vertex in each of X0, . . . , X2k−3 and whose start (k − 1)-tuple is

in R0.

Then we have |Rk−1| ≥ (1− δ)mk−1∏k−1
ℓ=2 d

(k−1
ℓ )

ℓ .

4.2.6 Fractional matchings

While the clusters of a regular partition are all the same size, and are still about the

same size after we remove the reservoir set, the reservoir path may intersect the clusters

in very different amounts. When we extend the reservoir path to an almost-spanning

path, this means we need to use different numbers of vertices in the different clusters.

To guide the construction of the almost-spanning path, the following lemma returns a

fractional matching in the cluster graph such that the total weight on each cluster is

at most the fraction of vertices still to use in that cluster, and the total weight of the

fractional matching is very close to 1
k

times the fraction of vertices in total still to use.
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Lemma 4.2.19. Let H be an m-vertex k-complex, and let w : V (H)→ [0, 1] be a weight

function. Given ε > 0, suppose that H has at least (1 − ε)m edges of size 1, and that

for each 1 ≤ i ≤ k − 2, each i-edge of H is contained in at least (1 − ε)m edges of

size i+ 1. Finally suppose that each (k − 1)-edge of H is contained in at least
(

1
2 + γ

)
m

edges of size k, and suppose ∑v∈V (H) w(v) ≥ (1− γ)m. Then there is a weight function

w∗ : E
(
H(k)

)
→ [0, 1] such that for each v ∈ V (H) we have ∑

e∋v w
∗(e) ≤ w(v) and∑

e∈E

(
H(k)

)w∗(e) ≥
(∑

v∈V (H) w(v)− εm
)
· 1

k
.

Proof. Consider the linear program

maximise
∑

e∈E(H(k))
w∗(e)

subject to
∑
e∋v

w∗(e) ≤ w(v) for each v ∈ V (H) and w∗(e) ≥ 0 .

The dual program has variables y : V (H)→ [0, 1] such that for each e ∈ E
(
H(k)

)
we have∑

v∈e y(v) ≥ 1, where we minimise ∑v∈V (H) y(v)w(v). Suppose that y is a feasible solution

to the dual program.

We order V (H) according to decreasing y. We find a k-edge of H as follows. We take

the last v1 such that {v1} is a 1-edge of H. Then for each 2 ≤ i ≤ k in succession, we

choose the last vertex vi such that {v1, . . . , vi} is an i-edge of H.

For each 1 ≤ i ≤ k − 1, since by construction {v1, . . . , vi−1} is an (i − 1)-edge of H,

there are at most εm choices of vi which do not give an i-edge of H, and in particular vi will

be at or after position (1− ε)m in the order. Finally since {v1, . . . , vk−1} is a (k − 1)-edge

of H, necessarily vk will be at position at or after
(

1
2 + γ

)
m in the order.

Suppose that the vertex v of H at position (1− ε)m in the order satisfies y(v) = a, and

let y(vk) = b. Then we have (k − 1)a+ b ≥ ∑k
i=1 y(vi) ≥ 1, where the second inequality is

since y is feasible for the dual program. On the other hand, let α denote the sum of w(u)

over vertices u equal to or earlier in the order than vk, and let β denote the sum of w(u)

over vertices u after vk but not after v (where v is at position (1− ε)m in the order). Then

we have ∑v∈V (H) w(v)y(v) ≥ αb+ βa.
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We view this as an optimisation problem: given 0 ≤ a ≤ b ≤ 1 such that (k−1)a+b ≥ 1,

minimise αb+ βa. Trivially we can assume the minimum occurs for (k − 1)a+ b = 1, and

since k ≥ 2 and α > β, the unique minimum occurs when a = b = 1
k
.

Thus we have ∑v∈V (H) w(v)y(v) ≥ (α + β) · 1
k

for any feasible solution y to the dual

program, so the value of the dual program is at least (α+ β) · 1
k
. By the Duality Theorem

for linear programming, the value of the primal program is the same. Finally since

w(v) ∈ [0, 1] we have ∑v∈V (H) w(v) ≤ α + β + εm, and the lemma follows.

4.2.7 Reservoir path

Definition 4.2.20 (Reservoir path). A reservoir path Pres with a reservoir set R ⊊ V (Pres)

is an k-uniform hypergraph with two (k−1)-tuples v and w, such that for any R′ ⊆ R, Pres

contains a tight path with the vertex set V (Pres) \R′ and end-tuples v and w.

Lemma 4.2.21 (Reservoir Lemma [8, Lemma 24]). Given k ≥ 3, γ > 0, and ℓ′ ∈ N, there

exist an integer c, such that for 0 < ε′ ≤ 1
4γ, 0 < d ≤ 1

8γ, large enough t0, small enough

ν, εk > 0, any functions ε, fk, f : N → (0, 1] which tend to zero sufficiently fast and any

integers t2 ≥ t1 ≥ t0 the following holds a.a.s. in Γ = G(k)(n, p) with p ≥ n−1+γ. Suppose

G ⊆ Γ with δk−1(G) ≥ (1
2 + γ)pn, that (P∗

c ,P∗
f ) is a

(
t0, t1, t2, εk, ε(t1), fk(t1), f(t2), p

)
-

strengthened pair for G, and that t is the number of 1-cells in P∗
c . Let R = Rεk,d(G;P∗

c ,P∗
f )

be the (εk, d)-reduced multicomplex of G and let S be the union of the 1-cells that are not

in R. Then given R ⊆ V (G) with |R| ≤ νn there exists a reservoir path Pres in G with

reservoir set R and ends v and w, such that v,w are (ε′, p, ℓ′)-good for S ∪ V (Pres) and

|V (Pres)| ≤ c|R|.

We briefly sketch the proof of this lemma but omit the full proof for the purpose of

this thesis (for the proof see [8, Lemma 24]). We fix G and let R ⊆ V (G) be a set of

size r = |R| ≤ νn. For every u ∈ R we need a reservoir path Pu with reservoir set {u}

on a constant number of vertices with end-tuples vu and wu; this is a tight path with

end-tuples vu and wu and vertex set V (Pu) such that there also exists a tight path with
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the same end-tuples and vertex set V (Pu) \ {u}.

To build Pres we begin with an arbitrary (k− 1)-tuple v = w, which is a reservoir path

with an empty reservoir set, and call this P0. Assume we have built a reservoir path Pi−1

with reservoir set R′ ⊆ R of size i − 1 and end-tuples vi−1 and wi−1 such that V (Pi−1)

does not intersect R \ R′. Then, for some u ∈ R \ R′, we construct a reservoir path Pu

with end-tuples vu and wu that is disjoint from Pi−1. If i is odd we connect wi−1 to vu

by a tight path (using Lemma 4.2.16) and let wi = wu and vi = v. If i − 1 is even we

connect vi−1 to wu by a tight path and let vi = vu and wi = w. In both cases we obtain

a reservoir path Pi with reservoir set R′ ∪ {u}, end-tuples vi and wi, and continue. By

alternating between the endpoints we ensure that the end-tuples are always (ε′, p, ℓ′)-good

for V (P ′
res).

Finally, let us sketch how we construct Pu, a picture of which (for k = 5) is in Figure 4.1.

We begin by finding a (2k − 1)-vertex tight path with u its central vertex; this gives the

spikes u and x1 in the figure. We look at all the ways to fill in the upper and lower

spike paths in the figure. Using Lemma 4.2.10, we see that from each we can get to a

positive density of end-tuples. In particular, we can get to a positive density of each of

two vertex-disjoint coarse (k − 1)-cells in the regular partition, and two applications of

Lemma 4.2.18 gives us the tuple v connecting the paths, completing the spikes. We then

use Lemma 4.2.16 repeatedly to create the paths between pairs of spikes. The only point

where we need to be a bit careful is to ensure that when creating the upper and lower

spike paths, and when connecting them, we do not reuse vertices; for this purpose we

randomly split the vertex set into three parts and use one for each of the upper spike path,

the lower spike path, and the connection.
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u
u

v
P ′1 P ′2 P ′ℓ∗−1 P ′ℓ∗. . .

x1 x2 x3 . . . xℓ∗−1 xℓ∗

yℓ∗yℓ∗−1. . .y3y2y1

Figure 4.1: Reservoir structure in the case k = 5 with ℓ∗ = ℓ/(k− 1) for one vertex u with

two tight paths that both have end-tuples u and v, where one is using all vertices and the

other all but u.

4.3 Proof of Theorem 1.3.1

Proof. Given γ > 0 and k ≥ 3, let ℓL4.2.17 ≥ k−1
γ

+ k be returned by Lemma 4.2.17 for

input k, 0, and γ. Similarly, let ℓL4.2.16 be given by Lemma 4.2.16 with input k and 1
2γ. Let

νC4.2.15 be returned by Corollary 4.2.15 for input γ, ε = 1
4γ, s = k, k, and ℓL4.2.17 and let

νL4.2.17 = 1
4νC4.2.15. Let c be the integer returned by Lemma 4.2.21 for input γ, k and ℓL4.2.17

and then let 1
8γ ≥ d > 0. Let t0 ≥ k!ν−2

C4.2.15 be sufficiently large for Lemma 4.2.21 with

input as above, ε′ = 1
4γ and d, for Lemma 4.2.16 with input as above and η = 1

2 , ε′ = 1
8γ,

and s = 3ℓL4.2.16 + 3k, and for Lemma 4.2.5 with input k and d.

We then choose νres <
γ
8c

such that 2νres is sufficiently small for Lemma 4.2.21 with

the given input and νL4.2.16 > 0 is small enough for Lemma 4.2.16 with the given input.

We let ηL4.2.17 = 10−6ℓ−1
L4.2.16νresνL4.2.16. Next we choose εk ≤ 10−6k−kνk

C4.2.15ν
k
resη

k
L4.2.17 small

enough for Lemma 4.2.17 with input as above and s = ℓL4.2.17, d, ηL4.2.17, νL4.2.17, and ε′ = 1
8γ,

for Lemma 4.2.21 with input as above, and also such that 2ν−k
res εk is small enough for

Lemma 4.2.16 with input as above.
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We choose functions ε, fk, f : N→ (0, 1] such that
√
ε, 2ν−k

res fk and
√
f are all smaller

than εk, small enough for each of Lemmas 4.2.16, 4.2.17 and 4.2.21 with the above inputs,

and that for each t, both ε(t) and f(t) are small enough for Lemma 4.2.6 with input k,

α = 1
2νres and d0 = 1

2t
. Let ηL4.2.4 and TL4.2.4 be returned by Lemma 4.2.4 for input k, t0,

s = 1, εk, ε, fk, f .

Given n, let p ≥ n−1+γ. Let L̃ be a set of at most TL4.2.4! − 1 vertices in [n] such

that n− |L̃| is divisible by TL4.2.4!. Suppose that Γ̃ = G(k)(n, p) and its induced subgraph

Γ = Γ̃− L̃ are in the good events of Corollary 4.2.15, Lemmas 4.2.17 and 4.2.21 with inputs

as above and Lemma 4.2.9 with input 1
4γνres and k. Suppose that Γ and all its subgraphs

are (ηL4.2.4, p)-upper regular, which by Lemma 4.2.8 holds a.a.s. In addition, suppose that Γ

satisfies the following: if R is a set of vertices chosen independently with probability νres

from V (Γ), then a.a.s. Γ[R] is in the good event of Lemma 4.2.16 with input as above. Note

that this last event occurs a.a.s. for the following reason: if we first choose R randomly

then expose the edges of Γ, a.a.s. we obtain a set R of size
(
1± 1

2

)
νresn, and given this

Lemma 4.2.16 states that a.a.s. Γ[R] will be in the good event. Thus the probability of

obtaining a pair (R,Γ) such that Γ[R] is not in the good event of Lemma 4.2.16 is o(1),

and it follows that, for any ι > 0, the probability of choosing Γ such that
(

Γ[R] has

probability at least ι of not being in the good event of Lemma 4.2.16
)
, is o(1).

Given G̃ ⊆ Γ with δk−1(G̃) ≥
(

1
2 +2γ

)
pn, we remove L̃ to obtain an induced subgraph G

with TL4.2.4!|v(G). Observe that δk−1(G) ≥
(

1
2 + γ

)
pn. We apply Lemma 4.2.4 to G, with

input as above, to obtain a
(
t0, t1, t2, εk, ε(t1), fk(t1), f(t2), p

)
-strengthened pair (P∗

c ,P∗
f ),

where t0 ≤ t1 ≤ t2 ≤ TL4.2.4. Let t be the number of clusters of Pc; by definition we have

t0 ≤ t ≤ t1. Applying Lemma 4.2.5, we see that the (εk, d)-reduced multicomplex R of G,

with respect to this strengthened pair, has at least
(
1− 4ε1/k

k

)
t 1-edges, every (k− 1)-edge

of R is contained in at least

(
1
2 + γ − 2d− 2k+2ε

1/k
k

)
t

k−1∏
i=2

d
−(k−1

i−1)
i ≥

(
1
2 + 1

2γ
)
t

k−1∏
i=2

d
−(k−1

i−1)
i
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k-edges, and every induced subcomplex ofR on at least
(
1−γ+2d+2k+2ε

1/k
k

)
t <

(
1− 1

2γ
)
t

vertices is tightly linked.

We choose a subset R of [n] by selecting vertices uniformly at random with probabil-

ity νres. A.a.s. we have |R| =
(
1+o(1)

)
νresn. By Chernoff’s inequality and the union bound,

a.a.s. for each V which is a part of either Pc or Pf , we have |V ∩R| =
(
1± o(1)

)
νres|V |.

Furthermore, for each S which is the neighbourhood in G̃ or in Γ of some (k − 1)-set of

vertices, we have |S ∩R| =
(
1± o(1)

)
νres|S| (recall that any such set S has size at least

1
2pn ≥ nγ/2). Finally, by our assumption on Γ, we have a.a.s. that Γ[R] is in the good

event of Lemma 4.2.16 with input as above. Suppose that R is such that all of these likely

events occur.

We apply Lemma 4.2.21, with inputs as above, to find a reservoir path Pres in G

with reservoir set R whose ends are vres and wres, such that vres and wres are both

(1
4γ, p, ℓL4.2.17)-good for S ∪ V (Pres), where S is the union of all 1-cells not in R, and such

that
∣∣∣V (Pres)

∣∣∣ ≤ c|R| ≤ 1
8γn.

We now aim to extend Pres, from its end wres, to a path Palmost covering almost all

vertices of G. To begin with, let R′ denote the complex on V (R) obtained by letting e′

be an edge of R′ whenever there is an edge e of R such that vertices(e) = e′. Thus the

1-edges of R and R′ are identical, and it follows inductively from the definition of an

(εk, d)-reduced multicomplex that for each 1 ≤ i ≤ k − 2, each i-edge of R′ is contained in

at least
(
1− 2i+2ε

1/k
k

)
t (i+ 1)-edges, and each (k − 1)-edge of R′ is contained in at least(

1
2 + 1

2γ
)
t k-edges. We define a weight function ω on V (R′) as follows. Given a cluster

Vi ∈ V (R′), if |Vi \ V (Pres)| < 2ηL4.2.17
n
t
, we set ω(Vi) = 0. Otherwise, we set

ω(Vi) =
|Vi \ V (Pres)| − 2ηL4.2.17

n
t

(1− νres)n
t

.

Note that since |Vi \ V (Pres)| ≤ |Vi \R| ≤
(
1 + o(1)

)
(1− νres)n

t
, this weight function takes
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values in [0, 1]. Furthermore, we have

∑
Vi∈V (R′)

ω(Vi) = n− |V (Pres)| − 2ηL4.2.17n

(1− νres)n
t

>
(
1− 1

2γ
)
t .

This is the required setup to apply Lemma 4.2.19, with input 2k+2ε
1/k
k and 1

2γ. The

result is a weight function ω∗ : E(R′(k)) → [0, 1] such that for each Vi ∈ V (R′) we have∑
e∋Vi

ω∗(e) ≤ ω(Vi), and

∑
e∈R′(k)

ω∗(e) ≥ 1
k

( ∑
Vi∈V (R′)

ω(Vi)− 2k+2ε
1/k
k t

)
> 1

k
· n− |V (Pres)| − 2ηL4.2.17n− 2k+3ε

1/k
k n

(1− νres)n
t

> 1
k
· n− |V (Pres)| − 3ηL4.2.17n

(1− νres)n
t

.

(4.3.1)

Recall that R is tightly linked, even if an arbitrary set of 1
2γt vertices is removed. If

a cluster of Pc has ω-weight zero, then it contains at least n
2t

vertices of Pres, so there

are at most 2cνresn·2t
n

= 4cνrest ≤ 1
2γt clusters with ω-weight zero. In particular, the

submulticomplex of R induced by removing clusters of ω-weight zero is tightly linked.

We next construct a path Palmost extending Pres from wres as follows. Recall that wres

is
(

1
4γ, p, ℓL4.2.17

)
-good for S ∪ V (Pres). To begin with, we use Corollary 4.2.15 to obtain a

collection of (k − 1)-tuples, of size at least νC4.2.15n
k−1, each of which is the end-tuple of a

path of length ℓL4.2.17 starting at wres whose vertices, other than those in wres, are disjoint

from V (Pres). Note that all these tuples are by construction outside V (Pres) and so also

outside R. By definition of a strengthened pair and (εk, d)-reduced multicomplex, and

choice of t0 and εk, at least half of these end-tuples are contained in (k − 1)-cells of P∗
c

which are in R. In particular, by averaging there is a (k − 1)-cell of R, with clusters in a

given order, f0, such that at least a 1
2νC4.2.15-fraction of these end-tuples are in f0 in the

given order. Let P0 = Pres, and let Q0 denote the set of (k− 1)-tuples in f0 which are ends

of paths of length ℓL4.2.17 starting from w0 := wres whose vertices outside w0 are disjoint

from P0.
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We order arbitrarily the k-edges of R′ with positive ω∗-weight, and for each j, let gj be

a k-edge of R whose vertices are the same as the jth k-edge of R′; we let ω∗(gj) be given

by ω∗ at the jth edge of R′. We now create a sequence e1, . . . of k-edges of R as follows.

To begin with, we choose a tight link in R from f0 to a (k − 1)-tuple in g1 using only

clusters of positive weight, and we let the first edges e1, . . . be the edges of a homomorphic

copy of a minimum length tight path following this tight link. We then repeat g1 in the

sequence ⌈
k(1− νres)n

t
· ω∗(g1)

ℓL4.2.17

⌉

times, follow a tight link to g2, and so on. When we follow a tight link, we always do so such

that the edges e1, . . . form a homomorphic copy of a tight path in R, using only vertices

whose weight according to ω is positive; this is possible since the vertices of each gj have

weight at least ω∗(gj) > 0, and since the positive-weight induced submulticomplex of R is

tightly linked. Note that the number of repetitions of g1 fixes the ordered (k − 1)-cell in

the boundary of g1 from which we follow a tight link to g2, and so on.

SinceR is a bounded size multicomplex — it contains in total at most tk1 ·t
(k

2)
1 . . . t

( k
k−1)

1 ≤

t2
k

1 edges of size k — the total number of edges ei used in following tight links is at most

4k3 · t2k+1
1 .

We now use the following procedure repeatedly for i ≥ 1. We are given Pi−1 which is a

path from vres to wi−1, an ordered (k − 1)-cell fi−1 of R (which is contained in ei−1 and

also in ei), and a set Qi−1 of (k− 1)-tuples in fi−1 which are ends of paths of length ℓL4.2.17

from wi−1 whose vertices outside wi−1 are disjoint from Pi−1. We suppose Qi−1 contains

at least a 2νL4.2.17-fraction of the (k − 1)-tuples in fi−1. We let fi be the (k − 1)-cell in the

boundary of ei on the last k − 1 clusters of ei, with the order inherited from ei.

By Lemma 4.2.17, with input as above, and S = V (Pi−1), and choice of νL4.2.17 there is a

tuple wi in Qi−1 such that the following holds. Let Pi denote the extension of Pi−1 to wi by

adding a path of length ℓL4.2.17 witnessing wi ∈ Qi−1; let S ′ be the vertices V (Pi) \V (Pi−1).

There is a set Qi of (1− νL4.2.17)-fraction of the tuples of fi, each of which is the end of a

path of length ℓL4.2.17 from wi, whose vertices outside wi are disjoint from V (Pi−1) and
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from S ′. Note that this is the setup required to iterate the application of Lemma 4.2.17,

provided that we ensure that at no stage does S = V (Pi−1) intersect any cluster of ei

in more than a (1− ηL4.2.17)-fraction. This is guaranteed for the following reason. Given

a cluster Vj of Pc, if ω(Vj) = 0 then Vj is not a vertex of any ei. If on the other hand

ω(Vj) > 0, then the total number of vertices used in Vj is at most

ℓL4.2.17 · 4k3 · t2k+1

1 + 2ℓL4.2.17 ·
(

t1
k − 1

)
+ ℓL4.2.17

k
·
k(1− νres)n

t

ℓL4.2.17
·
∑

gi∋Vj

ω∗(gi) ,

where the first term counts vertices used in following tight links, the second accounts for

the rounding up in the weighting at each edge gi containing Vj and the (at most) one

vertex per gi extra since the tight path may use one more vertex in some clusters than

others (since ℓL4.2.17
k

may not be an integer). Note that these first two terms are bounded

from above by a constant. Since ∑gi∋Vj
ω∗(gi) ≤ ω(Vj), we see that the number of vertices

used in Vj is at most

O(1)+ ℓL4.2.17
k
·
k(1− νres)n

t

ℓL4.2.17
·ω(Vj) = O(1)+|Vj\V (Pres)|−2ηL4.2.17

n
t
≤
∣∣∣Vj\V (Pres)

∣∣∣−ηL4.2.17
n
t
,

and in particular at all times at least ηL4.2.17
n
t

vertices remain in Vj. We let Palmost denote

the final tight path from vres to walm obtained by this procedure.

Observe that, just counting repetitions of the gi, the total number of vertices
∣∣∣V (Palmost)\

V (Pres)
∣∣∣ is at least

ℓL4.2.17 ·
k(1−νres) n

t
ℓL4.2.17

·
∑

e∈R′(k)

ω∗(e) > k(1− νres)n
t
· 1

k
· n− |V (Pres)| − 3ηL4.2.17n

(1− νres)n
t

= n− |V (Pres)| − 3ηL4.2.17n .

(4.3.2)

It follows that n−
∣∣∣V (Palmost)

∣∣∣ ≤ 3ηL4.2.17n. Let L =
(
V (G)\V (Palmost)

)
∪ L̃. Recall that L̃

is the set of at most TL4.2.4! − 1 vertices we removed from G̃ in order to guarantee the

required divisibility condition.

Our final task is to extend Palmost, re-using some vertices of R, to cover the vertices of L
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and connect the ends. Critically, observe that |L| is much smaller than |R|, and that by

assumption on Γ and R, the good event of Lemma 4.2.16 holds for Γ[R], for the input given

at the start of the proof. Recall that G[R] has minimum codegree at least
(

1
2 + 1

2γ
)
p|R|.

Let P∗
cr and P∗

fr denote the families of partitions obtained from P∗
c and P∗

f respectively

by reducing each cell to only those elements contained in R. By Lemma 4.2.6 and choice

of εk, ε, fk and f , (P∗
cr,P∗

fr) is a (t0, t1, t2, 2ν−k
res εk,

√
ε(t1), 2ν−k

res fk,
√
f(t2), p)-strengthened

pair for G[R]. Let Rr denote the multicomplex obtained from R by replacing the cells

of P∗
c with those of P∗

cr. Note that Rr is still the (εk, d)-reduced multicomplex for this

strengthened pair, so it is contained in the (2ν−k
res εk, d)-reduced multicomplex.

Let S−1 = ∅. We now construct for i = 0, 1, . . . two disjoint tight paths Pv,i and Pw,i and

Si = V (Pv,i) ∪ V (Pv,i), where one end of Pv,i is ←−vres and the other, vi, is (1
4γνres, p, ℓL4.2.16)-

good for Si−1, and Pv,i contains i vertices of L and all other vertices, except those of vres,

are in R. Similarly one end of Pw,i is walm and the other, wi, is (1
4γνres, p, ℓL4.2.16)-good

for Si−1, and Pw,i contains i vertices of L, not in Pv,i, and all other vertices, except those

of walm, are in R. We do this as follows. To begin with, we find a tight path Pv,0 of

length k − 1, one of whose end tuples is ←−vres and the other of which, v0, is contained in R.

Recall that every (k − 1)-set in V (G) is contained in at least
(

1
2 + 1

2γ
)
p|R| edges of size k

with the extra vertex in R, so in particular we can greedily build the required path of

length k − 1. We construct Pw,0 from walm to w0 similarly. Observe that, by definition,

both v0 and w0 are (1
4γνres, p, ℓL4.2.16)-good for S−1.

Now suppose i ≥ 1 and that we have constructed tight paths Pv,i−1 and Pw,i−1 as

above, whose ends vi−1 and wi−1 are both (1
4γνres, p, ℓL4.2.16)-good for Si−2, and we have

|Si−1| ≤ 4(i − 1)ℓL4.2.16. We first extend Pv,i−1 to a path Pv,i as follows. We choose any

u ∈ L \ Si−1 and vertices v1, . . . , vk−2 from R \ Si−1 such that the tuple (u, v1, . . . , vk−2)

is (1
4γνres, p, ℓL4.2.16 + k − 1)-good for Si−1. This step always succeeds, as o(n) of these

tuples are not (1
4γνres, p, ℓL4.2.16 + k − 1)-good for Si−1, by the good event of Lemma 4.2.9

assumed above. Then we can easily choose additional vertices vk−1, u1, . . . , uk−1 from

R \ Si−1 such that for j = 1, . . . , k there is a k-edge {uj, . . . , uk−1, u, v1, . . . , vj−1} and the
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tuples vi = (v1, . . . , vk−1) and u = (u1, . . . , uk−1) are (1
4γνres, p, ℓL4.2.16)-good for Si−1. For

example, there are at least (1
2 + 1

4γ)p|R| edges {u, v1, . . . , vk−1} in G with vk−1 ∈ R, of

which at most p|Si−1|+ 1
4γνrespn ≤ 1

4p|R| have vk−1 ∈ Si−1 and at most 1
4γνrespn are such

that (v1, . . . , vk−1) is not (1
4γνres, p, ℓL4.2.16 + k − 2)-good for Si−1.

Next, with Lemma 4.2.16, we connect vi−1 to u with a tight path of length ℓL4.2.16

and internal vertices not in Si−1. Note that here we added the set S ′ containing the

vertices V (Pv,i−1) \ V (Pv,i−2), V (Pw,i−1) \ V (Pw,i−2), and {u, v1, . . . , vk−1} and that |S ′| ≤

2ℓL4.2.16 + 2k. To see that the conditions of Lemma 4.2.16 are satisfied, recall that |Si−1| ≤

4(i− 1)ℓL4.2.16 ≤ 6ηL4.2.17ℓL4.2.16n. By the choice of ηL4.2.17, this is at most 1
4 |R| and there can

bet at most νL4.2.16t 1-cells in Rr which intersect Si−1 in at least a 1
2 -fraction. We then

let Pv,i be the path obtained by concatenating Pv,i−1, the path from vi−1 to u, and the

path from u via u to vi.

If there remain uncovered vertices in L, we repeat the same procedure to extend Pw,i−1

to Pw,i, where in the last step we also add the vertices from V (Pv,i) \ V (Pv,i−1) to S ′

and get |S ′| ≤ 3ℓL4.2.16 + 3k. Note that afterwards with Si = V (Pv,i) ∪ V (Pw,i) we have

|Si| ≤ 4iℓL4.2.16 and all conditions of Pv,i and Pw,i needed for the next iterations are satisfied.

We stop this procedure as soon as all vertices of L are used; we let Pv denote the final Pv,i

with end tuple v = vi, and Pw denote either Pw,i or Pw,i−1 (depending on whether |L|

is even or odd, respectively) with end tuple w either wi or wi−1, respectively. Finally

we make a last use of Lemma 4.2.16 to find a tight path in R whose interior vertices are

disjoint from V (Pv) ∪ V (Pw), and whose ends are ←−v and w. This is possible for the same

reasons as above. Concatenating these three tight paths, we obtain a tight path Pcover

whose end tuples are walm and vres, such that L ⊆ V (Pcover), and such that all interior

vertices of Pcover are contained in L ∪R.

Let R′ denote the set of vertices V (Pcover)∩R. By the reservoir property of Pres, there is

a tight path P ∗
res whose end tuples are identical to Pres and whose vertex set is V (Pres) \R′.

We replace Pres with P ∗
res in Palmost to obtain a tight path P ∗

almost whose end tuples are

identical to those of Palmost and whose vertex set is V (Palmost) \ R′ = V (G̃) \ (L ∪ R′).
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Concatenating P ∗
almost and Pcover, we obtain the desired tight Hamilton cycle in G̃.
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CHAPTER 5

1-INDEPENDENT PERCOLATION ON Z2 ×KN

The main aim of this chapter is to prove Theorems 1.4.8, 1.4.9, 1.4.11 and 1.4.12. We recall

the following definitions and then restate the theorems. Let H = (V,E) be a graph. Given

a probability measure µ on subsets of E, a µ-random graph Hµ is a random spanning

subgraph of H whose edge-set is chosen randomly from subsets of E according to the law

given by µ. A random graph model Hµ is 1-independent if, for vertex-disjoint subsets

A,B ⊆ E(H), the random variables Hµ ∩ A and Hµ ∩ B are independent. In this case,

we call the associated probability measure µ a 1-independent measure (1-imp) on H. For

p ∈ [0, 1], let M1,p and M1,≥p, be the sets of 1-independent measures on H for which

each edge of H is present in Hµ with probability exactly p and with probability at least p,

respectively. Given a 1-ipm µ on an infinite connected graph H, we say that µ percolates if

Hµ almost surely (i.e. with probability 1) contains an infinite connected component. Given

an infinite connected graph H, we define the 1-independent critical percolation probability

for H to be p1,c(H) := inf {p ≥ 0 : ∀µ ∈M1,≥p(H), µ percolates}. Moreover, we define

the long paths critical probability p1,LP(H) of H, to be given by

p1,LP(H) := inf {p ∈ [0, 1] : ∀µ ∈M1,p,∀ℓ ∈ N, P [Hµ contains a path of length ℓ] > 0} .

In this chapter we will prove Theorems 1.4.8 and 1.4.9.

Theorem 1.4.8. The following hold:
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(i) If p > 4− 2
√

3 is fixed, then there exists N ∈ N such that p1,c (Z2 ×KN) ≤ p.

(ii) For every n ∈ N, p1,c (Z2 ×Kn) ≥ 4− 2
√

3.

In particular, we have limn→∞ p1,c(Z2 ×Kn) = 4− 2
√

3 = 0.5358 . . . .

Theorem 1.4.9. limn→∞ p1,LP (Z×Kn) = 4− 2
√

3.

We also prove Theorems 1.4.11 and 1.4.12 which are stronger versions of these theorems

where Kn is replaced by a sequence of weakly pseudorandom graphs. Recall that, for a

sequence q = q(n) in [0, 1], a sequence of n-vertex graphs (Gn)n∈N is weakly q-pseudorandom

if

max
{∣∣∣∣∣e(Gn[U ])− q |U |

2

2

∣∣∣∣∣ : U ⊆ V (Gn)
}

= o(qn2).

Theorem 1.4.11. Let q = q(n) satisfy nq(n)≫ log n. Then for any sequence (Gn)n∈N of

n-vertex graphs which is weakly q-pseudorandom, we have limn→∞ p1,c(Z2×Gn) = 4−2
√

3.

Theorem 1.4.12. Let q = q(n) satisfy nq(n)≫ log n. Then for any sequence (Gn)n∈N of

n-vertex graphs which is weakly q-pseudorandom, we have limn→∞ p1,LP(Z×Gn) = 4−2
√

3.

The remainder of this chapter is organised as follows. In the next section we explain

some basic notation. The key step in the proof of our main results in this chapter,

Theorem 5.2.1, is proved in Section 5.2; it establishes that p = 4− 2
√

3 is the threshold

for ensuring there is a high probability in any 1-independent model of finding a path

between the largest components in two disjoint copies of Kn joined by a matching. The

argument in a sense captures ‘what makes the 4 − 2
√

3 measure of [36, 46] tick’. We

then use Theorem 5.2.1 in Section 5.3 to prove Theorems 1.4.8, 1.4.9, 1.4.11 and 1.4.12.

Our component evolution results, Proposition 1.4.16 and Theorem 1.4.17 are proved in

Section 5.4.
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5.1 Notation

Given n ∈ N we write [n] for the discrete interval {1, 2, . . . , n}. We write S(2) for the

collection of all unordered pairs from a set S. We use standard graph-theoretic notation.

Given a graph H, we use V = V (H) and E = E(H) to refer to its vertex-set and edge-set

respectively, and write e(H) for the size of E(H). Given X ⊆ V , we write H[X] for the

subgraph of H induced by X, i.e. the graph (X,E(H) ∩X(2)). For disjoint subsets X, Y

of V we also write H[X, Y ] for the bipartite subgraph of H induced by X ⊔ Y , that is the

graph (X ∪ Y, {xy ∈ E(H) : x ∈ X, y ∈ Y }). We denote by Kn the complete graph on n

vertices, Kn = ([n], [n](2)).

The Cartesian product of two graphs G1 and G2 is the graph G1 ×G2 with V (G1 ×

G2) = {(v1, v2) : v1 ∈ V (G1), v2 ∈ V (G2)} and E(G1 × G2) consisting of all pairs

{(u1, u2), (v1, v2)} with either u1 = v1 ∈ V (G1) and u2v2 ∈ E(G2) or u1v1 ∈ E(G1) and

u2 = v2 ∈ V (G2). In particular if G1 = K2, i.e. a single edge, then G1 ×G2 is the bunkbed

graph of G2 consisting of two disjoint copies of G2, the left copy {1} ×G2 and the right

copy {2} ×G2, together with a perfect matching joining each vertex (1, v) in the left copy

to its image (2, v) in the right copy.

K2 K3 K2 ×K3

Figure 5.1: The Cartesian product K2 ×K3

Finally we use the standard Landau notation for asymptotic behaviour: given functions

f, g : N→ R, we write f = O(g) if |f(n)| ≤ C|g(n)| for some C > 0 and all n sufficiently

large, and f = o(g) if limn→∞ |f(n)/g(n)| = 0. We use f = Ω(g) and f = ω(g) to

denote g = O(f) and g = o(f), respectively. We also sometimes use f ≪ g and f ≫ g

as a shorthand for f = o(g) and f = ω(g), respectively. Given a sequence of events

(En)n∈N in some probability space, we say that En occurs with high probability (whp) if

P[En] = 1− o(1).
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5.2 When left meets right: joining the largest com-
ponents on either side of K2 ×Gn

Let (Gn)n∈N be a sequence of weakly q-pseudorandom n-vertex graphs where qn≫ log n.

Consider the Cartesian product H = K2×Gn. Given µ ∈M1,p(H), let ‘Left meets Right’

denote the event that the µ-random graph Hµ contains a connected component containing

both strictly more than half of the vertices in {1} × [n] and strictly more than half

of the vertices in {2} × [n]. Our main result in this section is showing that the event

‘Left meets Right’ undergoes a sharp transition at p = 4 − 2
√

3, in the sense that for

p ≤ 4− 2
√

3 it is possible to construct 1-independent measures µ ∈ M1,p(H) such that

whp the event ‘Left meets Right’ does not occur, while for p > 4 − 2
√

3 it occurs whp

regardless of the choice of µ.

Theorem 5.2.1. (i) Let p > 4− 2
√

3 be fixed. Then for every µ ∈M1,p(H),

P [Left meets Right] = 1− o(1).

(ii) Let 1
2 < p ≤ 4− 2

√
3 be fixed. Then there exists µ ∈M1,≥p(H) such that

P [Left meets Right] = o(1).

For p ∈ (1
2 , 1], let θ = θ(p) be given by

θ(p) := 1 +
√

2p− 1
2 .

The quantity θ will play an important role in the proof of both parts of Theorem 5.2.1.

Observe that θ ∈ [p, 1] and satisfies

θ2 + (1− θ)2 = p and 2θ(1− θ) = 1− p.

The latter of these relations and the resolution of the quadratic inequality p2 − 8p+ 4 ≥ 0

156



for p ∈ [0, 1] can be used to show

θ
√
p ≤ 1− p if and only if p ≤ 4− 2

√
3. (5.2.1)

Our proofs will also make extensive use of the following Chernoff bound: given a binomial

random variable X ∼ Binom(N, p) and ε ∈ (0, 1), we have

P [|X −Np| ≥ εNp] ≤ 2e− ε2Np
3 . (5.2.2)

5.2.1 Lower bound construction: proof of Theorem 5.2.1(ii)

For each 1/2 < p ≤ 4− 2
√

3, we construct a state-based measure µF ∈ M≥p(K2 ×Gn),

based on the ideas behind constructions in [36, 46]. Assume without loss of generality that

V (Gn) = [n]. We randomly assign to each vertex (i, v) ∈ [2]× [n] a state Sv ∈ {0, 1, ⋆},

independently of all the other vertices, with

(a) S(1,v) = 1 with probability θ and S(1,v) = 0 otherwise;

(b) S(2,v) = 0 with probability √p and S(2,v) = ⋆ otherwise.

We then include edges of H = K2 × Gn in our random subgraph HµF
according to the

following rules:

(i) an edge {(1, u), (1, v)} is included if S(1,u) = S(1,v);

(ii) an edge {(2, u), (2, v)} is included if S(2,u) = S(2,v) = 0;

(iii) an edge {(1, v), (2, v)} is included if S(2,v) = ⋆ or if S(1,v) = S(2,v) = 0.

See Fig. 5.2 for an illustration of the construction. Since µF is state-based, it is clearly a

1-ipm. Our state distributions (a)–(b) imply that every edge in the left copy of Gn is open

(included in our random graph) with probability θ2 + (1− θ)2 = p (by the edge-rule (i)

above), and that every edge in the right copy of Gn is open with probability (√p)2 = p
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State 1 State 0

State 0

State ⋆

{1} × [n] {2} × [n]

≈ θn ≈ √pn

Figure 5.2: The Lower bound construction

(by the edge-rule (ii) above). On the other hand, (by the edge-rule (iii) above) an edge

{(1, v), (2, v)} from the left copy to the right copy is closed if and only if S(1,v) = 1 and

S(2,v) = 0, which by (5.2.1) occurs with probability θ
√
p ≤ 1− p provided p ≤ 4− 2

√
3.

Thus µF ∈M1,≥p(K2 ×Gn) as claimed.

All that remains to show is that for this measure the event ‘Left meets Right’ occurs

with probability o(1) in the random graph HµF
. Observe that the construction of µF

ensures there is no path in HµF
from the vertices in {1} × [n] in state 1 to the vertices in

{2} × [n] in state 0. Indeed the only edges of HµF
in which the endpoints are in different

states are those edges containing a vertex (2, v) in state S(2,v) = ⋆. Since by construction

vertices in state ⋆ have degree exactly one in HµF
, it follows that there is no component

of HµF
containing both vertices in state 1 and vertices in state 0.

Since the expected number of vertices in {1} × [n] in state 1 is θn > pn and the

expected number of vertices in {2} × [n] in state 0 is √pn > pn, and since states are

assigned independently, it follows from (5.2.2) that for all fixed p with 1/2 < p ≤ 4− 2
√

3,

with probability 1 − o(1) there is no connected component in HµF
containing at least

half of the vertices of both {1} × [n] and {2} × [n]. Thus ‘Left meets Right’ occurs with

probability o(1) for HµF
, as claimed.
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5.2.2 Upper bound: proof of Theorem 5.2.1(i)

Suppose p > 4 − 2
√

3 is fixed. We shall show that for n sufficiently large this implies

that for any µ ∈ M1,p(H), whp ‘Left meets Right’ occurs. Our strategy for doing this

is as follows: first of all we show in Lemma 5.2.6 that, for each i ∈ [2], in any fixed

tripartition ⊔3
j=1Vj of {i} × [n], whp each of the parts Vj contains roughly the expected

number of edges of Hµ, i.e. (p+ o(1)) e(H[Vj]). This immediately implies that whp there

is a component CL of Hµ containing strictly more than half of the vertices of {1} × [n],

and another component CR containing at least half of the vertices of {2} × [n].

If these two components CL and CR are not the same, then we colour vertices of [2]× [n]

Green if they lie in a small component of Hµ[{i} × [n]] for some i ∈ [2], and otherwise

Red if they are part of CL and Blue if not (so in particular vertices in CR are coloured

Blue). This gives rise to a partition of [n] into 9 sets Vc,c′ , corresponding to the possible

ordered colour pairs assigned to the vertex pairs ((1, v), (2, v)), v ∈ [n]. Since whp at

least (p − o(1))n of the n edges from {1} × [n] to {2} × [n] are present in Hµ, we can

combine the probabilistic information from Lemma 5.2.6 to show that whp the relative

sizes of the Vc,c′ almost satisfy a certain system S = S(p) of inequalities (5.2.7) to (5.2.10)

(or more precisely that we can extract from the |Vc,c′ |/n a solution to S(p⋆) for some p⋆ a

little smaller than p). For p > 4− 2
√

3 and n sufficiently large, we are able to show this

leads to a contradiction (Lemma 5.2.7). Having outlined our proof strategy, we now fill

in the details. We shall use the following path-decomposition theorem due to Dean and

Kouider.

Theorem 5.2.2 (Dean and Kouider [37]). Let G be an n-vertex graph. Then there exists

a set P of edge-disjoint paths in G such that |P| ≤ 2n
3 and ⋃P ∈P E(P ) = E(G).

Recall that a matching in a graph is a set of vertex-disjoint edges.

Corollary 5.2.3. Let ε > 0 and let G be an n-vertex graph with e(G) ≥ 2n/ε. Then there

exists a set M of edge-disjoint matchings in G such that

(M1) |M| ≤ 2n,
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(M2) |E(G) \ ⋃M∈M M | ≤ 2εe(G), and

(M3) |M | ≥ εe(G)
2n

for every M ∈M.

Proof. By Theorem 5.2.2, there exists a set P of edge-disjoint paths in G such that

|P| ≤ 2n
3 and E(G) = ⋃

P ∈P E(P ). Let Pshort = {P ∈ P : e(P ) ≤ 2ε e(G)
n
}. Let M be the

set of matchings obtained by decomposing each path in P \ Pshort into two matchings. We

have |M| ≤ 2 |P| ≤ 2n. Moreover, each M ∈ M satisfies |M | ≥ ⌊ εe(G)
n
⌋ ≥ εe(G)

2n
. Finally,

|E(G) \ ⋃M∈M E(M)| ≤ 2n
3 · 2ε

e(G)
n
≤ 2εe(G).

Matchings are useful in a 1-independent context since the states of their edges (present

or absent) are independent. This is shown formally in the following proposition.

Proposition 5.2.4. Let G be an n-vertex graph, p ∈ [0, 1], and µ ∈M1,p(G). Let M be a

matching in G and for each e ∈M , let Xe = 1 if e ∈ E(Gµ) and Xe = 0 otherwise. Then

{Xe : e ∈M} is a set of independent random variables.

Proof. Let M ′ = {e1, . . . , et} ⊆M and for each i ∈ [t], let xi ∈ {0, 1}. It suffices to show

that

P

⋂
i∈[t]
{Xei

= xi}

 =
∏
i∈[t]

P [Xei
= xi] .

This follows immediately from the fact that for each 2 ≤ j ≤ t,

P

 ⋂
i∈[j]
{Xei

= xi}

 = P

 ⋂
i∈[j−1]

{Xei
= xi}

 · P [Xej
= xj

]
,

where we have used that µ is a 1-independent probability measure and thus the random

variables {e1, . . . , ej−1} ∩ E(Gµ) and {ej} ∩ E(Gµ) are independent.

We can thus combine Corollary 5.2.3 with a Chernoff bound to show the number of

edges in a 1-independent model is concentrated around its mean.

Lemma 5.2.5. Let ε > 0 and p ∈ (0, 1]. Let G be an n-vertex graph with e(G) ≥ 2n/ε
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and let µ ∈M1,p(G). Then

P [e(Gµ) ≤ (1− 3ε)pe(G)] ≤ 4n exp
(
−ε

3pe(G)
6n

)
.

Proof. We apply Corollary 5.2.3 to obtain a set M of edge-disjoint matchings in G such

that properties (M1) to (M3) hold. For every M ∈ M, we have |M | ≥ εe(G)
2n

. Thus by

(5.2.2) and 1-independence,

P [e(Gµ ∩M) ≤ (1− ε)p |M |] ≤ 2 exp
(
−ε

3pe(G)
6n

)
.

By a union bound, we have

P [e(Gµ ∩M) ≥ (1− ε)p |M | for all M ∈M] ≥ 1− 2|M | exp
(
−ε

3pe(G)
6n

)

≥ 1− 4n exp
(
−ε

3pe(G)
6n

)
.

Thus with probability at least 1− 4n exp
(
− ε3pe(G)

6n

)
we have

e(Gµ) ≥
∑

M∈M
(1− ε)p |M | ≥ (1− ε)p(1− 2ε)e(G) ≥ (1− 3ε)pe(G).

This completes the proof.

Lemma 5.2.6. Let p ∈ (1
2 , 1], and let ε = ε(p) > 0 be fixed and sufficiently small. Let G

be an n-vertex graph satisfying

∣∣∣∣∣e(G[U ])− q |U |
2

2

∣∣∣∣∣ ≤ ε2

4 qn
2 (5.2.3)

for all U ⊆ V (G), where q(n)≫ log n
n

. Consider a fixed tripartition V (G) = V1 ⊔ V2 ⊔ V3.

Then for every µ ∈M1,p(G), the following hold whp:

(P1) e(Gµ[Vi]) ≥ pq |Vi|2
2 − εqn

2 for every i ∈ [3].

(P2) e(Gµ[Vi, Vj]) ≥ pq |Vi| |Vj| − εqn2 for all 1 ≤ i < j ≤ 3.
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(P3) For every i ∈ [3] with |Vi| ≥ ε1/4n, Gµ[Vi] contains a unique largest connected

component Ci of order at least (θ − ε1/4) |Vi|.

(P4) For all 1 ≤ i < j ≤ 3 with |Vi| , |Vj| ≥ ε1/4n, there exists a path from Ci to Cj in

Gµ[Vi, Vj].

(P5) There is a unique largest connected component C in Gµ such that |C| ≥ (θ−3ε1/4)n

and for each i ∈ [3] with |Vi| ≥ ε1/4n, Ci ⊆ C.

Proof. We first show that (P1) holds whp. Fix i ∈ [3]. If |Vi| ≤
√
εn, then (P1) trivially

holds. Hence we assume that |Vi| ≥
√
εn. By our pseudorandomness assumption (5.2.3)

on G we have e(G[Vi]) ≥ q |Vi|2
2 −

ε
2qn

2 (which for n sufficiently large is greater than 2n
ε

so

that we can apply Lemma 5.2.5). Thus we have

P
[
e(Gµ[Vi]) ≤ pq

|Vi|2

2 − εqn2
]
≤ P

[
e(Gµ[Vi]) ≤ pe(G[Vi])−

ε

2qn
2
]

≤ P
[
e(Gµ[Vi]) ≤

(
1− ε

3

)
pe(G[Vi])

]
≤ 4n exp

(
−Ω

(
e(G[Vi])

n

))
= 4n exp (−Ω(qn)) = o(1),

where the inequality in the third line follows from Lemma 5.2.5. So (P1) holds whp.

Next we show that (P2) holds whp. Fix 1 ≤ i < j ≤ 3. If |Vi| ≤ εn or |Vj| ≤ εn, then

(P2) trivially holds. Hence we may assume that |Vi| , |Vj| ≥ εn. By (5.2.3) applied three

times (to Vi, Vj and Vi ∪ Vj), we have e(G[Vi, Vj]) ≥ q |Vi| |Vj| − 3 ε2

4 qn
2. In particular,

e(G[Vi, Vj]) ≥ ε2

4 qn
2, which for n sufficiently large is greater than 2n

ε
. We now apply

Lemma 5.2.5 to show that (P2) holds whp. We have

P
[
e(Gµ[Vi, Vj]) ≤ pq |Vi| |Vj| − εqn2

]
≤ P

[
e(Gµ[Vi, Vj]) ≤ pe(G[Vi, Vj])−

ε

2qn
2
]

≤ P
[
e(Gµ[Vi, Vj]) ≤

(
1− ε

3

)
pe(G[Vi, Vj])

]
≤ 4n exp

(
−Ω

(
e(G[Vi, Vj])

n

))

= 4n exp (−Ω(qn)) = o(1).

So (P2) holds whp.
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Now we show that (P1) implies (P3). Assume that (P1) holds. Fix i ∈ [3] and assume

that |Vi| ≥ ε1/4n. Let C ⊆ Vi be a largest connected component in Gµ[Vi] and suppose for

a contradiction that |C| ≤ (θ − ε1/4) |Vi|.

If |C| ≤ |Vi|
2 , then there is a partition of Vi into at most 4 sets, each of size at most |Vi|

2 ,

such that every connected component of Gµ[Vi] is entirely contained in one of the sets

of the partition. Indeed, such a partition can be obtained by starting with the partition

where every connected component of Gµ[Vi] forms its own part and then as long as there

are two parts of size at most |Vi|
4 merging them into a single part. Since for any quadruple

(x1, x2, x3, x4) with 1
2 ≥ xi ≥ 0 and ∑

i xi = 1 we have ∑i(xi)2 ≤ 1
2 , it follows from (P1)

and (5.2.3) that

pq
|Vi|2

2 − εqn2 ≤ e(Gµ[Vi]) ≤ q
|Vi|2

4 + ε2qn2.

Rearranging terms, this gives

(p− 1
2)q ε

1/2n2

2 ≤ (p− 1
2)q |Vi|2

2 ≤ q(ε+ ε2)n2,

which is a contradiction for ε chosen sufficiently small. Thus we may assume |C| ≥ |Vi|
2 .

Now by (P1) and (5.2.3) again, we have

pq
|Vi|2

2 − εqn2 ≤ e(Gµ[Vi]) ≤ e(Gµ[C]) + e(Gµ[Vi \ C])

≤ q
|C|2

2 + q
(|Vi| − |C|)2

2 + ε2

2 qn
2.

Dividing by q |Vi|2
2 and using |Vi| ≥ ε1/4n, we deduce that

p− 3
√
ε ≤

(
|C|
|Vi|

)2

+
(

1− |C|
|Vi|

)2

. (5.2.4)

Since x 7→ x2 + (1 − x)2 is an increasing function in the interval [1
2 , 1], 1

2 |Vi| ≤ |C| ≤
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(θ − ε1/4) |Vi|, and θ2 + (1− θ)2 = p, we have

(
|C|
|Vi|

)2

+
(

1− |C|
|Vi|

)2

≤ (θ − ε1/4)2 + (1− θ + ε1/4)2

= θ2 + (1− θ)2 − 2ε1/4(2θ − 1) + 2
√
ε ≤ p− 4

√
ε,

contradicting (5.2.4). Hence |C| ≥ (θ − ε1/4) |Vi|. Note that since θ − ε1/4 > 1/2 (for

ε = ε(p) chosen sufficiently small), C is the unique largest component in Gµ[Vi]. So (P3)

holds whp.

Next we show that (P2) and (P3) together imply (P4). Assume that (P2) and (P3)

hold. Fix 1 ≤ i < j ≤ 3 and assume that |Vi| , |Vj| ≥ ε1/4n. Suppose for a contradiction

that there is no path in Gµ[Vi, Vj] from Ci to Cj. Let Ai ⊆ Vi and Aj ⊆ Vj be the sets

of vertices which cannot be reached by a path in Gµ[Vi, Vj] from Cj and Ci, respectively.

Since there is no path from Ci to Cj , we must have Ci ⊆ Ai and Cj ⊆ Aj . By (P2), by the

definition of Ai and Aj, and by (5.2.3) (applied in Ai, Aj, Vi \ Ai, Vj \ Aj, Ai ∪ (Vj \ Aj)

and Aj ∪ (Vi \ Ai)), we have

pq |Vi| |Vj| − εqn2 ≤ e(Gµ[Vi, Vj]) ≤ e(Gµ[Ai, Vj \ Aj]) + e(Gµ[Vi \ Ai, Aj])

≤ q |Ai| (|Vj| − |Aj|) + q |Aj| (|Vi| − |Ai|) + 3ε2

2 qn2.

(5.2.5)

Let xi = |Ai|
|Vi| and xj = |Aj |

|Vj | . By (P3), xi ≥ |Ci|
|Vi| ≥ θ − ε1/4 ≥ 1

2 and similarly xj ≥ 1
2 . From

(5.2.5) we get by dividing by q |Vi| |Vj| and using |Vi| , |Vj| ≥ ε1/4n, that

p− 2
√
ε ≤ xi(1− xj) + xj(1− xi) = xi + xj − 2xixj ≤

1
2 , (5.2.6)

where the last inequality follows since (x, y) 7→ x + y − 2xy is non-increasing in both x

and y for x, y ≥ 1
2 . Note that (5.2.6) gives a contradiction for ε sufficiently small since

p > 1
2 . So (P4) holds whp.

Finally, we observe that (P5) follows directly from (P3) and (P4).

Let S(p) denote the collection of 3× 3 matrices A with non-negative entries Aij ≥ 0,

164



i, j ∈ [3], satisfying the following inequalities:

A11 + A22 + p ≤
∑
i,j

Aij ≤ 1, (5.2.7)

A1j ≥
1
2
∑

i

Aij ∀j ∈ [3] and

Ai1 ≥
1
2
∑

j

Aij ∀i ∈ [3],
(5.2.8)

(A1j)2 + (A2j)2 ≥ p

(∑
i

Aij

)2

∀j ∈ [3], (5.2.9)

(Ai1)2 + (Ai2)2 ≥ p

∑
j

Aij

2

∀i ∈ [3]. (5.2.10)

The key step in our proof of Theorem 5.2.1 will be, assuming that ‘Left meets Right’ does

not occur whp, to use Lemma 5.2.6 to exhibit a partition of [n] into 9 parts whose relative

sizes can be used to find a solution to S(p⋆), for some p⋆ such that 4− 2
√

3 < p⋆ < p. We

will then be able to use the following lemma to derive a contradiction.

Lemma 5.2.7. For 4− 2
√

3 < p ≤ 1, S(p) = ∅.

Proof. Suppose not and let A ∈ S(p). Note that the bound for ∑i,j Aij in (5.2.7) implies

A11 + A22 ≤ 1− p. (5.2.11)

By transpose-symmetry of S(p) and (5.2.7), we may assume without loss of generality that

w := A21 + A31 + A32 + A33 ≥
p

2 . (5.2.12)

Note that if ∑j A3j >
A31

θ
, then, since x 7→ x2 + (1− x)2 is an increasing function of x in

the interval [1
2 , 1] and since A31 ≥ 1

2
∑

j A3j by (5.2.8),

(
A31∑
j A3j

)2

+
(

A32∑
j A3j

)2

≤
(

A31∑
j A3j

)2

+
(

1− A31∑
j A3j

)2

< θ2 + (1− θ)2 = p,
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contradicting (5.2.10). Hence ∑
j

A3j ≤
A31

θ
. (5.2.13)

By an analogous argument, we have ∑i Ai1 ≤ A11
θ

and thus

A21 ≤ A21 + A31 ≤
1− θ
θ

A11. (5.2.14)

Now, by (5.2.13) we have w ≤ A21 + A31
θ

. By (5.2.9), we have that

A31 ≤

√
(A11)2 + (A21)2

√
p

− A11 − A21.

Substituting this expression into our upper bound on w, we get

w ≤ −(1− θ)A21

θ
− A11

θ
+

√
(A11)2 + (A21)2

θ
√
p

.

For A11 fixed, the continuous function fA11(y) = − (1−θ)y
θ
− A11

θ
+
√

(A11)2+y2

θ
√

p
is convex

in (0,+∞) as its derivative f ′
A11(y) = − (1−θ)

θ
+ 1

θ
√

p
√

(A11/y)2+1
is increasing in y in that

interval. By (5.2.14), 0 ≤ A21 ≤ 1−θ
θ
A11, which together with the convexity of fA11 gives:

w ≤ max
{
fA11(0), fA11

(
1− θ
θ

A11

)}

≤ max

−
A11

θ
+ A11

θ
√
p
, −

(
1− θ
θ

)2

A11 −
A11

θ
+ A11

√
1 +

(
1−θ

θ

)2

θ
√
p


≤ max

{
A11

θ

(
1
√
p
− 1

)
,
A11

θ
(1− θ)

}

≤ max
{

1− p
θ

(
1
√
p
− 1

)
,

1− p
θ

(1− θ)
}
,

where the last inequality follows from the upper bound (5.2.11) on A11. We now claim
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that this contradicts (5.2.12), i.e. that

max
{

1− p
θ

(
1
√
p
− 1

)
,
1− p
θ

(1− θ)
}
<
p

2 .

Note that p 7→ 1−p
θ

(
1√
p
− 1

)
− p

2 and p 7→ 1−p
θ

(1 − θ) − p
2 are both strictly decreasing

functions (as θ is increasing in p). Hence to prove the claim above, it suffices to show that

for p = 4−2
√

3, we have 1−p
θ

(
1√
p
− 1

)
≤ p

2 and 1−p
θ

(1−θ) ≤ p
2 . Let p = 4−2

√
3. Note that

(
√

3− 1)2 = 4− 2
√

3 and (2−
√

3)2 = 7− 4
√

3. Hence √p =
√

3− 1,
√

2p− 1 = 2−
√

3,

and θ = (3−
√

3)/2. Now it is easy to check that

1
√
p
− 1 = 1− θ = θ

(1− p)
p

2 =
√

3− 1
2 ,

which completes the proof.

We are now ready to complete the proof of Theorem 5.2.1 (i).

Proof. Let p > 4− 2
√

3 be fixed. Let ε = ε(p) > 0 be fixed and chosen sufficiently small.

Let p⋆ = 1
2

(
4− 2

√
3 + p

)
. Finally, let n be sufficiently large so that for G = Gn the

pseudorandomness assumption (5.2.3) holds, and let µ ∈M1,p(H), where H = K2 ×Gn.

For i ∈ [2], let Gi
µ = Hµ[{i} × [n]]. For i, j ∈ [2] with i ̸= j, let Eij be the event that

for any partition ({i} × V1) ⊔ ({i} × V2) ⊔ ({i} × V3) of {i} × [n] such that {i} × V1 and

{i} × V2 are each a union of components of order at least ε1/4n in Gi
µ, we have that Gj

µ

satisfies (P1) to (P5) of Lemma 5.2.6 with {j} × V1, {j} × V2, {j} × V3 playing the roles

of V1, V2, V3. Given Gi
µ and ε fixed, the number of such partitions is at most 3ε−1/4 = O(1).

Hence Lemma 5.2.6 implies that Eij holds whp.

Further, by 1-independence and (5.2.2), whp there are at least (p− ε)n edges in the

matching Hµ[{1} × [n], {2} × [n]]. Let Egood be the event that E12 and E21 both occur and

that in addition e(Hµ[{1} × [n], {2} × [n]]) ≥ (p− ε)n. Then Egood holds whp. We claim

that if Egood holds, then so does ‘Left meets Right’ (which implies the statement of the

theorem).
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Suppose for a contradiction that Egood holds but ‘Left meets Right’ does not. For

i ∈ [2], let Ci be the unique largest connected component in Gi
µ (this exist by (P5)). Let

U1 ⊔ U2 ⊔ U3 = [n] and W1 ⊔W2 ⊔W3 = [n] be such that the following hold.

(a) {1} × U1 is the union of C1 and all connected components in G1
µ of order at least

ε1/4n that can be reached from C1 by a path in Hµ.

(b) {1}×U2 is the union of all other connected components in G1
µ of order at least ε1/4n.

(c) {1} × U3 is the union of all connected components of order less than ε1/4n in G1
µ.

(d) {2}×W1 is the union of all connected components in G2
µ of order at least ε1/4n that

cannot be reached from C1 by a path in Hµ.

(e) {2}×W2 is the union of all connected components in G2
µ of order at least ε1/4n that

can be reached from C1 by a path in Hµ.

(f) {2} ×W3 is the union of all connected components in G2
µ of order less than ε1/4n.

We can think of these partitions as giving us a 3-colouring of the vertices in V (H): a vertex

in {i} × [n] is coloured red if it belongs to a large component in Gi
µ and can be reached

from C1 in Hµ, blue if it belongs to a large component in Gi
µ and cannot be reached

by C1 in Hµ, and green if it belongs to a small component in Gi
µ. The key properties of

this colouring are that the large components C1 and C2 in G1
µ and G2

µ are coloured red

and blue respectively, that there are no edges from red vertices to blue vertices, and that

the green vertices span few edges in Gi
µ, i ∈ [2]. Our 3-colouring of V (H) gives rise to a

partition of [n] into 9 sets in a natural way, by considering the possible colour pairs for

((1, v), (2, v)), v ∈ [n]. This partition is illustrated in Fig. 5.3.
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V1,1 V2,1 V3,1

V1,2 V2,2 V3,2

V1,1 V2,1 V3,1

V1,1 V2,1 V3,1

V1,2 V2,2 V3,2

V1,1 V2,1 V3,1

U1 U2 U3

W1

W2

W3

{1} × [n] {2} × [n]

Figure 5.3: The partition of V (H)

We now investigate the relative sizes of this 9-partition. For i, j ∈ [3], let Vij = Ui∩Wj .

Since there is no path from C1 to C2 in Hµ, there are no edges present in the bipartite

graphs Hµ[{1} × V11, {2} × V11] and Hµ[{1} × V22, {2} × V22]. Since Egood holds, there are

at least (p− ε)n edges in Hµ[{1} × [n], {2} × [n]] in total, which implies

|V11|+ |V22| ≤ (1− p+ ε)n. (5.2.15)

Moreover, ∑i,j |Vij| = n. Hence

∑
i,j

|Vij| − |V11| − |V22| ≥ (p− ε)n. (5.2.16)

For j ∈ [3], if |Wj| ≥ ε1/4n, we have by (P3) and (P5) that there is a unique largest

connected component C1
j in G1

µ[{1} ×Wj], and that this component satisfies C1
j ⊆ C1

and |C1
j | ≥ (θ − ε1/4)|Wj|, which for ε = ε(p) chosen sufficiently small is greater than

1
2 |Wj|. Translating this in terms of our 9-partition, we have that for all j ∈ [3] such that∑

i Vij ≥ ε1/4n

|V1j| ≥
1
2
∑

i

|Vij| (5.2.17)
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holds. By a symmetric argument, for every i ∈ [3] such that ∑j Vij ≥ ε1/4n we have

|Vi1| ≥
1
2
∑

j

|Vij| . (5.2.18)

Let j ∈ [3]. Note that G1
µ[U3] contains only connected components of size at most ε1/4n.

These components can be covered by at most 2
ε1/4 sets, each of order at least ε1/4n

2 and at

most ε1/4n. By (5.2.3) (which holds by our choice of n), each of these sets contains at most

q ε1/2n2

2 + ε2

4 qn
2 < qε1/2n2 edges. Hence we have e(G1

µ[U3]) ≤ 2ε1/4qn2. Since V3j ⊆ U3, we

have e(G1
µ[V3j]) ≤ 2ε1/4qn2. By (P1) and the pseudorandomness assumption (5.2.3), we

have

pq
|Wj|2

2 − εqn2 ≤ e(G1
µ[{1} ×Wj])

= e(G1
µ[{1} × V1j]) + e(G1

µ[{1} × V2j]) + e(G1
µ[{1} × V3j])

≤ q
|V1j|2

2 + q
|V2j|2

2 + 2ε1/4qn2 + ε2

2 qn
2 < q

|V1j|2

2 + q
|V2j|2

2 + 3ε1/4qn2.

Hence, for every j ∈ [3] and ε chosen sufficiently small,

|V1j|2 + |V2j|2 ≥ p

(∑
i

|Vij|
)2

− 7ε1/4n2. (5.2.19)

Similarly, for every i ∈ [3],

|Vi1|2 + |Vi2|2 ≥ p

∑
j

|Vij|

2

− 7ε1/4n2. (5.2.20)

Let A be the 3× 3 matrix with entries

Aij =


|Vij |

n
, if |Vij| ≥ ε1/9n,

0, otherwise.

We claim that, provided ε = ε(p) was chosen sufficiently small, A ∈ S(p⋆). Indeed, A
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clearly has nonnegative entries summing up to at most 1, thus the second inequality

of (5.2.7) is satisfied, while the first inequality (with p⋆ instead of p) follows from (5.2.16)

and an appropriately small choice of ε (more specifically, we need p⋆ ≤ p− ε− 7ε1/9).

Next, consider j ∈ [3]. If ∑i |Vi| ≥ ε1/4n, then by (5.2.17) we have A1j ≥ 1
2
∑

i Aij

(regardless of whether some of the Vij, i ∈ [3] have size less than ε1/9n). Other the other

hand if ∑i |Vi| < ε1/4n, then A1j = A2j = A3j = 0. In either case, A1j ≥ 1
2
∑

i Aij holds. By

a symmetric argument we obtain that Ai1 ≥ 1
2
∑

j Aij holds for every i ∈ [3]. Thus (5.2.8)

is satisfied by A.

Finally, pick j ∈ [3]. If |Vi2| ≥ ε1/9n, then by (5.2.8) which we have just established and

the definition of Ai1, we have |Vi1| ≥ ε1/9n also. In this case (5.2.19) and an appropriately

small choice of ε ensure that (A1j)2 + (A2j)2 ≥ p⋆ (∑i Aij)2. On the other hand, suppose

|Vi2| < ε1/9n. If |Vi1| < ε1/9n, then by (5.2.8) the inequality (A1j)2 + (A2j)2 ≥ p⋆ (∑i Aij)2

holds trivially, since the right hand-side is zero. So suppose that |Vi1| ≥ ε1/9n > |Vi2|.

Then (5.2.19), and p > 1/2 imply that

|Vi1|2 > |Vi1|2 − |Vi2| (2p |Vi1| − (1− p) |Vi2|) ≥ p (|Vi1|+ |Vi3|)2 − 7ε1/4n2.

Together with an appropriately small choice of ε, this ensures (A1j)2 +(A2j)2 ≥ p⋆ (∑i Aij)2

again. Thus in every case (5.2.9) is satisfied by A (with p⋆ instead of p). A symmetric

argument shows A satisfies (5.2.10) for p⋆ as well.

Thus A ∈ S(p⋆) as claimed. However, since p⋆ > 4− 2
√

3, Lemma 5.2.7 implies that

S(p⋆) = ∅, a contradiction. Thus the event Egood, which holds whp, does imply the event

‘Left meets Right’, proving the theorem.

5.3 Proof of Theorems 1.4.8, 1.4.9, 1.4.11 and 1.4.12

Our main theorems are all proved via a renormalisation argument combined with The-

orem 5.2.1. Given two graphs G and H, we may view the Cartesian product H ×G as a
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kind of ‘augmented’ version of H, and use any 1-independent random graph (H×G)µ on

H ×G to construct a new 1-independent random graph Hν on H as follows: given an edge

uv ∈ E(H), we let uv be present in Hν if in the restriction of (H×G)µ to {u, v} × V (G)

there is a connected component containing strictly more than half of the vertices in each

of {u} × V (G) and {v} × V (G).

That Hν is a 1-independent random graph follows immediately from the fact that

(H×G)µ was 1-independent: the states of edges inside vertex-disjoint edge-sets in Hν are

determined by the states of edges inside vertex-disjoint edge sets in (H×G)µ. Further, any

path in Hν can be ‘lifted’ up to a path in (H×G)µ of equal or greater length: if uv, vw

are present in Hν , then there exist connected subgraphs Cuv and Cvw in (H×G)µ with

Cuv ⊆ {u, v}×V (G), Cvw ⊆ {v, w}×V (G), Cuv ∩ ({u} × V (G)) and Cvw ∩ ({w} × V (G))

both non-empty, and Cuv, Cv,w both containing strictly more than half of the vertices in

{v} × V (G) (and hence having non-empty intersection).

Now the likelihood of an edge uv being present in Hν is exactly the probability of

the event corresponding to ‘Left meets Right’ occurring in the restriction of (H ×G)µ

to the vertex-set {u, v} × V (G) (which induces a copy of K2 × G in H × G). Thus for

p > 4− 2
√

3 and a suitable choice of G, we can use Theorem 5.2.1(i) to ensure that each

edge in the 1-independent random graph Hν is present with probability 1− o(1). With

such a high edge probability, we can then establish the almost sure existence of infinite

components or long paths in Hν in a straightforward way — either by using results in the

literature, or by direct argument.

On the other hand if p ≤ 4− 2
√

3, we can use ideas from the lower bound construction

in the proof of Theorem 5.2.1(ii), which date back to [36, 46], in order to construct a

1-independent random subgraph G of H ×Kn that fails to percolate (or, if H = Z, that

only contain paths of length O(n)). For the convenience of the reader, we sketch below

how this works in the special case H = Z2.

Take p = 4− 2
√

3, and set θ = (1 +
√

2p− 1)/2. Independently assign to each vertex

(x, y, z) ∈ Z2 × V (Kn) a random state Sx,y,z ∈ {0, 1, ⋆} as follows:
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• if ∥(x, y)∥∞ ∼= 0 mod 6, set Sx,y,z = 1 with probability 1;

• if ∥(x, y)∥∞ ∼= 1 mod 6, set Sx,y,z = 1 with probability θ, and 0 otherwise;

• if ∥(x, y)∥∞ ∼= 2 mod 6, set Sx,y,z = 0 with probability √p, and ⋆ otherwise;

• if ∥(x, y)∥∞ ∼= 3 mod 6, set Sx,y,z = 0 with probability 1;

• if ∥(x, y)∥∞ ∼= 4 mod 6, set Sx,y,z = 0 with probability θ, and 1 otherwise;

• if ∥(x, y)∥∞ ∼= 5 mod 6, set Sx,y,z = 1 with probability √p, and ⋆ otherwise.

We now use these random states to build a 1-independent random graph G as follows.

Given an edge{(x1, y1, z1), (x2, y2, z2)} of H ×Kn, include it in G if one of the following

holds:

• Sx1,y1,z1 = Sx2,y2,z2 ̸= ⋆

• ∥(x1, y1)∥∞ < ∥(x2, y2)∥∞ and Sx2,y2,z2 = ⋆.

Then the choice of probabilities for our random states ensure each edge is open1 with

probability at least p = 4− 2
√

3, and our edge rules further imply that every connected

component C in G meets at most four consecutive cylinders Cr := {(x, y, z) : ∥(x, y)∥∞ =

r}, r ∈ Z≥0 since, as is easily checked, a connected component in G cannot both contain

a vertex assigned state 0 and a vertex assigned state 1 — we leave this as an exercise to

the reader, and refer them to [36, Corollary 24] for a proof of this fact in a more general

setting. In particular, we have that G does not percolate.

Having thus outlined our proof ideas, we now fill in the details. First we formalise our

renormalisation argument with the following lemma.

Lemma 5.3.1 (Renormalisation lemma). Let H be a graph. Let q = q(n) satisfy nq(n)≫

log n, and let (Gn)n∈N be a sequence of n-vertex graphs which is weakly q-pseudorandom.

Then for every ε > 0 and every p > 4− 2
√

3 fixed, there exists n0 such that for all n ≥ n0,
1Here we say that an edge is open if it is included in the random graph corresponding to the measure.
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G = Gn and µ ∈M1,≥p(H ×G) there exists ν ∈M1,≥1−ε(H) and a coupling between Hν

and (H×G)µ such that there exists a path from u to v in Hν only if there exists a path

from {u} × V (G) to {v} × V (G) in (H×G)µ.

Proof. Let p > 4 − 2
√

3 and ε > 0 be fixed. By Theorem 5.2.1(i), there exists n0 ∈ N

such that for all n ≥ n0 and all µ ∈ M1,≥p(K2 × Gn), the µ-probability of the event

‘Left meets Right’ is at least 1− ε. For n ≥ n0, G = Gn and µ ∈ M1,≥p(H ×G), define

a random graph model Hν from (H×G)µ as follows: for each edge uv ∈ E(H), we

add uv to Hν if and only if there is a connected component in (H×G)µ[{u, v} × V (Gn)]

containing strictly more than half of the vertices in {u}×V (Gn) and strictly more than half

of the vertices {v} × V (Gn). The model Hν is clearly 1-independent, has edge-probability

at least 1 − ε, and has the property that any path in Hν can be lifted up to a path in

(H×G)µ. This proves the Lemma.

Recall that 2-neighbour bootstrap percolation on a graph G is a discrete-time process

defined as follows. At time t = 0, an initial set of infected vertices A = A0 is given. At every

time t ≥ 1, every vertex of G which has at least 2 neighbours in At−1 becomes infected

and is added to At−1 to form At. We denote by A the set of all vertices of G which are

eventually infected, A = ⋃
t≥0 At. Following Day, Falgas-Ravry and Hancock [36], we say

that a graph G has the finite 2-percolation property if for every finite set of initially infected

vertices A, the set of eventually infected vertices A is finite. The content of [36][Corollary

24] is, informally, that the construction based on random-states we outline above ‘works

on all host graphs that have the finite 2-percolation property’.

Proof of Theorem 1.4.11. Let H = Z2. Pick ε > 0 such that 1 − ε > 0.8639. Then by

Lemma 5.3.1, for any p > 4 − 2
√

3, n sufficiently large and G = Gn, we can couple

a random graph (H×G)µ, µ ∈ M1,≥p(H) with a random graph Hν , µ ∈ M1,≥1−ε(H)

such that if Hν percolates then so does (H×G)µ. Since p1,c(H) < 0.8639, as proved

in [16, Theorem 2], it follows that p1,c(H × G) ≤ p. Since p > 4 − 2
√

3 was arbitrary,

we have the claimed upper bound limn→∞ p1,c(H × Gn) ≤ 4 − 2
√

3. The lower bound
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limn→∞ p1,c(H×Gn) ≥ 4−2
√

3 follows from [36, Corollary 24] and the fact that Z2×Gn is

easily seen to have the finite 2-percolation property. Indeed, for any finite set of vertices A

in Z2×Gn, there is some finite N such that A ⊆ [N ]2× V (Gn). Now every vertex outside

[N ]2 × V (Gn) has at most one neighbour in [N ]2 × V (Gn), and thus can never be infected

by a 2-neighbour bootstrap percolation process started from A.

Remark 5.3.2. The proof above in fact works in a more general setting than Z2: suppose H

has the finite 2-percolation property and satisfies p1,c(H) < 1. Let (Gn)n∈N be a sequence

of weakly q-pseudorandom n-vertex graphs with nq(n)≫ log n. Then H ×Gn also has the

finite 2-percolation property, and the proof above shows

lim
n→∞

p1,c(H ×Gn) = 4− 2
√

3.

Examples of graphs with the finite 2-percolation property include many of the standard

lattices studied in percolation theory, such as the honeycomb (hexagonal) lattice, the dice

(rhombile) lattice or the tetrakis (‘Union Jack’) lattice.

Proof of Theorem 1.4.8. Since Kn is 1-pseudorandom, Theorem 1.4.8 is immediate from

Theorem 1.4.11.

Proof of Theorem 1.4.12. Let H = Z2. Pick ε > 0 such that 1 − ε > 3/4. Then by

Lemma 5.3.1, for any p > 4 − 2
√

3, n sufficiently large and G = Gn, we can couple a

random graph (H×G)µ, µ ∈M1,≥p(H) with a random graph Hν , µ ∈M1,≥1−ε(H) such

that if Hν contains a path of length ℓ then so does (H×G)µ. Since p1,LP(H) = 3
4 , as

proved in [36, Theorem 11(i)]1 it follows that p1,LP(H ×G) ≤ p. Since p > 4− 2
√

3 was

arbitrary, we have the claimed upper bound limn→∞ p1,LP(H ×Gn) ≤ 4− 2
√

3. The lower

bound limn→∞ p1,c(H ×Gn) ≥ 4− 2
√

3 was proved in [36, Theorem 12(v)] (with the same

construction as we outlined at the beginning of this section, adapted mutatis mutandis to

the setting H = Z).
1For the proof of this theorem, all we need is p1,LP(H) < 1, and thus the weaker bound p1,LP(H) ≤

1 − 1/3e (which follows directly from an application of the Lovász local lemma) would suffice for our
purposes here.
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Proof of Theorem 1.4.9. Since Kn is 1-pseudorandom, Theorem 1.4.9 is immediate from

Theorem 1.4.12.

5.4 Component evolution in 1-independent models

Recall that the independence number α(G) of a graph G is the size of a largest independent

(edge-free) subset of V (G), and that a perfect matching in a graph G is a matching whose

edges together cover all the vertices in V (G). Moreover, a graph G is a complete multipartite

graph if there exists a partition of V (G) such that two vertices in V (G) are joined by an

edge in G if and only if they are contained in different parts of the partition. Finally, the

complement Gc of a graph G is the graph on V (G) whose edges are the non-edges of G,

Gc := (V (G), V (G)(2) \ E(G)).

Lemma 5.4.1. If G is a complete multipartite graph on 2n vertices with independence

number α(G) ≤ n, then G contains at least n! perfect matchings.

Proof. Let G be a complete multipartite graph on 2n vertices with the minimum number

of perfect matchings subject to α(G) ≤ n. Let V1, V2, . . . , Vr denote the parts of G with

|V1| ≥ |V2| ≥ · · · ≥ |Vr|. If |Vr−1|+ |Vr| ≤ n, then the graph G′ obtained from G by deleting

all edges in G[Vr−1, Vr] satisfies α(G′) ≤ n and has at most as many perfect matchings

as G. We may therefore assume that |Vr−1|+ |Vr| ≥ n, and thus in particular that r ≤ 3.

Consider a perfect matching M in G and let i be the number of edges in E(G[V1, V2])∩M .

Clearly |E(G[V1, V3]) ∩M | = |V1| − i and |E(G[V2, V3]) ∩M | = |V2| − i = |V3| − (|V1| − i).

From this we deduce that i = 1
2(|V1|+ |V2| − |V3|) = n− |V3|. Hence the number PM(G)

of perfect matchings in G is:

PM(G) =
(
|V1|
i

)(
|V2|
i

)(
|V3|
|V1| − i

)
i!(|V2| − i)!(|V1| − i)!

= |V1|! |V2|! |V3|!
(n− |V1|)!(n− |V2|)!(n− |V3|)!

.

(Here
(

|V1|
i

)(
|V2|

i

)
i! counts the number of different ways of selecting i-sets of vertices from

176



each of V1 and V2 and joining them by a perfect matching, while
(

|V3|
|V1|−i

)
(|V2|− i)!(|V1|− i)!

counts the number of ways of joining the vertices of V3 by a perfect matching to the

remaining vertices of V1 ∪ V2.)

If |V3| > 0, then let G′ be the complete tripartite graph with parts of size |V1| , |V2| +

1, |V3| − 1. Note that α(G′) ≤ n. By the formula above , we have

PM(G)
PM(G′) = |V3| (n− |V3|+ 1)

(|V2|+ 1)(n− |V2|)
≥ 1,

since |V3| (n− |V3|+ 1)− (|V2|+ 1)(n− |V2|) = (|V2| − |V3|+ 1)(|V2|+ |V3| − n) ≥ 0 (as

|V2| ≥ |V3| and |V2|+ |V3| ≥ n). It follows that PM(G) ≥ PM(Kn,n) = n! as claimed.

Proof of Proposition 1.4.16. Let H = K2n. For all p ∈ [1
2 , 1], we may construct the

two-state measure µ2s,p ∈M1,p(H) which satisfies:

P [|C1(Hµ2s,p)| ≤ n] = P [|C1(Hµ2s,p)| = n] =
(

2n
n

)
θn(1− θ)n =

(
2n
n

)(1− p
2

)n

,

proving the upper bound in that range. For p2n ≤ p ≤ 1
2 , we note that θ = θ(p) is no

longer a real number. However, as shown in [36, Section 7.1], we may take a ‘complex

limit’ of the 2-state measure µ2s,p, and the conclusion above still holds.

For the lower bound, let C1, C2, . . . , Cr be the connected components of a µ-random

subgraph Hµ of K2n. Let G denote the complete multipartite graph associated with the

partition ⊔iCi of V (K2n) = [2n]. Observe that G is a subgraph of the complement Hc
µ

of Hµ. If |Ci| ≤ n for all i, then α(G) ≤ n, whence by Lemma 5.4.1 G contains at least n!

perfect matchings. In particular, Hc
µ must contain at least n! perfect matchings. By

Markov’s inequality, we thus have

P [|C1(Hµ)| ≤ n] ≤ P
[
Hc

µ contains ≥ n! perfect matchings
]

≤ 1
n!E

[
#{perfect matchings in Hc

µ}
]

= 1
n!

(
1
n!

n−1∏
i=0

(
2n− 2i

2

))
(1− p)n =

(
2n
n

)(1− p
2

)n

.
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(Here
(

1
n!
∏n−1

i=0

(
2n−2i

2

))
counts the number of perfect matchings in K2n by selecting n

vertex-disjoint edges sequentially one after the other, and dividing through by n!.) The

lower bound follows.

Proof of Theorem 1.4.17. Let p ∈ ( 1
r+1 ,

1
r
] be fixed. Fix ε = ε(p) > 0 sufficiently small.

For n large enough, we have by the pseudorandomness assumption on Hn that for every

U ⊆ V (Hn), e(Hn[U ]) ≤ q |U |2
2 + ε2pqn2. It then follows from Lemma 5.2.5 that whp

e(Hµ) ≥ pq
n2

2 (1− 4ε2), (5.4.1)

which is strictly greater than qn2

2(r+1) for ε = ε(p) chosen sufficiently small. Assume (5.4.1).

We show this implies the claimed lower bound on the size of a largest component.

If |C1(Hµ)| ≤ n
r+1 − εn, then for ε sufficiently small there is a partition of V (H) into at

most 2(r + 1) + 1 sets, each of which has size at most n
r+1 − εn, such that every connected

component of Hµ is wholly contained in one of the sets of the partition. Indeed, such

a partition can be obtained by starting with a partition of V (H) into the connected

components of Hµ, and then as long as the partition contains two parts of size at most
1
2

(
n

r+1 − εn
)
, choosing two such parts arbitrarily and merging them into a single part.

Since for any (2r + 3)-tuple (x1, . . . , x2r+3) with 1
r+1 − ε ≥ xi ≥ 0 and ∑i xi = 1 we have∑

i(xi)2 ≤ (r + 1)
(

1
r+1 − ε

)2
+ ((r + 1)ε)2, we have by our pseudorandomness assumption

that

e(Hµ) ≤ q(r + 1)
2

( 1
r + 1 − ε

)2
n2 + q

2 ((r + 1)ε)2 n2 + (2r + 3)ε2pqn2 <
qn2

2(r + 1)

for ε sufficiently small, contradicting (5.4.1). Thus we may assume that |C1(Hµ)| >
n

r+1 − εn.

If |C1(Hµ)| ≥ n
r
, then we have nothing to show. Finally if n

r+1 − εn ≤ |C1(Hµ)| < n
r
,

then Hµ contains at least r+1 components. Let αn denote the size of a largest component,
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where 1
r+1 − ε < α < 1

r
. Then

(
rα2 + (1− rα)2

)
q
n2

2 + (r + 2)ε2pqn2 ≥ e(Hµ) ≥ pq
n2

2 (1− 4ε2).

Dividing through by qn2/2, rearranging terms and using the fact ε is chosen sufficiently

small, we get

rα2 + (1− rα)2 ≥ p− ε.

Solving for α, we get that

α ≥
1 +

√
(r+1)(p−ε)−1

r

r + 1 ,

giving part (i).

For part (ii), consider the r+1-state measure in which each vertex is assigned state r+1

with probability 1−
√

r((r+1)p−1)
r+1 and a uniform random state from the set {1, 2, . . . , r}

otherwise, and in which an edge is open if and only if its vertices are in the same state.

This is easily seen to be a 1-ipm with the requisite properties.
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[28] S. Bustamante, H. Hàn, and M. Stein. Almost partitioning 2-colored complete
3-uniform hypergraphs into two monochromatic tight or loose cycles. J. Graph
Theory, 91(1):5–15, 2019.
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[34] O. Cooley, N. Fountoulakis, D. Kühn, and D. Osthus. 3-uniform hypergraphs of
bounded degree have linear Ramsey numbers. J. Combin. Theory Ser. B, 98(3):484–
505, 2008.
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convex geometric hypergraphs. Adv. Comb., pages Paper No. 1, 14, 2020.

[53] F. Garbe, R. Mycroft, R. Lang, A. Lo, and N. Sanhueza-Matamala. Partitioning
2-coloured complete 3-uniform hypergraphs into two monochromatic tight cycles. In
preparation.
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[59] A. Gyárfás and J. Lehel. A Ramsey-type problem in directed and bipartite graphs.
Period. Math. Hungar., 3(3-4):299–304, 1973.
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[61] A. Gyárfás, G. N. Sárközy, and E. Szemerédi. The Ramsey number of diamond-
matchings and loose cycles in hypergraphs. Electron. J. Combin., 15(1):Research
Paper 126, 14, 2008.
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