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Abstract 

Interest in the chemical exposome is increasing due to mounting evidence of the ubiquity of 

chemicals in the environment. Metabolomics informs on biological perturbations in response 

to stressors, including chemicals. Metabolomics and exposomics can therefore find utility in 

chemical risk assessment. However, since exposomics, the study of all non-genetic exposures 

an organism experiences from conception to death, is still emerging, the chemical coverage, 

detection reproducibility, and limitations of non-targeted analysis (NTA) methods applied are 

unknown. Moreover, all NTA methods face challenges in providing confident identification of 

analytes. The current strategy for confident identification is through fragmentation. However, 

good quality fragmentation requires sufficient ion intensities, yet it is known that ~70% of 

metabolites are too low intensity to give good quality fragmentation spectra, whilst chemicals 

found in biological samples are about ~1,000 times lower in concentration than endogenous 

metabolites. As such, they seldom yield good quality spectra for confident spectral matching. 

This means a large proportion of NTA rely on MS1 data annotation, yet there have been 

comparatively few investigations into how annotation parameters affect accuracy of 

annotations.  

To characterise NTA chemical coverage, reproducibility, and limitations, direct infusion mass 

spectrometry (DIMS) and liquid chromatography mass spectrometry (LC-MS) were applied for 

analysis of chemical mixtures (standards in solvent, fortified serum, house-dust, and 

wristband extracts) as part of a global ring trial called the US Environmental Protection 

Agency’s (EPA) Non-Targeted Analysis Collaborative Trial (ENTACT) Initially,  sample 

compositions were unrevealed, and annotation was achieved by matching against a suspect-

screening reference list with 4,462 chemicals (ToxCast library) based on m/z only for both 

techniques. The second time around, sample compositions were revealed, and this 

knowledge was used to create small databases containing only chemicals revealed to be in 

each sample for the DIMS methods, and retention time (RT) databases containing only 

chemicals detected using the LC-MS methods, against which to match. True and false positive 

rates (TPR and FPR) were calculated to evaluate method performance. To fill the knowledge-

gap about how annotation parameters affect accuracy of MS1 annotations, a software called 

Birmingham mEtabolite Annotation for Mass Spectrometry (BEAMS) was used to annotate 



3 
 

four LC-MS datasets (serum), varying all parameters used in the annotation steps to ascertain 

which parameters impacted annotation the most through calculation of TPR and FPR. 

For both techniques (DIMS and LC-MS, respectively), using the ToxCast library for annotation, 

lower sample complexity yielded higher TPRs of (48-74% and 0-94% for analysis of standard 

mixtures in a clean solvent matrix), which were reduced by increasing sample complexity. LC-

MS methods yielded higher TPRs than DIMS methods. However, both techniques resulted in 

high FPRs (254-879% and 650-2031%), which increased with increasing sample complexity. 

The use of smaller tailored databases during annotation for DIMS and RT databases for LC-

MS reduced FPRs (0-24% and 23-130%). However, for LC-MS methods, the TPR of annotation 

also decreased (0-74%) since RT databases created were incomplete, containing only 

chemicals that had been detected repeatedly in three MS1 injections. For DIMS methods, 

annotation against smaller databases increased the TPR (53-84%).  

Optimisation of BEAMS parameters showed that using RT similarity and correlation analysis 

to group degenerate features, the maximum RT difference parameter had no big impact on 

the total annotations achieved. However, tighter correlation thresholds reduced the total 

number of annotations, including both TPRs and FPRs. Mass error tolerances also affected the 

number of annotations achieved, with tolerances between 0.5-3ppm reducing both true and 

false positive annotations, with the former highest between 3-10ppm. Finally, the reference 

lists used for annotation of degenerate features (adducts, isotopes, and neutral losses) TPRs 

and FPRs of annotation, with longer, more accurate lists created based on each dataset 

increasing true positive annotation for the positive ion mode datasets relative to shorter 

default lists. However, these results also demonstrated the pitfalls of using longer reference 

lists, as TPRs of annotation were reduced for some negative ion mode datasets.  

Chemicals in environmental and biological samples can be screened for using both DIMS and 

LC-MS, yielding high TPRs. However, these techniques do not offer 100% TPRs, therefore new 

methods are required to increase chemical coverage. The use of smaller tailored reference 

lists and RT databases for annotation can reduce occurrence of false positive annotations but 

exemplifies the challenges in creating such small databases. BEAMS optimisations show which 

parameters affect MS1 data annotation, reduce FPR and maximise TPR. Although these 

results are specific to datasets and instruments applied herein, they are relevant to anyone 

using such approaches to group degenerate features, they can be used to guide selection of 
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appropriate annotation parameters. Continued efforts into maximising MS1 data annotation 

are required.  
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sample suspected to not have been fortified with any chemicals. A search of matching 

molecular formulae found 9 biological isomers of this chemical in HMDB that could be found 

in serum. Two are shown as examples here (gancaonin and conferone). This poses a challenge 

for the analysis of xenobiotics in biological matrices. ......................................................... 187 

Figure 27: Venn diagram showing the overlap in detected ToxCast chemicals in ten standard 

mixtures.  A combined total of 1,235 unique chemicals out of the 1,940 chemicals revealed to 

be in the standard mixtures were detected by the four assays and used for creating the 

retention time databases. Of these 1,235 chemicals, 29% were able to be detected by all four 

assays. The aqRP C18 positive ion-mode assay exclusively detected 9%, whilst the aqRP C18 
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negative ion-mode assay exclusively detected only 1%. The HILIC positive ion-mode assay 

exclusively detected 2% of the 1,235 chemicals in the RT databases, whilst the HILIC negative 

ion-mode dataset exclusively detected 1%. This demonstrates how complementary these two 

methods are, and the importance of applying each assay to detect analytes specific to each 

one. ..................................................................................................................................... 199 

Figure 28: A mapping of the relation between m/z and RT for the HILIC positive and negative 

ion-mode assays revealed that chemicals in the mass ranges of 100-600 and 100-450, 

respectively, eluted by 2 min. As such, these chemicals were in the void volume and thus 

coeluted together and therefore were subjected to ion suppression. ................................ 200 

Figure 29: A mapping of the relationship between m/z and RT for both aqueous C18 reversed 

phase assays revealed a steady increase in RT with an increase in m/z, thus the majority of 

chemicals experienced some retention. ............................................................................. 200 

Figure 30: The BEAMS annotation workflow is summarised here. It involves grouping features 

though calculating correlations between features across all samples and RT similarity 

matching, annotating isotopic peak patterns through calculating m/z differences within each 

RT group of correlating features and matching against a reference list of isotopes, annotating 

molecular formulae by matching against a reference list of molecular formulae, and 

annotating metabolites by matching against a metabolite database or reference list. ...... 223 

Figure 31: A summary of how BEAMS executes the grouping is shown. Correlation analysis is 

carried out on m/z feature intensities across all samples in the dataset. Based on the 

correlation analysis results and RT similarity, m/z features are placed into “groups,” whilst 

annotated adducts, isotopes, and neutral losses are assigned a “sub-group.” ................... 224 

Figure 32: For the HILIC positive ion-mode dataset on the left-hand side (a), ~4100 of 8819 

(47%) unique m/z-RT pairs had at least one annotation. The changing maxRT parameters 

(0.2s, 0.5s, 1s, 2s, and 5s) did not impact this result much. For the HILIC negative ion-mode 

dataset on the right-hand side (b), ~3300 of 6605 (50%) unique m/z-RT pairs had at least one 

annotation. The changing maxRT parameters (0.2s, 0.5s, 1s, 2s, and 5s) did not impact this 

result much either. .............................................................................................................. 227 

Figure 33: For the Lipids positive ion-mode dataset on the left-hand side (a), ~2300 of 5611 

(41%) unique m/z had at least 1 annotation. The changing maxRT parameters (0.2s, 0.5s, 1s, 

2s, and 5s) did not impact this result. For the Lipids negative ion-mode dataset on the right-

hand side (b), ~2700 of 6558 (41%) unique m/z had at least one annotation. The changing 

maxRT parameters (0.2s, 0.5s, 1s, 2s, and 5s) did not impact this result. ........................... 227 

Figure 34: For the HILIC positive ion-mode dataset on the left-hand side (a), the median 

number of unique annotations per unique m/z-RT pair was 3, whilst the interquartile range 

was from 1-6. The outliers had distributions as high as 117. For each of the tested maxRT 

parameters (0.2s, 0.5s, 1s, 2s, and 5s), the number of unique annotations assigned to each 

unique m/z-RT pair feature did not change, thus the maxRT parameter did not affect the 

number of unique annotations assigned to each unique m/z-RT pair. For the HILIC negative 

ion-mode dataset on the right-hand side (b), the median number of unique annotations per 

unique m/z-RT pair was 4, whilst the interquartile range was from 2-10. The outliers had 

distributions as high as 117. For each of the tested maxRT parameters (0.2s, 0.5s, 1s, 2s, and 

5s), the number of unique annotations assigned to each unique m/z-RT pair feature did not 
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change, thus the maxRT parameter did not affect the number of unique annotations assigned 

to each unique m/z-RT pair. ................................................................................................ 228 

Figure 35: For the Lipids positive ion-mode dataset on the left-hand side (a), the median 

number of unique annotations per unique m/z was 6, whilst the interquartile range was from 

2-28. The outliers had distributions as high as 130. For each of the tested maxRT parameters 

(0.2s, 0.5s, 1s, 2s, and 5s), the number of unique annotations assigned to each unique m/z 

feature did not change, thus the maxRT parameter did not affect the number of unique 

annotations assigned to each unique m/z. For the Lipids negative ion-mode dataset on the 

right-hand side (b), the median number of unique annotations per unique m/z was five, whilst 

the interquartile range was from 2-16. The outliers had distributions as high as 130. For each 

of the tested maxRT parameters (0.2s, 0.5s, 1s, 2s, and 5s), the number of unique annotations 

assigned to each unique m/z feature did not change, thus the maxRT parameter did not affect 

the number of unique annotations assigned to each unique m/z. ...................................... 229 

Figure 36: For the HILIC positive ion-mode dataset, the median number of unique m/z 

features per RT group was two, and the interquartile range was from 2-3. The outliers had 

values ranging between 20 and 40, and a general increase in the number of unique m/z per 

RT group was observed for the outlying data. However, for the rest of the data, no change in 

the number unique m/z per RT group was observed when the multiple values of the maxRT 

parameter were tested (0.2s, 0.5s, 1s, 2s, and 5s). ............................................................. 230 

Figure 37: For the HILIC negative ion-mode dataset, the median number of unique m/z 

features per RT group was four, and the interquartile range was from 2-10. The outliers had 

values as high as 117. However, no change in the number unique m/z per RT group was 

observed when the multiple values of the maxRT parameter were tested (0.2s, 0.5s, 1s, 2s, 

and 5s). ............................................................................................................................... 231 

Figure 38: For the Lipids positive ion-mode dataset, the median number of unique m/z 

features per RT group was six, and the interquartile range was from 2-30. The outliers had 

values as high as 130. However, no change in the number unique m/z per RT group was 

observed when the multiple values of the maxRT parameter were tested (0.2s, 0.5s, 1s, 2s, 

and 5s). ............................................................................................................................... 231 

Figure 39: For the Lipids negative ion-mode dataset, the median number of unique m/z 

features per RT group was five, and the interquartile range was from 2-15. The outliers had 

values as high as 130. However, no change in the number unique m/z per RT group was 

observed when the multiple values of the maxRT parameter were tested (0.2s, 0.5s, 1s, 2s, 

and 5s). ............................................................................................................................... 232 

Figure 40: For the HILIC positive ion-mode dataset on the left-hand side (a), the total number 

of unique m/z grouped increased with widening maxRT windows, with the largest increase 

observed between 0.2s and 0.5s. Further increases are observed between 0.5s and 5s, but 

these are much smaller. Indeed, counts between 1-5s are minimal, and an optimal maxRT 

value can be selected from any of those values. For the HILIC negative ion-mode dataset on 

the right-hand side (b), the total number of unique m/z grouped increased with widening 

maxRT windows, with the largest increase observed between 0.2s and 0.5s. Further increases 

are observed between 0.5s and 5s, but these are much smaller. Indeed, counts between 1-5s 

are minimal, and an optimal maxRT value can be selected from any of those values. ....... 233 
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Figure 41: For the Lipids positive ion-mode dataset on the left-hand side (a), the total number 

of unique m/z grouped increased with widening maxRT windows, with the largest increase 

observed between 0.2s and 0.5s. Further increases are observed between 0.5s and 5s, but 

these are much smaller. Indeed, counts between 1-5s are minimal, and an optimal maxRT 

value can be selected from any of those values. For the Lipids negative ion-mode dataset on 

the right-hand-side (b), the total number of unique m/z grouped increased with widening 

maxRT windows, with the largest increase observed between 0.2s and 0.5s. Further increases 

are observed between 0.5s and 5s, but these are much smaller. Indeed, counts between 1-5s 

are minimal, and an optimal maxRT value can be selected from any of those values. ....... 234 

Figure 42: For the HILIC positive ion-mode on the left-hand side (a), ~1500 groups were 

created, and this number was similar for all RT windows, although 0.2s window had the least 

groups. The biggest number of groups was observed at 1s maxRT. For the HILIC negative ion-

mode on the right-hand side (b), ~800 groups were created, and this number was similar for 

all RT windows, although 0.2s window had the least groups. The largest number of groups 

was observed at 1s maxRT. ................................................................................................. 235 

Figure 43: For the Lipids positive ion-mode on the left-hand side (a), ~1200 groups were 

created, and this number was similar for all RT windows, although 0.2s window had the least 

groups. The largest number of groups was observed at 5s maxRT, although differences 

between 1s and 5s were almost negligible. For the Lipids negative ion-mode on the right-hand 

side (b), ~1200 groups were created, and this number was similar for all RT windows, although 

0.2s window had the least groups. The largest number of groups was observed at 1s and 2s 

maxRTs. ............................................................................................................................... 235 

Figure 44: For the HILIC positive ion-mode dataset on the left-hand side, the median number 

of annotations per RT group was three and remained the same across the different maxRT 

parameter values applied. The interquartile range was from 1-5 unique annotations per RT 

group. For the HILIC negative ion-mode dataset on the right-hand side, the median number 

of annotations per RT group was two and remained the same across the different maxRT 

parameter values applied. The interquartile range was from 2-3 unique annotations per RT 

group. .................................................................................................................................. 238 

Figure 45: For the Lipids positive ion-mode dataset on the left-hand side (a), the median 

number of annotations per RT group was two and remained the same across the different 

maxRT parameter values applied. The interquartile range was from 2-3 unique annotations 

per RT group for the 0.2s maxRT, and 2-4 for the other maximum RT parameters tested. For 

the Lipids negative ion-mode dataset on the right-hand side (b), the median number of 

annotations per RT group was one and remained the same across the different maxRT 

parameter values applied. The interquartile range was from 1-6 unique annotations per RT 

group. .................................................................................................................................. 238 

Figure 46: For the HILIC positive ion-mode dataset on the left-hand side (a), TPRs for 

correlation thresholds of 0-0.5 did not change, remaining at 94%. TPRs dropped to 90% when 

a correlation threshold of 0.7 was applied, and even further to 88% when a correlation 

threshold of 0.9 was applied. For all tested correlation thresholds, varying p-value thresholds 

did not have an impact on TPR. For the HILIC negative ion-mode dataset shown on the right-

hand side (b), TPRs for correlation thresholds of 0-0.7 did not change, remaining at 94%. TPRs 
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dropped to 93% when a correlation threshold of 0.9 was applied. For all tested correlation 

thresholds, varying p-value thresholds did not have an impact on TPR. ............................. 241 

Figure 47: For the HILIC positive ion-mode dataset on the left-hand side (a), FPRs for 

correlation thresholds of 0-0.5 remained constant at ~760%, exhibiting only minor and 

negligible variations. This FPR was not affected by varying p-value thresholds. When 

correlation thresholds of 0.7-0.9 were applied, the FPR increased to 820%, and this was also 

unaffected by varying p-value thresholds. For the HILIC negative ion-mode dataset on the 

right-hand side (b), the FPR for correlation thresholds of 0-0.7 was 1 600%. This was 

unimpacted by varying p-value thresholds and decreased to 1 200% when correlation 

thresholds of 0.9 were applied. Once again, this FPR was not impacted by carrying p-value 

thresholds. .......................................................................................................................... 242 

Figure 48: For the Lipids positive ion-mode dataset shown on the left-hand side (a), TPRs for 

correlation thresholds of 0-0.5 did not change, remaining at 77%. TPRs dropped to 74% when 

a correlation threshold of 0.7 is applied, and even further to 65% when a correlation threshold 

of 0.9 was applied. For all tested correlation thresholds, varying p-value thresholds did not 

have an impact on TPR. For the Lipids negative ion-mode dataset shown on the right-hand 

side (b), TPRs for correlation thresholds of 0-0.5 did not change, remaining at 83%. TPRs 

dropped to 79% when a correlation threshold of 0.7 is applied, and even further to 69% when 

a correlation threshold of 0.9 was applied. For all tested correlation thresholds, varying p-

value thresholds did not have an impact on TPR. ............................................................... 244 

Figure 49: For the Lipids positive ion-mode dataset on the right-hand side (a), the FPR for 

correlation thresholds of 0-0.25 was 820%. This was unimpacted by varying p-value 

thresholds and decreased to 730% when correlation thresholds of 0.5-0.7 were applied. Once 

again, this FPR was not impacted by varying p-value thresholds. Finally, then a correlation 

threshold of 0.9 was applied, the FPR was at its lowest at 520% and was not changed by 

varying p value thresholds. For the Lipids negative ion-mode dataset on the left-hand side (b), 

FPRs for correlation thresholds of 0-0.5 remained constant at ~2 450%, exhibiting only minor 

and negligible variations. This FPR was not affected by varying p-value thresholds. When a 

correlation threshold of 0.7 was applied, the FPR decreased to 2 300%, and this was also 

unaffected by varying p-value thresholds. Finally, at a correlation threshold of 0.9, the FPR 

dropped to its lowest at 1 500%. ........................................................................................ 244 

Figure 50: For the HILIC positive ion-mode (a), the number of RT groups formed is  ~1,800 and 

does not change much for correlation thresholds ranging from 0 to 0.5. However, a minimal 

increase in the number of RT groups formed is observed as larger p-value thresholds are 

applied. The number of RT groups formed decreases to 1 600 when a correlation threshold of 

0.7 is applied, and further still to 1 400 when a correlation threshold of 0.9 is applied. For both 

these larger correlation thresholds (0.7 and 0.9), the p value thresholds tested (0.05, 0.005, 

and 0.0005) did not affect the number of RT groups formed. The highest number of groups 

therefore resulted from correlation thresholds anywhere between 0 and 0.5, and a p value 

threshold of 0.05. ................................................................................................................ 246 

Figure 51: For the Lipids positive ion-mode (a), the number of RT groups formed was ~1 500 

and did not change much for correlation thresholds ranging from 0 to 0.5. The p value 

threshold setting in this range also did not impact the number of RT groups formed, remaining 

constant at ~ 1 500 groups. The number of RT groups formed decreased to 1 300 when a 
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correlation threshold of 0.7 was applied, and further still to 800 when a correlation threshold 

of 0.9 was applied. For both these larger correlation thresholds (0.7 and 0.9), the p value 

thresholds tested (0.05, 0.005, and 0.0005) did not affect the number of RT groups formed. 

The highest number of groups therefore resulted from correlation thresholds anywhere 

between 0 and 0.5, and a p value threshold of 0.05. .......................................................... 247 

Figure 52: For the HILIC positive ion-mode dataset (a), ~900 RT groups were annotated out of 

the ~1 800 RT groups formed (~50%) for correlation thresholds of 0 to 0.5. The p value 

thresholds applied (0.05, 0.005, and 0.0005) did not have an impact on the number of RT 

groups annotated. Application of a correlation threshold of 0.7 resulted in the annotation of 

900 out of a total of 1 600 RT groups (56%). Once again, the p value thresholds applied had 

no impact on the number of RT groups annotated. Finally, application of a correlation 

threshold of 0.9 resulted in the annotation of 850 out of a total of 1 400 RT groups (61%), and 

this number was not impacted by varying p value thresholds. ........................................... 249 

Figure 53: For the Lipids positive ion-mode dataset (a), ~650 RT groups were annotated out 

of the ~1 500 RT groups formed (~43%) for correlation thresholds of 0 to 0.5. The p value 

thresholds applied (0.05, 0.005, and 0.0005) did not have an impact on the number of RT 

groups annotated. Application of a correlation threshold of 0.7 resulted in the annotation of 

600 out of a total of 1 300 RT groups (46%). Once again, the p value thresholds applied had 

no impact on the number of RT groups annotated. Finally, application of a correlation 

threshold of 0.9 resulted in the annotation of 380 out of a total of 800 RT groups (48%), and 

this number was not impacted by varying p value thresholds. ........................................... 250 

Figure 54: For the HILIC positive ion-mode, the median number of annotations for correlation 

thresholds of 0-0.5 for all three p value thresholds was three and did not change. The 

interquartile ranges 5 also did not change, ranging from 1-8, and were unaffected by varying 

p value thresholds. For the correlation threshold of 0.7, the interquartile range was 2-5, and 

was unaffected by varying p value thresholds. For the correlation threshold of 0.9, the 

interquartile range was 1-6, and was unaffected by varying p value thresholds. The spread of 

the number of annotations per RT group decreased as higher correlation thresholds were 

applied, but these values were not impacted by changing p value thresholds. The maximum 

number of annotations per RT group were obtained between correlation thresholds and 0 

and 0.5 (~300 unique annotations per RT group) . A threshold of 0.7 yielded a maximum 

number of annotations per group of 180, whilst this number was reduced to 120 when a 

correlation threshold of 0.9 was applied. ........................................................................... 251 

Figure 55: For the HILIC negative ion-mode, and for correlation thresholds of 0 and 0.25, the 

median numbers of annotations per RT group were four, five, and four for p value thresholds 

of 0.0005, 0.005, and 0.05, respectively. For the correlation threshold of 0.5, the median 

numbers of annotations per RT group were five, six, and six for p value thresholds of 0.0005, 

0.005, and 0.05, respectively. For correlations of 0.7 and 0.9, the median number of 

annotations per RT group remained the same at four. The interquartile ranges for correlation 

thresholds from 0 to 0.25 ranged from 2-17, 2-18, and 2-17 for p value thresholds of 0.0005, 

0.005, and 0.05, respectively. The interquartile range for the correlation thresholds of 0.5 and 

0.7 were 2-18, whilst for 0.9 these were 2-17. The maximum number of annotations for 

correlation thresholds of 0 and 0.5 were ~300 unique annotations per RT group. A threshold 
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of 0.7 yielded a maximum number of annotations of 180, whilst this number was reduced to 

120 when a correlation threshold of 0.9 was applied. ........................................................ 252 

Figure 56: For the Lipids positive ion-mode, the median numbers of annotations per RT group 

vary depending on the varying p-value thresholds. However, it must be noted that any 

deviations are always small, and generally there are no major differences in the median 

number of annotations per RT group with changing correlation and p value thresholds. The 

median number of annotations for all tested conditions is around 9, whilst the interquartile 

range is approximately 2-31 for all tested parameters. The spread of the numbers of 

annotations per RT group were more informative, with the highest maximum numbers 

obtained for the 0 and 0.25 correlation thresholds at 320. This value dropped to 300 for the 

0.5 and 0.7 correlation thresholds, and further to 250 for a correlation threshold of 0.9. . 254 

Figure 57: For the Lipids negative ion-mode, the median numbers of annotations per RT group 

varied depending on the varying p-value thresholds. However, it must be noted that any 

deviations were always small, and generally there were no major differences in the median 

number of annotations per RT group with changing correlation and p value thresholds. The 

median number of annotations for all tested conditions was around 5, whilst the interquartile 

range was approximately 2-18 for all tested parameters. The spread of the numbers of 

annotations per RT group were more informative, with the highest maximum numbers 

obtained for the 0 and 0.25 correlation thresholds at ~480. This value dropped to 300 for the 

0.5 and 0.7 correlation thresholds, and further to 120 for a correlation threshold of 0.9. . 254 

Figure 58: For the HILIC positive ion-mode dataset (a), the lowest TPR was 18% and was 

observed when a mass error tolerance of 0.5ppm was applied. The highest TPR was 96% and 

was observed at a mass error tolerance of 5ppm. The TPR decreased when mass error 

tolerances of 10 ad 25ppm were applied, thus a 5ppm error tolerance was selected to be 

optimal, maximising the TPR within the dataset. For the HILIC negative ion-mode dataset (b), 

the lowest TPR was 22% and was observed when a mass error tolerance of 0.5ppm was 

applied. The highest TPR was 96% and was observed at mass error tolerances of 3 and 5ppm. 

The TPR decreased when mass error tolerances of 10 ad 25ppm were applied, thus a 5ppm 

error tolerance was selected to be optimal, maximising the TPR within the dataset. ........ 258 

Figure 59: For both HILIC assays (positive ion-mode (a), negative ion-mode (b)), the FPR 

increased with widening mass error tolerances. The lowest FPR was observed when a mass 

error tolerance of 0.5ppm was applied, and the highest obtained when a mass error tolerance 

of 25ppm was applied. The rise in the FPR was steep and large between 0.5-3ppm, and 

between 10-25ppm. However, between 3-10ppm, the rise in FPR was much lower, and thus 

mass error tolerances in this region did not introduce a very large amount of false positive 

annotation. As such, complementary to the TPR, a mass error tolerance of 5ppm was selected 

as optimal. .......................................................................................................................... 258 

Figure 60: For the Lipids positive ion-mode dataset (a), the lowest TPR was 23% and was 

observed when a mass error tolerance of 0.5ppm was applied. The highest TPR was 84% and 

was observed at mass error tolerances of 5-25ppm. For the Lipids negative ion-mode dataset 

(b), the lowest TPR was 17% and was observed when a mass error tolerance of 0.5ppm was 

applied. The highest TPR was 83% and was observed at mass error tolerances of 10-25ppm.

 ............................................................................................................................................ 259 
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Figure 61: For both Lipids assays (positive ion-mode (a), negative ion-mode (b)), the FPR 

increased with widening mass error tolerances. The lowest FPR was observed when a mass 

error tolerance of 0.5ppm was applied, and the highest obtained when a mass error tolerance 

of 25ppm was applied. The rise in the FPR was steep and large between 0.5-3ppm, and 

between 10-25ppm. However, between 3-10ppm, the rise in FPR was much lower, and thus 

mass error tolerances in this region did not introduce a very large amount of false positive 

annotation. As such, complementary to the TPR, a mass error tolerance of 5ppm was selected 

as optimal. .......................................................................................................................... 259 

Figure 62: For the HILIC positive ion-mode dataset, the smallest number of RT groups 

annotated was 150 and was observed when a mass error tolerance of 0.5ppm was applied, 

whilst the highest number of annotated RT groups was 1 200 and occurred when a mass error 

tolerance of 25ppm was applied. For the HILIC negative ion-mode dataset, the smallest 

number of RT groups annotated was 50 and was observed when a mass error tolerance of 

0.5ppm was applied, whilst the highest number of annotated RT groups was 650 and occurred 

when a mass error tolerance of 25ppm was applied. ......................................................... 261 

Figure 63: For the Lipids positive ion-mode dataset, the smallest number of RT groups 

annotated was 100 and was observed when a mass error tolerance of 0.5ppm was applied, 

whilst the highest number of annotated RT groups was 800 and occurred when a mass error 

tolerance of 25ppm was applied. For the Lipids negative ion-mode dataset, the smallest 

number of RT groups annotated was 180 and was observed when a mass error tolerance of 

0.5ppm was applied, whilst the highest number of annotated RT groups was 900 and occurred 

when a mass error tolerance of 25ppm was applied. ......................................................... 261 

Figure 64: For the HILIC positive ion-mode dataset (a), the median number of annotations per 

RT group for mass error tolerances of 0.5-5ppm was three. This increased to four and eight 

when mass error tolerances of 10 and 25ppm were applied, respectively. The interquartile 

ranges were 1-8, 1-7, 1-8, and 1-8 for mass error tolerances of 0.5, 1, 3, and 5, respectively. 

These increased to 2-13 when a mass error tolerance of 10ppm was applied, and further to 

3-22 when a mass error tolerance of 25ppm was applied. For the HILIC negative ion-mode 

dataset (b), the median number of annotations per RT group for the 0.5ppm mass error 

tolerance was two.  This increased to seven when a mass error tolerance of 1ppm was applied 

and then decreased slightly to six when mass error tolerances of 3 and 5ppm were applied. A 

median of eight and 11 was obtained when mass error tolerances of 10 and 25ppm were 

applied. The interquartile range for the 0.5ppm mass error tolerance was 1-22. The 

interquartile ranges for mass error tolerances between 1 and 5ppm were 2-16, 2-17, and 2-

18 for mass error tolerances of 1, 3, and 5, respectively. The interquartile ranges for mass 

error tolerances of 10 and 25pmm were 3-22 and 4-33, respectively. ............................... 262 

Figure 65: For the Lipids positive ion-mode dataset (a), the median number of annotations 

per RT group when a mass error tolerance of 0.5ppm was three. This value increased to six 

when a mass error tolerance of 1ppm was applied, and further to ten for mass error 

tolerances of 3, 5, and 10ppm, respectively. The median number of annotations per RT group 

was 11 when a mass error tolerance of 25ppm was applied. The interquartile ranges were 1-

11, 1-25, 1-33, 3-33, 3-31, and 5-44 when mass error tolerances of 0.5, 1, 3, 5, 10, and 25ppm, 

respectively. For the Lipids negative ion-mode dataset (b), the median number of annotations 

per RT group when mass error tolerances of 0.5-3ppm were applied was five. This value 
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increased to eight when a mass error tolerance of 5ppm was applied, and further to 10 for 

the mass error tolerances of 10ppm. The median number of annotations per RT group was 13 

when a mass error tolerance of 25ppm was applied. The interquartile ranges were 1-11, 1-11, 

1-13, 1-18, 3-27, and 5-45 when mass error tolerances of 0.5, 1, 3, 5, 10, and 25ppm were 

applied, respectively. .......................................................................................................... 263 

Figure 66: For the HILIC positive ion-mode dataset (a), application of customised adduct, 

isotope, and neutral loss lists yielded a TPR of 98%, whilst the default adduct, isotope, and 

neutral loss lists yielded TPRs of 94%. For the HILIC negative ion-mode dataset (b), application 

of customised adduct, isotope, and neutral loss lists yielded a TPR of 59%, whilst the default 

adduct, isotope, and neutral loss lists yielded TPRs of 96%. ............................................... 267 

Figure 67: For the HILIC positive ion-mode dataset on the left-hand side (a), application of 

customised adduct, isotope, and neutral loss lists yielded a FPR of 1 600%, whilst the default 

adduct, isotope, and neutral loss lists yielded TPRs of 750%. For the HILIC negative ion-mode 

dataset on the right-hand side (b), application of customised adduct, isotope, and neutral loss 

lists yielded a TPR of 2 200%, whilst the default adduct, isotope, and neutral loss lists yielded 

TPRs of 1 600%. ................................................................................................................... 267 

Figure 68: For the Lipids positive ion-mode dataset (a), application of customised adduct, 

isotope, and neutral loss lists yielded a TPR of 84%, whilst the default adduct, isotope, and 

neutral loss lists yielded TPRs of 79%. For the Lipids negative ion-mode dataset (b), application 

of customised adduct, isotope, and neutral loss lists yielded a TPR of 76%, whilst the default 

adduct, isotope, and neutral loss lists yielded TPRs of 79%. ............................................... 272 

Figure 69: For the Lipids positive ion-mode dataset on the left-hand side (a), application of 

customised adduct, isotope, and neutral loss lists yielded a FPR of 2,800%, whilst the default 

adduct, isotope, and neutral loss lists yielded TPRs of 800%. For the Lipids negative ion-mode 

dataset on the right-hand side (b), application of customised adduct, isotope, and neutral loss 

lists yielded a FPR of 2,100%, whilst the default adduct, isotope, and neutral loss lists yielded 

TPRs of 2,400%. ................................................................................................................... 272 

Figure 70: For the HILIC positive ion-mode dataset (a) 5,400 total grouped m/z features rose 

to 6,000 when customised adduct, isotope, and neutral loss lists were applied compared to 

when default adduct, isotope, and neutral loss lists were used. For the HILIC negative ion-

mode dataset (b), 3,800 total grouped m/z features rose to 4,200 when customised adduct, 

isotope, and neutral loss lists were applied compared to when default adduct, isotope, and 

neutral loss lists were used. ................................................................................................ 274 

Figure 71: For the Lipids positive ion-mode dataset (a) 4,350 total grouped m/z features rose 
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1 CHAPTER 1: Introduction 

1.1 General Introduction: A Rationale for the Project 
Few things are more important for human survival than treatment of disease. There is no 

debating that penicillin is amongst the greatest scientific discoveries, saving millions of lives 

globally since its debut (1,2). However, it is increasingly evident that treating diseases costs 

time and money. One therapeutic drug can take 10-15 years to develop whilst costing an eye-

watering £620 million (3), although artificial intelligence is accelerating this process and 

improving cost-effectiveness (4,5) . This has spawned different approaches to human health 

studies, with focus shifting from solely treating disease to probing causation, exploring 

prediction, and moving towards prevention.  

Historically in epidemiology, which is the study of the distribution and determinants of 

disease in selected populations, the monocausal theory of disease, wherein onset of disease 

was attributed to one factor (e.g., a pathogen), was widely popular. Today epidemiologists 

debate whether other models should be considered, and multi-causal theories have been 

posited, wherein a disease develops due to multiple factors such as pathogenic, socio-

economic and behavioural factors (6,7). Moreover, epidemiology itself has merged with other 

fields such as toxicology and environmental studies. Where historical perspectives focused 

mainly on causes of disease being pathogenic, and, to a lesser extent, diseases of old age, 

epidemiology now considers chemical and environmental exposures, amongst other factors 

such as any perturbation that acts as a stressor or toxicant. Theoretically, once a causal agent 

has been identified, it can be avoided or eliminated to aid prevention, or treatments can be 

more targeted where relevant.  

Key to developing therapeutics is understanding cellular mechanisms occurring during 

disease onset and progression. Indeed, in the last 20 years a new field has emerged, focusing 

on metabolic changes occurring in living organisms in response to a wide variety of stressors, 

including disease and chemical pollution, and has been termed metabolomics. Metabolomics 

is the study of small molecules, usually <1,000 Da, found within a biological system (8). In 1998 

this collection of small molecules was first referred to as the “metabolome”, and henceforth 

the field of metabolomics has gained popularity (9,10). N.B. that not all metabolites are <1,000 

Da. Some components of the metabolome such as lipids are larger, and mass ranges of up to 

2,000 Da and greater have been reported (11,12). The metabolome consists of both 
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endogenous (originating from within) and exogenous (originating from outside) metabolites. 

Not only does metabolomics facilitate understanding mechanisms in action during illness, 

thereby improving targeted drug design, other applications predict the risk of future onset of 

diseases before symptoms manifest by looking for metabolic biomarkers that can point to 

later onset of disease (e.g., prediction of Parkinson’s disease, although this research is on-

going and not currently applied routinely in clinical analyses) (13). Additionally, metabolomics-

based precision medicine is rising. The metabolic response of a living organism to any type of 

exposure, whether disease, socio-economic, behavioural, environmental, or therapeutic, can 

be measured. Clinically, this could inform on response to selected drug therapy, overall health 

of an individual, and recovery progress (14). Metabolomics plays a critical role for human 

health investigations and disease treatment, but its applications are not limited to human 

health alone. Any living organism will have a metabolome that will fluctuate in response to a 

variety of exposures or stressors and can thus be measured.  

Metabolomics studies have expanded to focus on other challenges such as chemical pollution, 

which can adversely impact both human and environmental health. Metabolomics of various 

plant species has been used to determine and mechanistically understand toxic effects of 

chemicals (15–18). In-fact, environmental metabolomics exists, aiming to characterise the 

interaction of biological organisms and their environment (19). Here, the metabolome is used 

to find biomarkers, or indicators, of chemical or drug toxicity (20–22). The metabolome has 

also been used for chemical risk assessment in environmental sciences. For example, 

biomarkers of exposure, i.e., biomarkers that indicate an organism has been exposed to a 

stressor such as chemical pollution, can be used to assess and monitor the level of chemical 

pollution in a selected environment (23). Moreover, the metabolome can inform on 

absorption, distribution, and metabolism of chemical pollutants, alongside biotransformation 

of these chemicals and their toxic effects. As such, the exposome, defined as ‘the totality of 

non-genetic exposures a living organism is exposed to from conception to death’, has gained 

popularity for both human and environmental health studies (24). The aim of exposomics is 

to measure both endogenous and exogenous metabolites whilst simultaneously 

characterising the mixture of exposure compounds effecting metabolic changes (25). 

Currently exposomics is challenged by a lack of well-defined analytical protocols for 

characterising the various exposure components a biological system can be exposed to (26). 
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Metabolomics and exposomics studies, defined above, appear solely biological studies, but in 

practice the central aspect is the analytical process involved. Technological advancements 

continuously improve measurement capabilities, which in turn yield more accurate and 

comprehensive biological interpretations. There are hundreds of thousands of compounds 

that constitute the metabolome, all with different physico-chemical properties and 

concentrations and therefore requiring specific preparation and analysis procedures. The 

analytical platform chosen must be suitable for analysis of a selected sample type, sensitive 

enough for small sample volumes and low concentration analytes, whilst the methods used 

must be selective towards different classes of compounds. Tens of thousands of compounds 

within a metabolome are also similar in shape and often these compounds have the same 

mass and elemental composition, making them isomers, or the same mass and different 

elemental composition, making them isobars (27). An appropriate analytical platform must be 

able to accurately distinguish between them where possible. This adds immense complexity 

to the analysis, and even more so to data processing. Due to physico-chemical similarities 

within the metabolome, identification of compounds is very challenging. Two or more isomers 

could easily be interchanged and given an incorrection annotation or identification (where an 

annotation is an unconfirmed assignment that required validation and an identification is a 

confirmed assignment), resulting in a false positive (FP). Conversely, a low concentration 

analyte may be present within a sample, but not detected due to low analytical sensitivity. 

This is a false negative. A true positive (TP) annotation occurs when a correct assignment is 

given. Collectively these issues are termed false discovery, and great efforts are required to 

minimise FP and negative annotation, whilst maximising TP annotation. The implications of 

false discovery are obvious. Where metabolites are used as a diagnostic tool, misdiagnosis 

could be fatal. If used to determine toxicity of a compound, then an incorrect structural 

annotation could put millions of humans at risk. There are multiple approaches to reducing 

the false discovery rate. Chemical bonds in isomers may be structurally broken by applying 

energy to generate fragments. These fragments inform on the three-dimensional structure of 

analytes and as such can aid in distinguishing isomers. Alternatively, a level of confidence can 

be assigned to each result. In this way, only high confidence results can be used to make 

important decisions. It is also paramount that results are reproducible as this increases 

confidence. The research presented in this thesis will explore all these approaches for 

reducing false discovery, from the analytical methods to the data processing strategies. 
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Specifically, method capability will be characterised, and appropriate data processing 

parameters will be extensively evaluated, and recommendations made for how best to 

achieve good quality results in the rapidly developing fields of metabolomics and exposomics. 

 

1.2 Metabolomics  
Metabolomics is an approach that aims to simultaneously detect and, where possible, 

quantify the metabolome, generally comprised of metabolites <1,000Da (8), although some 

components of the metabolome such as lipids (e.g., triacyclglycerols, phospholipids, and 

sterols) have molecular weights of greater than 2,000 Da (28). The ‘metabolome’, a term first 

used by Oliver in 1998, encompasses all low molecular weight metabolites present in a 

biological sample (29). It is the most downstream expression of biochemical pathways, and 

therefore integrates the biochemical processes in cells or tissues with the environment (30). 

It can be used to evaluate exposure effects, alongside a myriad of other applications, and yield 

important information about the biological status of the system under examination (31).  

The importance of studying metabolites has been noted since ca. 1500 BC, when Chinese 

physicians tasted urine for sweetness to diagnose diabetes and noted that ants were 

attracted to this sweet-tasting “honey-urine” (32). This was still a far cry from observing the 

whole metabolome, but it set the foundation for metabolites being useful biomarkers for 

disease. An Arabic physician also touched on the concept by stating in his book that “the body 

is in a continuous state of change due to dissolution and nourishment” (33). In the 1940s and 

50s, Roger Williams and co-workers proposed that individuals may have “metabolic patterns” 

whilst studying patients with schizophrenia, reviewed by Gates and Sweeley in 1978 (34). 

In 1971, Horning and Horning first coined the term metabolic profile in their work describing 

gas phase methods for the analysis of metabolites. Here, they highlighted that “these 

procedures for obtaining metabolic profiles may be used in various ways, including studies of 

abnormal conditions, drug metabolism, and the effects of drugs on metabolic pathways, as 

well as for human developmental studies” (35). In 1999, Jeremy Nicholson and co-workers 

first proposed the concept and nomenclature of metabolomics, calling it metabonomics, 

whilst discussing metabolic changes in response to xenobiotic exposures (36). It must be noted 

that Nicholson’s metabonomics has a slightly different definition to the metabolomics studies 
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of today. Metabonomics aims to capture the global, dynamic metabolic changes in response 

to biological or genetic stimuli thereby measuring systemic changes as a function of time 

(37,38), whilst metabolomics measures all metabolites present in a complex biological sample, 

reflecting on what was happening within that system at the point of sample collection. This 

makes these types of studies a snapshot in time, observing metabolism only at the selected 

point of sample collection (8,37,38). As the field has developed, these distinctions have faded. 

Indeed today, the term metabonomics is seldom used. 

The development of the field of metabolomics was not restricted to academic research. 

Technological advancements in the 70s and late 90s propelled it even further (technologies 

used in metabolomics are discussed in section 1.5). Indeed, as will be discussed in chapter 6 

of this thesis, technological advancements have played such a crucial role that more are 

currently required to further improve metabolomics. 

Living organisms are the culmination of multiple, often simultaneous, biochemical processes, 

including metabolic reactions, operating within cells, tissues, organs, or whole organisms. The 

processes involve different characteristics, divided into genotype (genetic characteristics) and 

resultant phenotype (physical characteristics). Specific genotypic characteristics result in 

corresponding phenotypic expression. Simply put, genes control what can happen in a cell by 

switching on and off (39,40). Genetic information is inherited and fixed, i.e., one cannot eat 

more genes, and the study of all genetic material (genome) within an organism is called 

genomics. The transcripts resulting from switched on genes encode information that 

facilitates the synthesis of proteins. The study of all transcripts (transcriptome) in a living 

organism is called transcriptomics and indicates what is happening within a cell at a genetic 

level. Transcribed information directs the production of proteins, which bind to a variety of 

substrates and/or receptors, have a wide range of functions, and facilitate what is happening 

within a cell. The collective study of these proteins (proteome) is called proteomics, and 

indirectly reflects on the genetic composition of an organism. Since the transcriptome and 

proteome are governed by the genome, they too are fixed (alas, one can indeed eat more 

proteins, but consumed proteins cannot bind to substrates and/or receptors and effect 

biological processes). The genome, transcriptome and proteome’s primary purposes are 

cellular regulation, growth, and reproduction. Metabolites have a unique position in a 

biological system. Not only can they be influenced by the transcriptome and proteome, 
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reflecting on what has happened within a cell, they also interact with the outside 

environment. The metabolome can therefore inform on both the biological organism’s 

internal and external environments. It is the downstream response effected by upstream 

changes (genome, transcriptome, and proteome), whilst simultaneously interacting with the 

environment (41). The human metabolome is therefore comprised of endogenous 

metabolites such as glucose and glutamate, and exogenous metabolites derived from food, 

environmental exposures, and pharmaceutical components.  

Molecular information does not always travel down a one-way system towards the 

metabolome. Indeed, the metabolome can convey molecular information up-stream as well. 

For example, methylation of DNA (epigenetics) is facilitated by the metabolome (S-adenyl 

methionine donates a methyl group with the help of methyltransferase enzymes) (42) and 

regulates gene expression (43). The functions of endogenous metabolites are therefore not 

just limited to metabolism, but also include cell signalling (44,45), regulation (46,47), control 

of gene expression (48), structure formation (e.g., cell walls) (49), stimulatory and inhibitory 

effects on enzymes (50), fuel (51), catalytic activity (52), defence (53), and interactions with 

other organisms (e.g., pheromones) (54). The changes in metabolite concentrations, 

influenced by anabolism and catabolism (55), for all the various roles listed and more are often 

referred to as the metabolic phenotype, with changes in the genome, transcriptome, and 

proteome effecting physical (phenotypic) responses that are the metabolome and can be 

measured. Moreover, the interaction of these various parts of a biochemical system with the 

environment also results in a measurable metabolic phenotype (Figure 1).  
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Figure 1: Adaptation of a figure (41) showing the relationship between the genome, 
transcriptome, proteome, and metabolome. The genome governs what can happen in a cell, 
the transcriptome results in RNA, which carries encoded information about what proteins to 
produce. The proteome effects genetic information, and the metabolome is influenced by 
these up-stream processes whilst also interacting with the outside environment. This is 
known as the “omics cascade”. 

 

1.2.1 Types of Metabolomics Methods 
Metabolites have a wide variety of chemical classes and concentrations that span across 

several orders of magnitudes of concentrations (56). To fully characterise the metabolome, 

multiple analytical strategies for measuring different chemical classes are often employed, 

whilst metabolomics studies themselves are often split into two types of assays: targeted and 

non-targeted assays. 
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1.2.1.1  Targeted Assays 
Targeted analyses (TA) are analytical techniques used to measure a small number of analytes, 

usually 1-100 analytes, use authentic chemical standards against which to reference and 

calculate absolute analyte concentrations, and offer high levels of confidence in metabolite 

identification. Targeted metabolomics analyses often look at specific classes of metabolites 

with a priori knowledge of the system response, and by using internal standards and 

calibration curves offer quantitative (exact concentrations) or semi-quantitative (estimated 

concentrations) measurements. Targeted metabolomics takes advantage of knowledge of 

biochemical pathways to which metabolites belong, along with an understanding about 

enzymatic processes, their end products and enzyme kinetics (56). These types of analyses 

have many advantages. The use of authentic chemical standards offers the highest level of 

confidence in identification possible (see section 1.6.4). Additionally, the small number of 

analytes means sample preparation and analysis methods can be optimised to reduce high 

abundance analytes dominating results, whilst improving sensitivity for the desired analytes. 

Data processing is significantly less complicated as targeted metabolomics datasets contain 

less information (chromatographic and spectral where U(H)PLC-MS analyses are carried out, 

(see 1.5.3.1) and are therefore smaller (56). However, there are also some disadvantages to 

targeted metabolomics. Firstly, it requires some prior knowledge of which metabolites or 

metabolite classes or pathways to target. This is not always possible, particularly for species 

or biological questions that have not been studied before. It also requires authentic chemical 

standards, which are both costly and not available for many endogenous metabolites. 

Method development/optimisation for TA requires expertise and can be time consuming; but 

several guidelines define how (62,63), (57–60). Finally, TA misses out on vast amounts of 

information about other metabolites not measured. This is particularly important where a 

metabolic pathway perturbation has been hypothesised. Targeted metabolomics studies still 

play a vital role in the field. They are often used to validate hypotheses generated from non-

targeted metabolomics studies and targeted biochemical assays offer a route to translation 

of concepts in to practice such as biomarker panels for disease diagnosis (61,62). There is a 

myriad of successful targeted metabolomics assays, including targeted metabolomics to 

discern correlation between the metabolome and nutrition (63,64), identification of phenolics 

in fruits and beverages (65,66), and looking for brain and blood metabolite signatures of 

pathology and progression in Alzheimer’s disease (67,68). 
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1.2.1.2  Non-targeted Assays (NTA) 
Non-targeted metabolomics assays, or non-targeted analyses (NTA) potentially detect all 

metabolites in a sample above the assay’s limit of detection, do not routinely or extensively 

use authentic chemical standards or internal standards and so only offer relative 

quantification of metabolites. Relative quantification here means the area of the observed 

signals of each metabolite is used together with statistical analyses to inform on 

concentration variations between metabolites and different study samples applying the 

assumption that concentration is correlated to the observed signal (peak height or peak area). 

These studies are used for hypothesis generation. Method development is less time 

consuming, and once established less expertise is required to apply these methods. They also 

cost less as authentic chemical standards are not required, and they offer a large volume of 

information about each analysed sample. However, these methods yield less confidence in 

metabolite annotation as authentic chemical standards are not used to reference against, 

whilst annotation is itself challenged by the vast number of similar chemical signals that can 

be observed (see 1.6.4). Indeed, data handling is difficult as the files are often extremely large, 

require conversion prior to data analysis and can take a few months for data interpretation. 

Results from a non-targeted metabolomics method must be validated using a targeted 

metabolomics method for greater confidence. A review of validated biomarkers discovered 

through metabolomics was carried out by López-López and co-workers (69). 

A summary comparison of targeted and non-targeted metabolomics studies is shown in Table 

1. 
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Targeted Metabolomics Non-targeted Metabolomics 

Hypothesis-testing approach Hypothesis-generation approach 

Identity of metabolites known a priori Identity of metabolites unknown a priori 

Absolute quantification Relative quantification 

Low number of metabolites studied (1-100) Large number of metabolites studied (100-1, 

000s) 

Validation not required, or used as 

validation approach 

Validation required 

PROS PROS 

Absolute quantification Comprehensive analysis 

Higher accuracy, sensitivity, and selectivity Useful for biomarker discovery 

Easier data interpretation Higher throughput 

CONS CONS 

Not comprehensive Semi or relative quantification 

Lower throughput Difficult data interpretation and large 

unknowns 

Table 1: Summary of targeted vs non-targeted metabolomics studies, adapted from (70). 

 

1.2.2 Advantages and Applications of Metabolomics 

1.2.2.1 Advantages of Metabolomics 
Metabolomics is the newest of the -omics approaches but carries significant advantages over 

the others. As described in section 1.2, the measurement of the metabolome informs directly 

on function, being itself the observed changes, where changes in the genome and proteome 

do not necessarily reflect cellular changes. Moreover, genes and proteins can vary greatly 

across multiple organisms and species. This makes method development and transfer from 

species to species much more challenging (71). Metabolites are more global across various 

species, albeit spanning many chemical classes. This means class specific methods can be 

developed and transferred for the metabolomics analysis of different species with ease.  

At present, it appears that there are fewer endogenous metabolites than genes and proteins, 

although the full size of the metabolome is yet to be comprehensively measured. This makes 

data complexity smaller and increases the likelihood of detecting meaningful changes. This 
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by no means suggests that metabolomic datasets are not complex but rather draws a 

comparison with proteomics and genomics databases based on currently available 

knowledge. It is important to note that to date, many metabolites have not been detected 

and identified, and this comparison is therefore limited (Table 2). Lastly, metabolomics 

analyses are at the current time cheaper and quicker than genomics, transcriptomics and 

proteomics analyses (72).  

 

DATABASE Genecode Ensembl RefSeq CHESS 

Protein-coding genes 19,901   20,376 20,345 21,306 

IncRNA genes 15,779   14,720 17,712 18,484 

Antisense RNA 5,501   28 2,694 

Miscellaneous RNA 2,213  2,222 13,899 4,347 

Pseudogenes 14,723   1,740 15,952  

Total transcripts 203,835 203,903 154,484 323,827 

Table 2: Table taken from literature (73), showing the number of human genes within various 
proteomics/transcriptomics databases. The total number of genes and transcripts currently 
known is much larger than the largest repository of human metabolites for metabolomics 
experiments. This currently contains ~114 000 metabolites, a value regularly updated but still 
smaller than the number of genes and transcripts (74,75).  

 

1.2.2.2 Applications of Metabolomics 
Metabolomics applications span many fields. Clinical metabolomics is focused on human 

health studies, specifically human disease. The most notable application in clinical 

metabolomics is biomarker discovery. A look at publication trends in PubMed over the last 20 

years (Figure 2) shows great increases in metabolomics studies investigating biomarkers (76).  
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Figure 2: Bar plot presented in literature (76) showing an increase in research papers with 
keywords ‘metabolomics’ and ‘biomarkers’. 

 

Metabolites possess all the right characteristics to be ideal biomarkers. For example, they are 

readily available in blood or urine, and have high sensitivity facilitating early detection (77) 

thus biomarkers for inborn errors of metabolism (78), insulin resistance (79), various cancers 

(80,81), and cardiovascular diseases (82,83) were found using metabolomics approaches 

mining for biomarkers. Not only can biomarkers aid diagnosis, evaluating metabolites can 

improve understanding of cellular mechanisms of action (pathophysiological processes) and 

allow monitoring of disease progression. Knowing what metabolic changes to expect at 

disease onset and during progression potentially introduces new targets for disease 

intervention, paving way for precision medicine. Moreover, biomarkers for drug response can 

be sought, allowing drug response monitoring (pharmaco-metabolomics). Metabolomics 

studies can even allow classification of an individual’s metabolic profile (metabotype) based 

on the individual’s genotype, merging the fields of metabolomics and genomics (84). For 

example, precision medicine using metabolomics has been applied to characterise molecular 

subtypes of various cancers (85–87), whilst cancer related pharmaco-metabolomics has also 
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been demonstrated (88,89). Other studies have shown the successful application of 

metabolomics to drug-response testing and monitoring (90).  

Metabolomics studies have been used in conjunction with genomics to further understand 

and identify genes responsible for phenotypic changes (91,92). Several other studies have also 

investigated the relationship between the genome and the metabolome (93–99). This type of 

analysis has even allowed testing of genetic modifications through monitoring the 

metabolome phenotype (100). Nutrition has increasingly become a topical research area, and 

the merger between it and metabolomics has begun. For example, nutrition related 

exogenous and resulting endogenous metabolites have been studied by various researchers 

(101–104). Metabolomics is a versatile field, continuously adapted for various applications. 

These applications are not solely focused on human health and a clinical setting. Indeed, they 

cross over into environmental health. 

Metabolomics can be applied in toxicology. Classic toxicology tests have been successful at 

correctly determining the target organs of a toxin through easy observation of clearly defined 

endpoints such as mortality, clinical symptoms, or examination of tissue damage 

(histopathology) (105). These approaches are well established, with toxicological studies 

carried out for selenium (106,107), aluminium (108,109), gallates (110,111), styrene (112), and 

aflatoxins (113) to name but a few. Although these approaches correctly point to a toxin’s 

target organs, a multitude of off-target effects are not observed. The use of metabolomics in 

toxicology gives a more comprehensive understanding of chemical toxicity, not only 

suggesting target organs through perturbed metabolic pathways without the need to analyse 

each (organ) individually, but also other impacted biochemical pathways. Biomarkers of 

toxicity can and have been discovered in this way (114–117), although data interpretation is 

often complicated by common, non-specific pathway perturbations (118–120).  

The implementation of metabolomics in toxicological studies has helped to develop another 

sub-branch of metabolomics known as environmental metabolomics. Environmental 

metabolomics “applies metabolomics to areas such as ecophysiology-with a focus on 

understanding the underpinning biochemical responses of organisms to abiotic and biotic 

stressors in their environment; and to ecotoxicology and ecological risk assessment, which 

typically involves chemical toxicity testing within a controlled laboratory environment to 

inform upon potential risks of chemicals to organisms in the natural environment” (121). 
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Simply put, environmental metabolomics studies interrogate interactions between organisms 

and the environment with an end-goal of evaluating organism functionality at the molecular 

level. This information ultimately gives insight into environmental factors such as levels of 

chemical pollution (122). Environmental metabolomics studies have successfully been 

demonstrated with various applications (123–128). 

 

1.3 Chemical Pollution: A Global Challenge 
The importance of metabolomics studies in fields such as toxicology and environmental 

health studies can be demonstrated through discussing the wider challenge of chemical 

pollution in the environment. The scale of chemical pollution and the resultant effect on the 

environment is sobering and requires immediate circumvention. A study by the World Health 

Organisation (WHO) highlighted 4.9 million deaths attributable to environmental exposures 

during the year of 2004 (129), rising to ~8 million deaths in 2021 (130,131). There were an 

estimated 140,000 chemicals on the EU market (132) potentially being released into the 

environment, with grossly insufficient information on the hazards they pose on 

environmental and human health. However, new initiatives are in place to register chemicals, 

and currently ~22000 chemicals are registered on the EU market (133). Environmental 

ecosystems are threatened by long term exposures to low or sub-lethal concentrations of 

single chemicals, or more realistically, mixtures of chemicals. For example, approximately 90% 

of water and fish samples from aquatic environments contain pesticide contamination 

(134,135), even though the adverse effects of pesticides on multiple organisms have been 

demonstrated in Daphnia magna (D. magna) (136), macro-fauna populations in field ditches 

(137), and Clarias batrachus (138). Other common chemical contaminants include persistent 

organic chemicals (POCs), which, due to their stability and inertness have found widespread 

uses in many industries (139). These have been shown to have adverse effects on zebra fish 

and other aquatic organisms (140,141). Nanoparticle pollution has also emerged recently, 

increasingly used in consumer products and medicines, and is posing a real threat to 

environmental health, as demonstrated on a study using D. magna (142).  

This global problem poses a significant human and environmental threat and requires 

immediate action, focussing on the characterisation of as much environmental contamination 

as possible, and discerning toxic effects. Chemicals released into the environment from 
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various sources such as chemical waste from the pharmaceutical and chemical manufacturing 

industries must be carefully controlled through the introduction of and adherence to various 

government regulations and legislations. These should require chemical manufacturers, 

packagers, and distributors to provide evidence of non-toxicity at given chemical levels. 

Provision of this evidence undoubtedly requires toxicity studies to be carried out; for which 

there are already well-established methods (143,144). Indeed, these methods are so well 

established that they have not changed much in the last 50 to 80 years (145). Despite their 

popularity for many years, these toxicity testing approaches do come with caveats. They often 

involve the usage of animal testing and require high chemical dosages, presenting ethical 

challenges. They are costly and time-consuming, whilst the extrapolation of toxicity from high 

to low, environmentally relevant doses is applied. More efficient approaches are required to 

attempt to eliminate or minimise these challenges. It is important to know which chemicals 

have drained into the environment and at what concentrations. To date most methods 

investigating environmental chemicals have been targeted, looking for known analytes or 

groups of analytes such as aromatic compounds within environmental samples (146). Non-

targeted methods are an attractive alternative as they provide a more comprehensive picture 

of environmental contamination by allowing for the identification of as many contaminants 

as possible. However, most non-targeted methods have been developed for “omics” fields 

looking at biological samples rather than environmental. Consequently, the chemical 

coverage of these methods for environmental samples has gone unexplored. Knowing this 

information could aid in improving methods to allow for greater selectivity, sensitivity, and 

coverage; and understanding where gaps in environmental contaminant knowledge may 

arise. 

 

1.3.1 Governing Organisations and Corrective Legislations 
Many organisations have spawned globally to control chemical pollution, with many 

legislations being introduced over the years. As far back as 1973, Japan introduced a national 

protection law called the ‘Chemical Substances Control Law’ which is concerned with the 

evaluation and regulation of chemical substances that pose a risk to human health and the 

environment (147). The Great Lakes Water Quality Agreement was introduced five years later 

in Canada and the USA. Its focus is the quality of surface waters, aiming for restoration and 
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preservation of the Great Lakes waters (148). In 1998, the UNECE persistent organic pollutants 

(POPs) Protocol was launched. This focuses on 16 substances singled out due to risk criteria. 

11 of these 16 compounds are pesticides, and the protocol bans the use of some of these 

chemicals completely (149). Additionally, the Stockholm convention was launched with 

objectives to protect human and environmental health from “pollutants that remain intact in 

the environment for long periods of time” (150). Also in 1998, the US Environmental 

Protection Agency (US-EPA) introduced the Toxic Substances Control Act which regulates the 

introduction of new or already existing chemicals (151). In 2006, REACH was founded under 

the European Commission enforcing registration, evaluation, authorisation, and restriction of 

chemicals. This legislation places responsibility on industry to provide safety information 

relating to chemicals and to manage associated risks, with the information required to be 

entered into a central database in the European Chemicals Agency (ECHA) in Helsinki (133). 

Preceding this, increased public demand for cleaner rivers and lakes yielded the EU Water 

Framework Directive issued by the European Commission, which aims to evaluate water 

bodies on chemical pollution and ecological preservation (152). These are an almost 

insignificant few examples of the range of legislations implemented to monitor and improve 

environmental health globally. 

 

1.4 Exposomics 
Despite chemical pollution control efforts through regulation and legislation (section 1.3.1), 

the advanced field of toxicology, the application of metabolomics to toxicological studies and 

indeed environmental metabolomics studies, the wildfire that is chemical pollution is far from 

under control. Most chemical risk assessments and toxicity testing have considered single 

chemicals one at a time (153). The European Union's Joint Research Centre (JRC) stated that 

environmental quality standards (EQS) are not satisfactorily protective against chemical 

mixtures (154). Moreover, “challenges at the European scale include the identification, 

assessment and management of the riskiest chemicals and mixtures and the prediction of 

trends in chemicals expected due to societal-change processes, such as increased population 

size and ageing” (155).  The European Food Safety Authority (EFSA) also acknowledge the 

more realistic scenario in chemical exposure and potential toxicity. Humans and other species 

in the global environment are not exposed to single chemicals at a time but rather a mixture 



52 
 

of chemicals. They recommend identifying priority mixtures by considering not only chemical 

toxicity but also exposure or anticipated exposure risk to these chemicals. It is also 

recommended that where toxicity data is not available, chemicals are pooled into classes and 

evidence compiled to show that similar chemicals cause similar adverse effects on organisms. 

This creates “so-called assessment groups” which can be utilised for combined chemical toxic 

effect predictions, where chemicals can act through similar modes of toxicity allowing doses 

to be added together to predict effect (dose addition), interact with one another to cause a 

more toxic combined effect (synergism), or interact with one another to give a less toxic effect 

(antagonism). EFSA also states the need for a better understanding of how chemicals interact 

within an organism and the implications of these interactions. Finally, EFSA calls for continued 

and better use of mathematical and biological models for predicting chemical elimination 

from organisms and toxicity modes of action (156).  

Metabolomics methods can be used to measure simultaneous effects of chemical mixtures 

on biological systems. Indeed, temporal metabolomics studies can inform on dynamic 

metabolic responses to longer term exposures to mixtures of chemicals. As such, the 

‘exposome’, first defined by Christopher Wild in 2005 as the “totality of an organism’s life-

course environmental exposures (including life-style factors) from conception to death” was 

coined (24). To fully characterise it, both the exposures and the changes they induce in an 

organism over time, if any, must be measured. Under this definition, Wild further divided the 

exposome into three broad categories. The internal exposome, including processes such as 

metabolism, specific external exposome including various agents such as ionisation radiation, 

and general external exposome including wider psychological influences (157). Most 

exposome-related research has thus far centred around chemical pollution (external 

exposome) and human health (internal exposome, including the metabolome) (158–164), 

although not without challenges. It requires the collation of large amounts of data from wildly 

variable populations, whilst lifetime human exposure impacts are unfeasible to measure. 

Proposed solutions have included use of already available samples that have been collected 

and stored appropriately, but this raises questions about sample quality, quantity, availability, 

and identification of unknown compounds (165). 

Exposomics has the potential for great utility in environmental health assessment. It 

facilitates the measurement of chemicals in a variety of ecological environments. This is in 
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line with traditional environmental monitoring techniques which employed targeted 

analytical analyses to measure external exposures such as chemical pollution (166). However, 

exposomics studies not only measure chemicals in the environment (external exposome) but 

also attempt to measure both chemical and non-chemical exposures plus their effect on 

biological systems. A case study can be used to demonstrate application and advantages. The 

honeybee (Apis mellifera) lends an irreplaceable role to the environment as a pollinator worth 

about 200 billion US dollars globally (167). Unexplained losses in bee colonies have been 

observed (168,169). The “in-hive pesticide exposome” was measured to evaluate its potential 

role in colony losses. In a top-down approach, pesticide exposure was measured through-out 

the bee-keeping season, bee health monitored, and potential relationships mined for 

between exposure and colony well-being. In this instance, pesticide burden was summarised 

using three mathematical models which illustrated a simplified risk to pesticide exposure 

(169). By contrast, a bottom-up approach would focus on individual pre-defined categories of 

external exposures to give a quantitative measure of contaminants that can be summed up 

to give individual external exposomes. Disadvantages with this method lie in the thousands 

of unknown analytes to be annotated. This approach also neglects components of the internal 

exposome. A top-down approach therefore offers the greatest value in attempting to 

measure the whole exposome, encompassing both endogenous and exogenous exposures 

(170). Rappaport discusses the advantages of top-down and bottom-up approaches; stating 

that a top-down approach would find value in “non-targeted omics methods to measure 

features of exposures in biological fluids” and offers benefits in the form of hypothesis 

generation to identify specific exposures (170). To better adapt the concept of the exposome 

to environmental studies, the National Research Council (NRC) of the US National Academy 

of Sciences defined an “eco-exposome” as “the extension of exposure science from the point 

of contact between a stressor and receptor inward into the organism and outward to the 

general environment, including the ecosphere” (171). The eco-exposome is characterised by 

both internal and external exposures, although the way in which the exposome is 

implemented would undoubtedly vary from organism to organism (172).  
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1.5 Analytical Technologies Applied in Metabolomics and Exposomics 
Comprehensive chemical risk/exposure assessment, metabolomics, and exposomics studies 

require a means by which to measure and, where possible, quantify environmental chemicals, 

the metabolome, and the exposome respectively, in a rugged manner. The measurement of 

environmental chemicals has been achieved through the application of TA (described in 

1.2.1.1). Suspect screening (SS) and non-targeted analyses (NTA) allow interrogation of 

samples containing suspected or unknown analytes of interest, respectively. Advantageously 

more information can be accrued through these strategies, showing a more comprehensive 

picture of chemical contamination as described in 1.2.1.2. 

SS and NTA are applied through a wide range of analytical instruments. To measure the full 

spectrum of chemical classes requires powerful instrumentation that offers sensitivity to 

detect low intensity chemicals, selectivity to target desired analytes without detrimental 

interference from the matrix, high resolution to differentiate analytes of interest whose 

signals are close in value, signal accuracy, low signal background noise, cost effectiveness and 

user friendliness.  

The most applied analytical techniques in metabolomics are nuclear magnetic resonance 

(NMR) spectroscopy and mass spectrometry (MS). The former is not described here as this 

technique is not directly relevant to work presented in this thesis. Indeed, mass spectrometry 

is by far the most widely applied technique in metabolomics studies, with more than 80% of 

metabolomics publications to date using this technique (173). 

 

1.5.1 Mass Spectrometry (MS) 
Mass spectrometry (MS) is an analytical technique that measures samples with an instrument 

called a mass spectrometer (also abbreviated to MS). It circumvents the challenges faced in 

NMR spectroscopy offering much higher resolution and sensitivity which provides detection 

of a larger number of analytes. Using MS analyses, structural elucidation can be performed, 

although this requires the use of authentic chemical standards which are not always available 

and can be expensive. There are various types of MS instruments, each offering advantages 

and disadvantages. These will be discussed in the following sections, with a focus on Orbitrap 

instruments described in 1.5.1.3.1 which have been used in the research presented in this 

thesis.  
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MS separates and detects compounds based on their molecular mass to charge ratio (m/z). 

Analytes must be gaseous and carry an ionic positive or negative charge. Every MS has five 

main components to it. At the front-end is a sample inlet, facilitating sample introduction to 

the MS. An ionisation source then converts samples to the gaseous phase if they are not 

already, and form ions of each analyte within the sample. Generally, the sample inlet and 

ionisation source are located outside the MS vacuum, although this is dependent on the 

specific MS setup. Once ionised, samples are accelerated or transmitted through the MS 

towards a mass analyser, which operates under vacuum to avoid sample interaction with air 

molecules like oxygen and nitrogen. This is where separation by mass, in the form of a mass-

to-charge (m/z) ratio, occurs. Generally, smaller, lighter molecules can travel faster than 

bigger, heavier molecules, arriving first at the last component of the MS, the detector. This is 

a general premise for how separation based on m/z ratio is achieved, with each different type 

of MS using these general rules but having slightly different designs. Finally, all MS must be 

attached to a data recorder, often a computer, which stores the data collected by the MS in 

the form of a mass spectrum and normally controls the instrument operation. A diagrammatic 

summary of the main components of a MS is shown in Figure 3. 

 

Figure 3: Figure summarising the main components of a mass spectrometer, taken from (174). 
Sample arrives at the ionisation source from a sample inlet. Ions are transferred into the MS 
and filtered at the mass analyser. Finally, they are detected at the detector, and a data 
recorder such as a computer records the data in the form of a mass spectrum. 
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1.5.1.1  Sample Inlets 
There are many ways samples can be introduced into mass spectrometers. Most MS have a 

syringe pump and liquid samples can simply be pumped into the MS from a syringe at a user 

defined flow rate. This is usually a single syringe requiring manual sample loading and is not 

a feasible approach for high-throughput metabolomics and exposomics studies, which often 

have hundreds of biological and/or xenobiotic samples. For such large studies, an automated 

sample introduction system is more appropriate. Liquid chromatograph autosamplers or 

indeed autosamplers of any MS compatible separation technique (see sections 1.5.3, 1.5.3.1, 

and 1.5.3.1.1, 1.5.3.1.1.2) can be used as sample inlets. In such a scenario, they bypass their 

separation capabilities (175) and directly introduce many samples into the MS in an 

automated approach. This is called direct infusion mass spectrometry (DIMS). Samples are 

automatically introduced for analysis adhering to user defined analysis sequences. N.B. all 

these separation techniques can also be used for sample pre-separation prior to detection by 

MS. 

The user defined flow rate is an important sample inlet parameter. To vaporise analytes in 

solution, the sample flowing from the sample inlet into the ionisation source forms droplets 

(see 1.5.1.2.1.1). The size of these droplets varies in size depending on the width of the spray 

needle orifice through which they travel to arrive at the ionisation source, an applied electrical 

voltage, and the flow rate. The higher the flow rate, the bigger the size of the droplets of 

sample formed. Typical metabolomics and exposomics studies use flow rates in the µL/min 

range, termed microflow analysis. One study showed that nL/min flow rates can offer 

increased sensitivity and reduce ionisation competition (ion suppression) between analytes, 

whilst also using minimal sample volumes, recommending that these benefits were more 

pronounced at flow rates <50nL/min (176). Studies involving flow rates as low as this are 

termed nanoflow analyses. These nanoflow analyses do have their caveats. The improved 

ionisation efficiency awarded by the low flow rates can result in mass spectrometric 

saturation, longer analysis times, and require higher pump pressures (177). Both micro and 

nano-flow analysis types will be discussed in detail (section 1.5.1.2.1.1). 
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1.5.1.2  Ionisation Sources 
Sample inlets flow samples into the ionisation source at micro or nano flow rates. There are 

different types of ionisation methods. Conventional techniques include electron impact (EI) 

ionisation, also called electron ionisation or electron bombardment ionisation, which is the 

oldest ionisation technique in MS. In the EI source, electrons are produced by heating a wire 

filament whilst passing an electric current through it. The resultant electrons are then 

accelerated towards a sample, usually entering the EI source at a perpendicular angle to the 

fired electrons. The electrons are typically accelerated to 70eV as a standard for use in all gas 

chromatography-mass spectrometry (GC-MS) systems globally (described in 1.5.3). The 

energetic electrons fired at the sample and the low pressure in the EI source destabilise the 

electric field around analytes of interest. If the analyte’s ionisation energy is surpassed, an 

electron is lost from the analyte, resulting in ionisation, whilst the analyte’s covalent bonds 

are simultaneously broken, resulting in fragmentation (178). The fragmentation of analytes is 

beneficial as MS fragments can be used to aid structural elucidation. However, particularly 

labile analytes could be obliterated beyond useful information using EI, whilst the detection 

mass range offered by this ionisation technique is also limited to small molecules <1,000 Da 

since higher molecular weight analytes often have higher boiling points, and thus higher 

vapour pressures. Chemical ionisation (CI) was popularised as a circumvention to the “hard” 

ionisation of EI, offering a “soft” ionisation approach with minimal fragmentation (179). This 

technique works in an electron impact ionisation source through inducing chemical reactions 

between the analytes and some ionising reactants such as methane, thereby preserving the 

structural integrity of the analyte (180). Both EI and CI operate inside the MS, under vacuum. 

This makes it challenging when analysing liquid samples to combine other analytical 

techniques, such as separation, prior to MS analysis, as these other techniques often work at 

atmospheric pressure. Indeed, these challenges are so vast that conventional application 

excluded biomolecules and many other organic compounds, either due to the mass detection 

limitation or because analysis of these compounds was more optimal with separation of 

analytes prior to MS detection. 
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1.5.1.2.1 Atmospheric Pressure Ionisation Sources (APIs) 
MS instruments operate under high vacuum pressures to eliminate interaction of the analytes 

with potential contaminants such as oxygen and nitrogen. Traditional ionisation methods 

such as electron impact (EI) and chemical ionisation (CI) also operate under high vacuum 

pressures. This has made it extremely challenging to couple MS analyses with any liquid 

introduction systems, described in 1.5.1.2. The development of atmospheric pressure 

ionisation (APIs) techniques has made it possible to apply MS analysis together with other 

analytical methods such as liquid chromatography, introduced in 1.5.3.1. This expands MS 

application to life sciences, not only facilitating coupling of MS to separation techniques but 

also significantly increasing the mass range of mass spectrometers to allow detection of high 

molecular weight molecules including proteins. 

API sources include atmospheric pressure photo-ionisation (APPI), atmospheric pressure 

chemical ionisation (APCI), desorption electrospray ionisation (DESI), matrix-assisted laser 

desorption ionisation (MALDI), direct analysis in real time (DART), liquid extraction surface 

analysis LESA), secondary ion mass spectrometry (SIMS) and desorption/ionisation on silicone 

(DIOS). Each of these techniques has advantages and disadvantages.  A summary comparison 

of these ionisation techniques is given in Table 3, and ESI, which has been applied in the work 

presented in this thesis, will be described in section 1.5.1.2.1.1. 
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Table 3: Table summarising different ionisation techniques, detailing advantages, and 
disadvantages of each. This table details both atmospheric pressure and vacuum ionisation 
techniques. Taken and adapted from literature (179). 
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1.5.1.2.1.1 Electrospray Ionisation (ESI) and Nano Electrospray Ionisation (nano)ESI 
Electrospray ionisation (ESI) (nano or micro-flow) is the gold standard for metabolomics and 

exposomics analyses, adapted for MS by Nobel Prize winners Masamichi Yamashita and John 

B. Fenn in 1984 (181). The ESI source functions as an electrochemical cell. It can be divided 

into four processes, formation of ions in solution, droplet formation, droplet shrinkage, and 

gaseous ion formation (182). Dissolving solid compounds into an aqueous liquid, such as 

water, often leads to the disruption of covalent or ionic bonds by the water molecules. 

Consequently, compounds break (dissociate) into their smaller components such as atoms, 

ions, or radicals. Dissociation is often reversible. The reversible dissociation of a compound 

reaches an equilibrium (Ka) under the right conditions, with a balance reached between the 

concentration ratio of dissociated components to the undissociated compound (183). Ka is 

called the dissociation constant (Equation 1).  Samples analysed using ESI are always prepared 

in solution, thus sample components undergo dissociation, whilst each individual analyte has 

its own Ka. 

 

𝐾 𝑎 =
[𝐴 −][𝐻 3𝑂 +]

[𝐻𝐴][𝐻 2𝑂]
 

Equation 1: The dissociation constant (Ka) governs the ratio of proton donation to an 
undissociated acid. 

 

The strength of acidity is called pH (Equation 2). The larger Ka is, the greater the acid 

dissociation, thus the stronger the acidity of the solution (lower pH). As such, pH can be used 

to manipulate the dissociation of compounds to form ions. Increasing the protons available 

in solution, for example by adding an acid such as formic acid to the water solution, slows 

down the production the H3O+ ions of water molecules, whilst lowering the concentration of 

hydrogen ions will have the opposite effect. Therefore, pH can be used to encourage 

formation of ions in solution (183). For reproducibility of results, the pH must be maintained 

as constant as possible throughout the analysis. To achieve this, buffer solutions, which resist 

changes to pH due to the production or consumption of protons, are created (184).  
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𝑝𝐻 = −log [𝐻+] 

Equation 2: The pH is the negative logarithm (to base 10) of the hydrogen ion (proton) 
concentration. 

 

Droplet formation is achieved through the dispersion of liquid (containing ions in solution) to 

form an aerosol. Aerosols are fine liquid or solid droplets suspended in a gas, and are formed 

when the liquid or solid material, whilst enclosed in a container under high pressure, is 

released by a propellant as a fine spray. ESI aerosol formation is achieved by applying a high 

electrical field to a sample in solution as it arrives at the tip of the capillary (a thin, hollow, 

metal tube used to introduce samples to the ionisation source). The ions in the solution are 

attracted to the electrical field applied at the tip of the capillary if the charges are the same. 

For example, positively charged ions in solution will be attracted to a high positive electrical 

field at the tip of the capillary. This interface between the liquid sample solution and the metal 

capillary behaves as an electrochemical cell. Here, more ions are formed through a series of 

charge-balancing reactions, such as 2H2O -> 4H+ + 4e- +O2 (185). Other ions are formed due to 

acid-base reactions, occurring since most sample solutions are acidic. These ions and charged 

molecules simulate a current, moving in the gas phase, whilst electrons flow through the 

wires connecting the capillary to the MS (185). The capillary acts as the anode when carrying 

out analyses in positive ion-mode (analysing positively charged analytes), whilst the MS 

behaves as the cathode (185).  

Accumulation of charged ions on the surface of the solution as it exits the capillary into the 

ionisation source causes a Taylor cone to form because of surface tension. The electrical field 

exerts pressure on the liquid, causing it to shrink and take up the minimum possible surface 

area (maximum surface tension) and the edges of the liquid to adopt a convex shape and a 

rounded tip. If the applied electrical field is high enough, the Taylor cone forms droplets of 

solution as the surface tension of the solution is exceeded. This occurs when the Taylor cone 

is elongated at the rounded tip. The droplets form through a process called budding, breaking 

off from the elongated end of the Taylor cone. The size of these droplets is influenced by the 

strength of the electrical field applied, the flow rate at which the solution is introduced, and 

the properties of the solution itself (182). The next phase is droplet shrinkage. The newly 

formed liquid droplets gradually decrease in diameter due to multiple processes. Heat can be 
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applied to help evaporate the solvent present in the droplets, whilst dry nitrogen is also often 

employed to aid this drying step. As the droplets decrease in diameter and solvent 

evaporates, they are prevented from losing excessive energy and therefore momentum 

through collisions with other droplets. The liquid droplets become so small that the combined 

charge carried by the ions in the droplet is greater than the surface tension holding the 

droplet together, and droplet fission (Coulombic explosion or fission) occurs. The maximum 

amount of charge required to overcome the surface tension of the droplet is called the 

Rayleigh limit (Equation 3)(182,186). This process repeats, with solvent evaporation and fission 

iteratively occurring until nanometre droplets are formed. These are the immediate 

precursors to gaseous ions, and these nano sized droplets form in both micro and nano ESI 

gaseous ion formation processes (187).   

𝑧𝑅 =
8𝜋

𝑒
√Ɛ0γR3 

Equation 3: Rayleigh limit equation representing the relationship between the Rayleigh limit 
zR, the radius of the droplet, vacuum permittivity, and surface tension. zR is the droplet radius, 
Ɛ0 is the vacuum permittivity, and ƴ is surface tension. 

 

 

Figure 4: Schematic taken from (188) demonstrating the process of repeated solvent 
evaporation and droplet fission until the Rayleigh limit is reached, at which point small nano 
sized droplets are formed as immediate precursors to gaseous ion formation. 

 

The final step is gaseous ion formation, and this step is not fully characterised due to difficulty 

in experimentally observing these small, gaseous ions as they form. Some mathematical 
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models attempt to describe the mechanism by which gaseous ions are formed, described 

below. 

 

1.5.1.2.1.1.1 The Ion Evaporation-model (IEM) 
The ion evaporation-model (IEM) of the last step of ESI, developed by Iribarne and Thomson 

in 1976 (189,190), occurs when the electric field of the charged droplets, usually <10nm in 

diameter, causes ejection of solvated ions from the surface of the droplet. This reaction 

process is limited by a principle called the method of images (191) which induces a pull on the 

ion as it attempts to escape, and on the repulsion of the ion by the surface-located charge 

that pushes it away (185). The rate at which the ion is ejected is mathematically represented 

(Equation 4). 

 

k =
kBT

h
e −

△ H

RT
e

△ S

R
 

Equation 4: The theory of absolute reaction rates equation, describing parameters governing 
the rate at which a gaseous ion is ejected from the solvent droplet during the last phase of 
ESI. k is the reaction rate constant, KB is the Boltzman constant, h is Planck’s constant, T is 
temperature, ΔH is the enthalpy of activation, and ΔS is the entropy of activation. 

 

Ion ejection has also been simulated using molecular dynamics. As the ion leaves the droplet, 

it initially remains attached through “a sticky string of solvent molecules” (185,192,193) before 

fully detaching. This is known as bridging and is more prevalent in organic solvents which have 

less surface tension than aqueous ones. The ion evaporation process produces a single 

analyte ion with a cluster of solvent molecules around it. This “solvent shell” is lost as the ion 

travels towards the MS, facilitated by heat and dry nitrogen (185,192,193). The IEM is the 

preferred model for how gaseous ions of small molecules are formed. 

ESI assumes that solvent droplets formed only contain one analyte ion, so there are 

advantages to the IEM. Firstly, the rate and efficiency of ionisation are not influenced by the 

analyte in question, but rather by the ability to successfully form small droplets, efficiently 

evaporate the liquid phase, and detach from solvent nano-droplets to form gaseous ions. This 

means that the smaller the nano droplets formed, the easier the selected solvent is to 
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evaporate, and the easier it is to detach a single ion and its solvent shell from the droplet. 

This increases the analytical sensitivity (194), and is the major advantage of (nano)ESI. 

 

1.5.1.2.1.1.2 The Charged Residue Model (CRM) 
Small molecules enter the gaseous phase through the IEM. Large molecules such as proteins 

on the other hand, enter the gaseous phase using the charged residue model (CRM). Here, 

droplets near the Rayleigh limit and containing single analytes evaporate until completely dry. 

Importantly, as the solvent shell fully evaporates, the charge is transferred to the large 

molecule analyte (187). Droplets are thought to remain close to the Rayleigh limit throughout 

the drying process, suggesting that charge reduction must occur as the droplet size decreases 

(185). Charge reduction can occur via the IEM, with the loss of small ions and protons (195). 

The nomenclature ESI can be misleading. The steps involved in ESI do not directly form 

charged ions of molecules, but rather play a crucial role in forming singular, charged gaseous 

molecules for analysis. Formation of ions is primarily achieved through chemical manipulation 

whilst the analytes are still in liquid form, and ESI ensures that these charged analytes can be 

observed individually in their gaseous form. 

 

 

1.5.1.2.1.2 Advantages of ESI and (nano)ESI 
ESI, the most frequently applied MS ionisation technique, offers many advantages. It is an 

atmospheric pressure ionisation technique (API), allowing location of the ionisation source to 

be outside the high vacuum of the MS, and therefore allowing coupling to other analytical 

techniques. It permits the analysis of very large molecules (up to 70,000 Da) (179) as multiply 

charged species can be produced. Mass analysis is measured as a mass to charge ratio (m/z), 

therefore formation of multiply charged species reduces the required detection mass range 

limit, allowing even low mass range instruments to detect large molecules. Sensitivity can go 

as low as femto and pico-molar concentrations, and the soft ionisation approach allows 

measurement of intact analytes (179). 
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1.5.1.3  Mass Analysers 

1.5.1.3.1 Fourier Transform (FT) Mass Analysers: The Orbitrap 
A key distinction between quadrupole (196)and ion trap mass analysers (197), and Fourier 

transform (FT) mass analysers is that for the former, mass-to-charge ratio (m/z) is determined 

based on ion stability whilst in the latter it is based on the ion’s frequency of motion. This key 

distinction is important, as Orbitrap mass analysers offer much higher mass resolution than 

IT and quadrupole mass analysers. The Orbitrap MS is the only new MS introduced on to the 

market within the last 30 years. The general mechanism by which the Orbitrap works involves 

a quadro-logarithmic field (196) inducing ion motion inside the Orbitrap for subsequent 

detection.  

The Orbitrap is made of two curved outer electrodes sandwiching a central electrode (Figure 

5). Upon entering the Orbitrap, ions are subjected to a quadro-logarithmic field (Equation 5) 

and static field and fall into motion. A radially induced electric field pushes ions towards the 

central electrode whilst the velocity they carry upon entry creates antagonistic centrifugal 

forces. This causes the ion to fall into circular motion around the central electrode. An axially 

induced electric field is also applied to the Orbitrap and causes the ion motion to utilise the 

widest parts of the Orbitrap as the force pushes out on the ions. This results in harmonic axial 

oscillations, which can be calculated using Equation 6. Equation 7 demonstrates the frequency 

of axial oscillation in relation to the Quadro-logarithmic field. Depending on size, each ion 

exhibits a specific axial ion frequency which can be detected by outer electrodes on the 

Orbitrap, which detect the image current induced by the frequency of each ion of different 

m/z harmonic oscillation frequency. For example, a positively charged ion in harmonic axial 

motion will attract increasingly negative charge onto the outer electrode as it gets closer and 

closer to it. This charge is specific to the ion’s frequency, which in turn depends on the m/z of 

the ion. This is called image current detection (198).  
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Figure 5: Image showing a standard Orbitrap (top) and a high field Orbitrap, comprised of two 
curved outer electrodes enveloping a central electrode. Image taken from (198).  

 

 

 

 

U(r, z) =
k
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r2
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Equation 5: Equation calculating the Quadro-logarithmic field distribution exerted by the 
electrical voltages applied to the Orbitrap electrodes. This Quadro-logarithmic field aids in ion 
trapping and facilitating harmonic ion oscillations. 

 

ω =  √
e

m ÷ z
× k 

Equation 6: Equation demonstrating frequency of harmonic axial oscillation, where ω = 
frequency of axial oscillation, m = mass, z = charge, k = field curvature, e = elementary charge 
(1.602 x 10-19 C). 
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Equation 7: Frequency of harmonic axial oscillation calculated in relation to the Quadro-
logarithmic field. 

 

How the ions enter the Orbitrap mass analyser is important. Without special circumvention, 

ions entering the Orbitrap would oscillate out of phase (incoherently), and slowly start to fall 

into phase. This phenomenon would decrease the mass resolution of the instrument as ion 

harmonic axial oscillation frequencies could not be accurately recorded if they are changing. 

To ensure ions fall into coherent axial oscillation immediately, they must be injected in a 

specialised way. An efficient strategy is to use a curved linear ion trap (C-trap). This type of IT 

works exactly as described here (197) but has a curved shape, whose main advantage is that 

ions can be focused or packed into small volumes with a narrow diameter and then ejected 

in small, tight ion packets. Prior to injection into the Orbitrap, ions are stored in the C-trap. 

Ions are then injected into the Orbitrap from an off-centre entry orifice and in a very short 

time. This is called fast injection and enables ions to fall into axial oscillations immediately 

without the need for additional energy. Most Orbitrap instrument designs use a C-trap, but a 

linear ion trap can be used instead. Here, ions cannot be packed as tightly prior to injection, 

neither can they be injected as rapidly into to Orbitrap. Ion oscillation using this slow injection 

requires additional ion excitation (199). During ion injection, the gas in the linear or C-trap can 

be carried over into the Orbitrap. This is commonly minimised using transfer lenses located 

between the ion trap and Orbitrap, deflecting the ion beam slightly from its path towards the 

entry orifice and leaving gas molecules behind (199). 

Additional to using a C-trap for ion injection, the electric field at the entry electrode is lowered 

as the ions enter the Orbitrap. Excessive ion motion results in collision with the electrodes 

and loss of the ion population. A lowered electric field ensures ions do not carry too much 

energy, and therefore have smaller radial and axial ion motion. Once the ions have entered 

the mass analyser, the electric field is gradually ramped up. As it increases, ions experience 

force that pushes them towards the central electrode, further keeping them safe from 

collision with the outer electrodes, whilst simultaneously decreasing the size of the ion 
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packet. This is known as electrodynamic squeezing, and ensures ions fall into orbit. The 

voltage ramping determines the m/z of trapped ions, so electrodynamic squeezing also serves 

to increase the m/z range of the ions that can be trapped. This squeezing continues until there 

is no longer a chance of ion loss due to collisions with electrodes, and once it stops voltages 

are held constant to minimise variations in frequency detection in the recorded image 

currents (Figure 6). 

 

Figure 6: A schematic of an Orbitrap mass spectrometer. An API source introduces ions into 
the mass spectrometer (bottom right), which are then guided using RF lens towards a 
quadrupole. This can be used as a mass filter, allowing only ions of certain masses to pass 
through, or for CID fragmentation. Full-scan or fragmented ions are then passed on to the C-
trap, where they are stored ready for fast injection into the Orbitrap. The HCD cell facilitates 
a higher energy fragmentation strategy than CID. The Orbitrap has outer plates which detect 
image current, and Fourier transform algorithms are used to convert image current to m/z 
(200). 

 

Fourier transform is a mathematical operation that allows conversion of one function in one 

domain, such as time for FT mass analysers, into another, such as the frequency domain. This 

mathematical algorithm is used to convert image currents detected in the Orbitrap into a 

usable m/z reading (201). 
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Thermo Fisher Scientific has a series of continually improved Orbitrap instruments. Each 

iteration offers higher mass resolution and acquisition speed. Work presented in this thesis 

used the LTQ-Orbitrap Elite and the Q-Exactive Plus, so resolution and electrode voltage of 

these is summarised below (Table 4).  

 

Table 4: Summary information for the Orbitrap family of instruments. Taken from (202). 

 

Other FT mass analysers include Fourier Transform Ion Cyclotron Resonance (FTICR) mass 

analysers, which are also Penning traps in which ions are constrained by a magnetic field move 

in circular motions of a specified frequency dependent on their m/z. Electromagnetic fields 

are applied to excite trapped ions into their cyclotron frequency. The orbiting ions create an 

image current, with each m/z value generating its own characteristic frequency. Fourier 

transformation converts frequencies into m/z; and since frequencies are measured so 

accurately this technique offers very high mass resolutions of up to greater than 1,000,000. It 

is, however, important to note that resolving power decreases with increasing m/z. Additional 

to high resolving power, these instruments offer high mass accuracy and compatibility with 

newer pulsed ionisation techniques such as MALDI. They are, however, expensive, space 

consuming and relatively difficult to operate in comparison to TOF and Orbitrap mass 

analysers.  
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1.5.2 (nano)ESI SIM-Stitch DIMS 
Miniaturisation of analytical instruments has gained popularity over the last two decades 

(203–207). This has been facilitated by progress in micromachining, a field dedicated to 

creating small scale instruments (208) to save space and where possible integrate multiple 

sample preparation and separation techniques into a single step. These are so called lab-on-

a-chip technologies. According to literature (209), microfluidic structures on microchannels 

are conventionally made in planar silicone or glass substrates. Photolithography (210,211), a 

method of patterning materials, is then used to pattern and then etch the surface of the 

silicone or glass (209). Finally, the microcapillary construction is covered (209). 

Nano-electrospray can be achieved using this chip-based technology (212). By creating a large 

voltage differential between the mass spectrometer and the chip, liquid sprayed from an 

emitter etched into the chip forms a Taylor cone (see section 1.5.1.2.1.1) and ESI is achieved. 

One drawback with this approach is the potential for liquid escaping the emitter to distribute 

onto the other areas of the chip. This can cause cross contamination and can be resolved by 

creating a sufficiently large hydrophobicity gradient between the liquid and the chip (209). 

The concept of creating a hydrophobicity gradient between a solid surface and a liquid was 

discussed (213). Alternatively, conventional capillary emitters can be attached to the chip, 

although this can increase void volumes (209).  

Nano-electrospray offers lower sample consumption and increased analytical sensitivity. It 

also gives more uniform ionisation efficiency (214) due to the smaller droplets of sample 

formed, the higher electric field produced at the nozzle, and excess protons formed because 

of this high electric field. This reduces ion suppression and enhancement effects, whilst 

reducing the analyte intensity variability often observed in conventional ESI (215). This makes 

(nano)ESI an ideal strategy for DIMS metabolomics and exposomics studies, introduced in 

1.5.1.1, which suffer more adversely from ion suppression and enhancement, and have a wide 

range of analytes with different physico-chemical properties and thereby ionisation 

efficiencies. Furthermore, DIMS analyses have no chromatographic drift (see section 1.5.3.1), 

allowing more efficient alignment of mass spectra (see section 1.6.3.1.4), and no carry-over 

(216). The data produced by (nano)ESI-DIMS methods is complex, and strategies for improving 

this are discussed in section 1.6.3.1. 
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To further increase analytical sensitivity and dynamic range and improving on earlier methods 

developed on an FTICR instrument, (216,217) developed a spectral stitching (nano)ESI-DIMS 

method to be applied on high resolution, high mass accuracy Orbitrap instruments. Here, data 

are collected in SIM mode, which increases accumulation of ions in the C-trap, thereby 

increasing sensitivity by five-fold (218). Fifty m/z wide SIM windows that overlap by 10 m/z 

are created based on the optimisation carried out in the original work in a method that is only 

~3 minutes long (217,218). These are then “stitched” together at the end to create a full mass 

spectrum.  The m/z windows were overlapped as original method development had revealed 

a phenomenon called “edge effects”. Here, (217,218) it was discovered that when two closely 

spaced m/z intensity ratios were measured across 30 m/z wide windows, the ratios were 

constant within the central regions of the window. However, this ratio decreased significantly 

if either of the two ions were close to the edge of the window. As such, overlapping windows 

were applied so the edges of each window could be removed.  

The automated (nano)ESI-DIMS sample delivery was achieved using the Triversa Nanomate, 

manufactured by Advion Biosciences (Figure 9). This comprises of a cooled sample 

autosampler, and a robotic arm for sample aspiration. Sample delivery is achieved through 

movement of this robotic arm to aspirate samples using a conductive pipette tip. The pipette 

tip with the sample is then aligned with a (nano)ESI nozzle on the ESI-chip (Figure 8) and 

voltage applied to the conductive pipette tip to start the ESI process (1.5.1.2.1.1). A pressure 

is applied to the liquid sample to facilitate forward movement of analytes from the pipette 

tip into the MS orifice through the ESI-chip nozzle.  

Figure 7 shows an example of a successful (nano)ESI SIM-Stitch DIMS analysis using the 

methods described in this section.  
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Figure 7: A successful (nano)ESI-DIMS analysis of a solvent blank. The top graph shows the 
total ion current (TIC), which is the summed intensity of all ions detected across the mass 
range. The TIC displays a stepwise change at ca. 0.5 min due to the method setup. The first 
0.5 min are data collected for the full mass range thus higher ion intensities are observed. 
Thereafter, data are collected in smaller SIM windows, so the TIC decreases and varies slightly 
for each SIM window. The bottom graph shows the mass spectrum for the full m/z range, with 
no obvious or apparent sections of missing data. The (nano)ESI-DIMS method applied was 
developed and described in detail by (218).  

 

(nano)ESI-DIMS methods have been successfully applied for metabolomics studies, yielding 

high quality, reproducible mass spectral data of high mass accuracy and high mass resolution, 

as exemplified here (219–222). Most chip-based (nano)ESI sources are manufactured by 

Advion Biosciences (Figure 8 and Figure 9).  
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 Figure 8: An Advion ESI chip is shown in this figure. A close look shows the small nozzles 
applied to the chip to facilitate sample spray and minimise spread of liquid onto the chip, 
reducing sample carry over. Image taken from (223). 

 

 

Figure 9: An Advion ESI source set-up is displayed. The ESI chip is slotted into an ESI-carrier 
located at the front of an autosampler, samples are aspirated and sequentially sprayed 
through the nozzles on the chip.  
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1.5.3 Hyphenated Techniques 
Despite the advantages of (nano)ESI-DIMS methods, matrix effects which influence sensitivity 

can still be observed. Ergo, most MS methods used in metabolomics and exposomics studies 

are hyphenated with separation techniques such as gas chromatography (GC) (224–229), 

liquid chromatography (LC) (230–234), supercritical fluid (SFC) (235–237), ion mobility (IM) 

(238–243), and capillary electrophoresis (CE) (244,245). All offer pre-separation of analytes 

based on a range of physico-chemical properties before mass spectrometry analysis, which 

can reduce the impact of matrix effects such as ion suppression and/or enhancement and 

provides additional information in the form of retention or migration times with which the 

confidence of metabolite identifications can be increased (1.6.4). For example, GC analysis is 

applied for volatile analytes, and different types of LC have specificity for either polar, 

charged, or non-polar analytes. SFC is applied for non-volatiles and thermally labile analytes, 

IM is often employed for large molecules, and CE is applied for charged analytes. However, 

they also come with caveats. Their use can increase analysis times (for chromatography 

methods but not for ion mobility), decrease sample throughput and increase the analysis cost. 

Moreover, analytes of interest may irreversibly interact with the stationary phase (1.5.3.1.1) 

and many different stationary phase materials are required for increased coverage of whole 

metabolomes and exposomes. Regardless, the advantages of hyphenated techniques far 

outweigh any drawbacks, hence they have been employed widely in metabolomics and 

exposomics research areas. The next section introduces the most applied separation 

technique. 

 

1.5.3.1  Liquid Chromatography (LC) 
Chromatography separates analytes present in complex mixtures based on physico-chemical 

properties. Liquid chromatography (LC) applies a liquid mobile phase and solid stationary 

phase and is applied to analyse samples in solution. The data output from a chromatographic 

separation is a chromatogram constructed of retention time ((RT) time between injection and 

detection) as the x-axis and response as the y-axis, and in an ideal experiment each 

chromatographic peak represents a single compound. However, in complex sample mixtures 

it is more likely that a single chromatographic peak represents several un-separated 

compounds. Chromatographic separation is achieved through interaction of an analyte with 
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a stationary phase (SP) and a mobile phase (MP). There are many types of LC stationary phases 

(see 1.5.3.1.1) which can be packed into a column. Selection of an appropriate stationary 

phase depends on the chemical analytes to be separated, with different stationary phases 

offering specificity to different chemical classes. The MP is often a mixture of organic and 

aqueous solvents and as with the SP, different mobile phase solvents and their composition 

also offer specificity to certain classes of chemicals. To achieve an LC analysis, the sample is 

introduced into the MP. The MP carries the analytes towards the column, and once within 

each analyte partitions or adsorbs and desorbs through interactions between the MP and SP. 

Stronger interaction with the SP compared to the MP means the analyte elutes from the 

column slower than analytes that interact less with the SP. The MP entering the column is 

technically referred to as the eluent, and the MP exiting the column is the eluate. The 

interaction of compounds with the stationary phase is called retention, whilst the washing of 

compounds from the column is called elution.  

A liquid chromatograph setup includes a pump system to push the solvents, stored in solvent 

reservoirs, around the system, travelling through the column and ultimately to the detector. 

As such, these pumps exert a high back pressure on the system, and thus the MP is 

pressurised. The pump system can be binary (two pumps) or quaternary (four pumps), with 

the former pumping two different mobile phases whilst the latter pumps up to four different 

mobile phases. Most metabolomics and exposomics analyses gain sufficient separation from 

binary pumps, although quaternary pumps can be useful for post-analysis clean up or more 

exotic analyses involving more than two types of solvents for separation. Historically, LC was 

referred to as high pressure liquid chromatography (HPLC) (246). This has evolved to ultra-

high performance liquid chromatography (U(H)PLC) and ultra-performance liquid 

chromatography (UPLC), although it must be noted there is no difference between these two 

(247). Solvents arrive at the pump compartment in different solvent lines, often composed of 

peek tubing (248). Upon arrival at the pump compartment, solvents are mixed in a mixer (or 

mixing valve) prior to entering the pumps. Some solvent mixtures result in gas production, so 

the pump compartment is also often equipped with a degasser. 

The column consists of an outer tube or container typically made of stainless steel with the 

stationary phase packed within. This outer container must withstand high pressure and 

temperature and must maintain its dimensions for reproducible results. The packing material 
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depends on the specificity required, so different materials are manufactured, with silica 

particles most popular. Packing material, regardless of chemical structure, is often 

manufactured as spherical porous beads of varying dimensions.  

As the solvent is pumped towards the column, the sample, located in a compartment of the 

LC system called the autosampler, is injected using the system’s injector, directly into the flow 

path of the mixed solvent as a narrow band just prior to arriving at the column. The 

autosampler is often temperature controlled to minimise sample degradation as medium to 

large-scale studies can take days for analysis and samples are stored in the autosampler whilst 

awaiting analysis. The injected sample then enters the column as a narrow band, where 

separation occurs, and is pumped, together with the MP, towards the detector. The mobile 

phase flow can be constant (isocratic elution) or gradually change with time (gradient elution). 

Changing the MP ratios during analysis can reduce the elution time for some analytes, or 

conversely, increase the elution time of other analytes, and as such is used to improve 

chromatographic resolution and shorten analysis times (249). Various detectors can be 

attached to the end of liquid chromatographs which are beyond the scope of this thesis, 

including ultraviolet detectors (UV) (250) and diode array detection (DAD) (251). Here, focus 

is on detection by MS. Figure 10 shows the basic components of a liquid chromatograph, and  

Figure 11 exemplifies a chromatogram. The samples that have been detected are disposed of 

as waste. 
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Figure 10: Basic components of a liquid chromatograph are shown. Solvent reservoirs store 
several solvents necessary for separation, commonly two, but more can and have been used. 
Solvents move in separate lines towards the solvent mixer, influenced by gravity (no pumping 
occurs at this stage). On the way they pass through a solvent degasser which removes any 
gases produced by each solvent. The gradient valve (mixer) is electronically controlled and 
proportions the mobile phases for gradient elution as specified by the user. The gradient valve 
is ignored when isocratic elution is applied. The pumps then push the solvent mixture towards 
the column, and samples are injected from the autosampler compartment into the solvent 
flow path. Sample separation occurs in the column, with samples partitioning between the 
mobile and stationary phases resulting in different elution times. Eluted compounds are then 
sent on to the detector. Image taken from (252).  

 

 

 

Figure 11: A chromatogram is shown (the detector used for this data collection was a mass 
spectrometer). The chromatogram comprised of RT along the x-axis and relative abundance 
along the y-axis. Separated compounds are shown as peaks in the chromatogram. The area 
between RT 10-13 min demonstrates a common scenario when analysing complex mixtures; 
insufficient resolution. This impedes baseline separation and results in “crowded” 
chromatograms.  
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1.5.3.1.1 Types of Liquid Chromatography (LC) 

1.5.3.1.1.1 Reversed Phase (RP) Chromatography 
LC can be divided into different types depending on both the MP and SP. The most frequently 

applied chromatography for various applications such as metabolomics and exposomics is 

reversed phase (RP), which has a non-polar SP and a polar MP. Commonly used RP column 

materials are comprised of hydrophobic hydrocarbon chains such as C8 (octyl), C18 (octadecyl) 

or C30 chains bonded to silica particles (Figure 12) and use a combination of polar and non-

polar organic and aqueous solvents for gradient elution such as water and acetonitrile or 

methanol including volatile salts. 

 

Figure 12: Reversed phase silica bonded particles are shown. The silica part of the particles 
contains silanol groups, to which the hydrocarbon chain is attached to achieve hydrophobicity 
of the packing material. The longer the hydrocarbon chain, the more hydrophobic the 
stationary phase is. Image taken from (253). 

 

Additionally, these solvents can include buffer solutions by adding combinations of modifiers 

such as acetic acid and ammonium acetate because the pH of the mobile phase (and therefore 

whether analytes or neutral or are ionised) is an important parameter. At the right pH range, 

some of the molecules of each chemical of interest will dissociate and be ionised in solution, 

whilst others will remain unionised as has been described in 1.5.1.2.1.1. The degree of 
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ionisation is reliant on the dissociation constant Ka of the analyte, and the pH. Analyte 

retention on a reversed phase column is least when compounds are ionised, as ionised 

compounds are more polar. As such, the unionised forms of each analyte are preferable for 

good retention on a reversed phase column. Indeed, it is not uncommon to observe the 

ionised form of an analyte in the void volume (unretained) whilst the unionised form is 

retained and eluted much later. An important characteristic occurs during the interaction of 

the analytes with the stationary phase; the analytes adsorb to the surface of the stationary 

phase, held in place by weak van der Waal’s forces (weak electric forces). The creation of 

buffer solutions minimises the impact of Bronsted-Lowry acid-base reactions, where protons 

are donated from one acid (negatively charged) to form its conjugate base (positively 

charged) and vice-versa, as buffer solutions can resist small increases in hydrogen ion 

concentration from the acidic proton donors.  

For RP assays, greater retention is obtained by using longer hydrophobic alkyl chains as the 

column packing material. One of the reasons RP is so popular is that it uses water as a part of 

the MP composition and a wide range of compounds can be dissolved in water. In relation to 

metabolomics, RP is an ideal choice for its selectivity towards non-polar analytes such as lipids 

and any compounds with a carbon skeleton. 

 

1.5.3.1.1.2 Normal Phase Chromatography 
Normal phase chromatography (NP) was the first type of liquid chromatography developed 

and operates in the opposite process when compared to reversed phase chromatography, 

with a polar SP and non-polar MP. It is the oldest form of chromatography, and it too employs 

the use of modifiers to create buffer solutions with the MP and encourage proton donation 

or acceptance. The column packing material is often made from silica or alumina whilst the 

MP uses solvents such as hexane. Normal Phase chromatography is usually applied for ionic 

or very polar compounds that may interact too weakly with a hydrophobic RP stationary 

phase. Here, the ionised form of the analyte is desired to increase retention. One 

disadvantage is that a smaller number of compounds can be dissolved in these hydrophobic 

organic solvents. To resolve this, aqueous NP is used. This has a polar SP, but instead of the 

hydrophobic MP it has an aqueous-organic MP composition instead. The organic content is 
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usually high (< 50%). This still allows for retention of compounds weakly retained in RP but 

introduces water to allow dissolution of analytes.  

 

1.5.3.1.1.2.1 Hydrophilic Interaction Chromatography (HILIC) 
Aqueous NP is referred to as hydrophilic interaction chromatography (HILIC). Stationary 

phase materials for HILIC are composed of silica, amide, amine or cyano- functional groups, 

although other materials are also used for more specialist applications. Since the HILIC SP is 

polar in nature, the water molecules in the aqueous part of the MP form a hydrating layer 

around the SP (Figure 13). There are two conflicting theories on specifically how analyte 

retention is achieved. The first proposes that analytes adsorb to the surface of SP, just as 

occurs in RP and NP chromatography. However, others posit that the analytes do not adsorb 

to the surface of the SP, but rather partition between the organic MP and the hydrating layer 

of water around the SP molecules. Moreover, some groups suggest that a mixed approach 

occurs, with both adsorption and partition of analyte occurring (254,255).  

 

 

Figure 13: A HILIC particle is shown, with analytes partitioning between the organic MP and 
the water layer surrounding the HILIC SP particles. Taken from (256).  
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The marriage between LC and MS is a happy one, producing datasets rich with information 

that can be used to discern the qualitative and quantitative composition of any suitable 

sample type. Application of different types of chromatography provides even more 

comprehensive chemical coverage, allowing for more comprehensive characterisation of 

metabolomics and exposomics sample types, although these fields are still far from full 

characterisation due to vast physico-chemical properties of analytes.  

Many variables are important in understanding the theory of chromatography. Key 

introductory terms and principles, such as definitions of RT, adjusted RT, retention volume, 

capacity factor, resolution, and separation efficiency are defined next. The time it takes an 

analyte to arrive at the detector after injection is the retention time (tR). Ideally, with 

sufficient separation efficiency, each analyte will have a distict tR, and this information can be 

used to assign identities more confidently to the peaks (1.6.4).  The time taken for unretained 

solvent to elute is the dead time or dead volume (tm). Knowing the dead volume allows 

calculation of an adjusted tR’, which is the time an analyte spends inside the column (tR’ = tR - 

tm). The retention volume (VR) is the amount of solvent required to elute an analyte from the 

SP and can be calculated by considering the flow rate (F) (VR = tR x F). A relative retention time 

(α) can be calculated between two peaks (α = tR2’/ tR1’), where α is always greater than 1. A 

capacity factor (k’) can also be calculated for each peak. This is the degree to which an analyte 

is interacting with the stationary phase. The capacity factor is calculated relative to the dead 

time (k’ = tR’/tm). A capacity factor between 1 and 5 is ideal, indicating some interaction with 

the SP, but one as large as 20 indicates that elution will take a very long time. The capacity 

factor impacts the resolution (Rs), which is the degree to which two peaks are separated at 

baseline from one another. The higher the Rs, the better the chromatographic results. 

Unresolved peaks complicate assignment of peak identity.  

The separation efficiency of a chromatographic analysis is the success with which analytes in 

a mixture appear as distinct separate peaks in the chromatogram. It is determined by multiple 

parameters, including peak width. A single analyte travels through the column in a “band” of 

molecules of that analyte, which spreads into a Gaussian shape as it progresses, and is 

visualised in the chromatogram as a Gaussian shaped peak. The Gaussian band’s, or peak’s, 

standard deviation (σ) can be determined. It is standard to measure the peak width at half 

height (w1/2) or at the baseline between the tangent drawn at the steepest part of the peak 
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(w). Therefore, with normally distributed peaks, w1/2 =2.35σ and w =4σ. Calculation of peak 

widths allows computation of Rs, which can be calculated as Rs = ΔtR/wav = ΔVR/w1/2.av = 

0.589ΔtR/ w1/2.av, where ΔtR and ΔVR are the separation between peaks and wav is the average 

width of the 2 peaks. These equations demonstrate that the smaller the peak width the better 

the Rs, and separation is governed by the width of the peak and the distance between peaks, 

with larger distances between peaks reflecting greater column selectivity.  

Peak width is increased by diffusion, which occurs as the band of analytes moving through 

the column spreads out from an area of high to low concentration. This is called band 

broadening and is what causes the very narrow band to emerge on the other side of the 

column as a Gaussian shaped band. The rate at which diffusion occurs (flux) can be calculated 

to give a diffusion coefficient. Flux is proportional to the band concentration gradient.  

1.6 Metabolomics and Exposomics Workflows for nano(ESI)-DIMS and LC-MS 
There are multiple steps involved in the metabolomics workflow and depending on the 

experiment’s objectives these may vary between groups. The main steps in the metabolomics 

workflow are shown in Figure 14. N.B. such a workflow is like what would be applied in 

exposomics.  

 

Figure 14: A general metabolomics workflow is presented. In this example, the focus is on 
human health, but the workflow applies for any sample types. Depending on the objectives 
of the study, an appropriate experimental design is selected, and samples collected and 
stored until ready for analysis. In this example, the analytical technique applied is U(H)PLC-
MS, but this can be any suitable analytical technique such as (nano)ESI-DIMS. Data are 
collected, either in MS1, MS2, or both, and then analysed (e.g., using XCMS (257) for raw data 
processing). Metabolite annotation is then carried out, followed by biological interpretation. 
Essentially, targeted analyses are applied to confirm any biological interpretations made, and 
in this example these data can aid prognosis, diagnosis, or treatment progression.  
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1.6.1 Sample Collection and Preparation 
Metabolomics and exposomics studies have many sample types. For clinical studies, urine, 

tissues, and blood products (plasma, serum) are the most frequently studied sample types 

because they are easy to collect and store. Environmental sample types depend on the 

biological question and study and are much more varied. Some sample types (cells and 

tissues) have both enzymes and metabolites present and are therefore always in undergoing 

biochemical processes. For such types of samples, arguably the most important aspect of 

collecting any metabolomics or exposomics data is metabolic quenching. As the presence of 

enzymes in cells means the metabolome is dynamic and always in flux, it is important to stop 

metabolic processes immediately when collecting samples (258), acting as fast as possible as 

metabolic changes can occur very rapidly (259). There are various methods for doing this 

depending on sample type. Samples can be frozen immediately upon collection using liquid 

nitrogen, addition of cold solvent, addition of acid, or fast heating (260–265). Once quenched, 

it may be necessary for some sample types to remove water from samples through drying. 

This is an important step in minimising bacterial growth in samples, particularly those 

intended for long term storage. Additionally, water can disrupt sample extraction using 

organic solvents (266). Dried samples must then be stored at low temperatures to avoid 

sample degradation and water reabsorption, with most samples stored at -80°C until ready 

for analysis (266). However, for some sample types such as urine where there are no enzymes, 

quenching is not required. 

Sample extraction protocols are dependent on the sample type, type of chromatography, 

experimental design, objectives, and indeed targeted or non-targeted analysis or analytical 

assay. Prasad and Ferenci defined an efficient extraction protocol as one that will extract the 

largest number of metabolites and be non-destructive (267). Additionally, extraction 

reproducibility is important to ensure high quality data. To maximise extraction efficiency by 

making components within tissues or whole organisms accessible, metabolomics and 

exposomics tissue, organ, or whole organism sample types can be homogenised prior to 

extraction. There are various approaches for homogenisation, including the gold standard 

manual grinding technique using a pestle and mortar (268), the use of homogenisers, which 

are quicker (269), and freeze-thaw cycles (270) that can lyse cellular walls for plant and 
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bacterial sample types (266). Extraction of metabolites into extraction solutions can then be 

carried out. 

Different extraction protocols are used for sample extraction, including liquid-liquid 

extraction (LLE) (271), solid-liquid extraction (SLE) (272), solid-phase extraction (SPE) (273), and 

supercritical fluid extraction (SFE) (274). Indeed, in an ideal study, given sufficient time, 

money, and sample quantity, many different extraction protocols would be applied to extract 

as many different metabolite classes as possible and increase the detectable metabolome 

coverage. The use of different solvents requires considerations for desirable and ideal 

characteristics of those solvents, such as low toxicity, high solubilising power, and selectivity 

(266), although all these desirables are not always achievable, and some are study-specific. 

Polar, hydrophilic and ionic or ionisable compounds are extracted using methanol/ethanol 

precipitations (275), whilst moderately polar, non-polar, and hydrophobic compounds are 

extracted using combinations of water-organic solvent mixtures, including chloroform which 

is toxic. It is important to note that chloroform extraction would require drying down as this 

solvent is not compatible with MS (276,277). The advantage of these organic solvents over 

water is that a wider portfolio of metabolites can be extracted this way, and these solvents 

are compatible with most analytical techniques (266). Indeed, selectivity in metabolomics or 

other NTA is less essential. Rather, what is required are extraction protocols that can target 

larger classifications of analyte to reduce analytical interference when collecting data. Most 

extraction protocols attempt to separate polar and non-polar analytes (278) 

Extracted samples cannot always be analysed directly after extraction using (nano)ESI-DIMS 

(218) and require removal of solvents by drying down and subsequent resuspension in method 

specific solvents with added modifiers such as formic acid and ammonium formate for pH 

control (218). This is because the non-polar extracts for these methods use chloroform as an 

extraction solvent, which is not compatible with MS. This step can also be used for sample 

concentration through drying down the available extract and resuspending in a smaller 

solvent volume to increase metabolite concentrations in the final solution compared to in the 

sample extracted. For U(H)PLC-MS analysis, samples can usually be analysed directly after 

extraction as these organic solvents are often compatible (or the same) with the mobile 

phases used in LC. 
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1.6.2 Analytical Data Collection 
Data collection using MS, whether hyphenated or direct, can be in different ion-modes. 

Positively and negatively charged ions are analysed using separate positive and negative ion-

mode methods, respectively. Furthermore, data can be full-scan (MS1), tandem (MS2) or a 

combination of both. 

A metabolomics study has various classes of samples, often including a control and an 

experimental group. A typical experiment aims to discern differences between these groups. 

Innate individual differences can mask the differences arising due to some experimental 

condition, and thus individual variability must be minimised where possible. For example, 

research has shown that there are gender specific differences in the serum metabolome (279). 

This is achieved by using a large sample size, and the appropriate size relies extensively on 

the study design and objectives, and the desired statistical tests. This is not always possible, 

indeed for clinical studies it is even more challenging than for plants and cells that can be 

grown and cultured. Data acquisition therefore often includes multiple biological samples per 

sample experimental class, with a minimum of three, although this is rarely sufficient and only 

used in participant or sample limited studies. These multiple samples per class are called 

biological replicates. Even variation introduced by instrument performance can be 

problematic when it comes to differential sample analysis, and therefore it is also common 

practise to collect repeated analyses of the same biological sample. This is called technical 

replication and serves to characterise the standard deviation of instrument response when 

repeated analyses of the same sample are carried out. When data analysis begins, biological 

and technical replicate standard deviations are measured, and samples with high variability 

are excluded from differential analysis. 

To further control the origins of observed class differences, quality control (QC) samples are 

also analysed during data collection. These are often a pooled mixture of all samples from all 

classes in the study. This provides an average instrument response to the various analytes 

present within the samples, whilst also demonstrating instrument response in the relevant 

sample matrix. Quality control samples are analysed after every 5-6 injections of the study 

samples, and so also serve to characterise instrument stability throughout the run. QC 

protocols have been widely reviewed (280–283). 
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Analysis of solvent, or indeed, just a simulated injection followed by running the MP through 

the SP to the detector would still yield chromatograms and mass spectra with peaks in them. 

This is because the compounds present in the solvents, either as contamination from 

containers or from sample preparation equipment, will still be detected as any compounds 

would. This is the background level of the whole system and can complicate the annotation 

of real peaks during data processing. Blank samples are analysed to remove background 

features and are often injected at the start and end of the run, although there is no consensus 

on this analysis order in the community. There are different types of blank samples. Extraction 

blanks are created by simulating the extraction process but without any sample. This gives an 

indication of background features arising from the sample preparation process and materials. 

Solvent blanks can also be prepared, indicating only on background features in the solvents 

used (284).  

 

1.6.3 Raw Data Processing  
Data processing often starts with manual inspection of raw data files, inspecting files that 

appear smaller in file size and removing them from the list of files to be processed if they are 

empty, have missing sections of spectra, or have insufficient chromatographic resolution. 

These files would otherwise decrease the precision of the data and thus disrupt differential 

analysis. N.B. that no data files are removed without justification (i.e., empty spectrum due 

to lack of spray stability). 

There are multiple open access tools that can be used to process raw mass spectral and 

chromatographic data such as MetAlign (285–287), MZmine (288–290), MetaboAnalyst (291), 

and XCMS (292–294). Vendor specific software also exists, such as Mass Profiler Professional 

from Agilent Technologies (295), Metaboscape from Bruker Daltonics (296), and Compound 

Discoverer from Thermo Fisher Scientific (297). With so many options to select from, data 

processing can become extremely difficult. Moreover, some of the tools in these fields require 

some computational expertise. Efforts have been made to simplify the process and make it 

more accessible to non-computational experts. XCMS, for example, offers the whole non-

targeted workflow (298,299) with little expertise required. This has contributed to its 

popularity as it is one of the most used tools in metabolomics.  
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Work presented in this thesis used Galaxy-M (300)and MI-pack (301) for (nano)ESI-DIMS data 

processing and annotation, and Galaxy-M (using XCMS coding within Galaxy-M) (294,302) and 

the Birmingham mEtabolite Annotation for Mass Spectrometry (BEAMS) (available at: 

https://more.bham.ac.uk/beams/) for U(H)PLC-MS data processing and annotation. These 

will be described in detail in the next section. 

 

1.6.3.1 Galaxy-M for (nano)ESI-DIMS and U(H)PLC-MS Data Processing 
DIMS data processing uses SIM-Stitch and U(H)PLC-MS data processing uses XCMS as 

summarised in Figure 15. Each step will be described in detail, first for DIMS and then for 

U(H)PLC-MS, as the first steps of processing vary for these different types of data. 

 

Figure 15: Figure taken from (302). A summary of the Galaxy-M workflow for both DIMS and 
U(H)PLC-MS data processing is shown. The environments used for each step are denoted, 
being either Matlab, R, or Python. Data processing steps are different for DIMS and U(H)PLC-
MS for the peak-picking steps, but data filtering steps are the same for both types of analysis. 
MI-Pack is used for metabolite annotation for both DIMS and U(H)PLC-MS. 
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1.6.3.1.1 Data Handling using the File List Manager for DIMS and U(H)PLC-MS Data 
Galaxy-M accepts raw (unprocessed) data for DIMS. Data conversion of raw data to mzML 

files (303) is required for U(H)PLC-MS data. There are various tools for converting to mzML file 

format. Proteowizard’s MSConvert is open source and commonly used  (304), although 

analysts can employ any file converter. Galaxy-M does not require manual uploading of data 

files, which can be time consuming. Rather, a file location is accepted, which points to where 

the data files are stored on the user’s computer. Additional information must be submitted 

alongside the raw and mzML files. For DIMS, file-lists with metainformation about the study 

are required. These include information on the sample classes (control, experimental, blank, 

QCs etc.), and the number of technical replicates per biological sample (302).  

 

1.6.3.1.2 Sum and Process Scans for DIMS Data 
The SIM-Stitch workflow is applied for the first few steps of DIMS data processing. Multiple 

scans within each SIM window are averaged. Where multiple scan data is not available, the 

sum scans step is skipped. Next, the process scans step begins, starting with application of 

the Hann function (305) , often referred to erroneously as “Hanning” apodization. Frequency 

measurements in FTMS are taken over a finite amount of time. However, in theory, repeated 

measurement of the same species could go on infinitely, producing never ending frequency 

data. This phenomenon results in the observation of neighbouring frequencies when looking 

at any one species of interest. This is called spectral leakage, and results in small peaks 

(artefacts) that can be observed around a main peak (Figure 16). Simply put, the Han function 

is a smoothing function, removing frequency data arising from data collected on frequencies 

that go on much longer than the allowed time (302,306). Apodized peaks have better peak 

shapes, which in turn improves resolution and sensitivity (307).  
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Figure 16: The figure is taken from (306), showing the phenomenon of spectral leakage. 

 

Next, zero-filling is applied. This is another type of smoothing function that involves addition 

of zero-filled intervals to the scans (306,307). Zero-filling improves peak shape and increases 

sensitivity of peak discernment (307). Fourier transformation is then applied, converting 

image current to m/z (300,306), followed by baseline correction (300). 

 

1.6.3.1.3 Mass Calibration and SIM-Stitch for DIMS Data  
Peaks above a user defined signal to noise ratio (SNR or S/N) are picked (300), using a 

minimum of S/N = 3. The higher the S/N applied, the less chance there is of selecting noise 

peaks as part of the analysis, which increase incorrect annotation (FPs). However, using too 

high a S/N can result in lost information where low intensity metabolites exist. Each SIM 

window is then calibrated (300), and overlapping windows then stitched together to form a 

peak list (300). 

 

1.6.3.1.4 Replicate Filtering and Align Samples 
Peaks present in x-out of n technical replicates are removed. This step is called replicate 

filtering, and the ratio to use for filtering can be user adjusted. The more stringent the 

replicate filtering, the less noise peaks have a chance of being included in the final peak 

matrix. However, this also increases the chances of missing out on important information. 
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Once data have been filtered this way, all samples, with their various experimental classes, 

are aligned in the align samples step (300). 

 

1.6.3.2 XCMS for U(H)PLC-MS Data  
U(H)PLC-MS data can also be processed using the Galaxy-M environment and the workflow is 

summarised in Figure 17.  

 

Figure 17: Figure taken from (257), showing the entire data processing steps, including 
preparation of data prior to statistical analysis (fill in missing data) using XCMS. For U(H)PLC-
MS data processing using Galaxy-M, data are filtered, and peaks identified as shown in the 
first step titled “Filter and Identify Peaks”. Peaks are then matched across samples as per the 
second step titled “Match Peaks Across Samples”. 

 

1.6.3.2.1 Peak Detection for U(H)PLC-MS Data 
The XCMS algorithm detects peaks by cutting mass spectral data into slices, often 0.1 m/z 

wide. It then focuses on these individual slices in the chromatographic time domain. To 

determine a signal, the maximum intensity at each time-point in the slice is taken. This is 

called an extracted ion base peak chromatogram (EIBPC) (257). There are drawbacks to this 

approach. If the slices are cut too thinly, then mass spectral peaks may be cut in half, divided 



91 
 

between two adjacent bins. Spectral peaks cut in half can impact data alignment, introducing 

missing values. This in turn can impact differential statistical analyses. Additionally, multiple 

analytes may contribute to the most intense signal within a bin, making it challenging to 

differentiate between these different analyte signals (257). Each slice is then filtered using a 

method called matched filtration, which fits a second derivative Gaussian as a model for peak 

shape. Application of this model peak shape transforms each peak, causing it to “dip below 

the x-axis at the peak inflection points” (257). The points at which the peak dips below the x-

axis are then used to calculate the peak area (integration) (257). The peak detection process 

is summarised in Figure 18. After matched filtration and peak integration, peaks are then 

selected, applying a user defined S/N ratio and excluding any peaks with less than 5 mass 

spectral peaks per slice (257). Peaks are then aligned across all samples to give a peak list. 

 

 

Figure 18: Figure taken from (257), showing the peak detection process for U(H)PLC-MS data 
using XCMS. To detect chromatographic peaks, the mass spectrum is divided into bins of 
width 0.1 m/z. It then focuses on these individual slices in the chromatographic time domain. 
A signal is determined by taking the maximum intensity at each time point. This is denoted 
on the left-hand side of the figure shown here. A matched filtering function is then applied, 
which causes the resultant combined chromatogram to dip below the x-axis at the peak 
inflection points. These points on the x-axis are then used to integrate the peak (257). 
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1.6.3.3 Galaxy-M Blank and Sample Filtering for DIMS and U(H)PLC-MS Data 
At this point, both DIMS and U(H)PLC-MS data have been processed up to the align samples 

step as described above. The following Galaxy-M steps are now the same for both data types. 

Blank filtering is applied by comparing blank samples to biological samples and removing any 

overlapping peaks. Blank filtering can exclude all peaks that overlap between samples or can 

be more conservative and remove peaks that are present above a certain fold change 

threshold in the blank. For example, using this strategy, a peak present in the biological 

sample and the blank, but with a 10-fold intensity increase in the blank, must be removed 

(300). These parameters are left at to the user’s discretion. Finally, sample filtering removes 

peaks that are not found in x-out of n samples (300), again left to the user’s discretion.  

 

1.6.4 Metabolite Annotation 
Full-scan MS1 data is typically the first data type applied for annotation of metabolites in NTA 

(NTA). MS1 data is collected for all metabolites detected, as well as for other non-metabolites 

such as chemicals from the environment which are detected, and it provides a route to 

significantly decrease the size of the search space of annotations for each metabolite. 

Annotation of full-scan data is one of the most challenging aspects of MS based NTA, 

regardless of application. This is because the NTA datasets collected are large, comprising of 

hundreds of thousands of metabolites as well as non-biologically relevant chemicals (308). 

Metabolites are often common across species due to shared core metabolic pathways such 

as the glycolysis metabolic pathway (309,310). This commonality impedes the creation of 

comprehensive species or sample type-specific databases, and thus far the main strategy for 

annotation of MS1 data is to search very large reference lists or databases such as the Human 

Metabolome Database, which contains ~114,000 metabolites (75) while typically <3,000 

metabolites are detected in human biofluids and tissues. Not only are there a large number 

of metabolites in any given sample type, but they also have a wide variety of physicochemical 

properties and concentrations that span several orders of magnitude (311). The variability in 

physicochemical properties means their behaviours in U(H)PLC and MS instruments are varied 

too, making it challenging to predict aspects of their behaviours such as RT, ionisation 

efficiency and signal linearity (312). The concentration differential between different 
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metabolites also poses analytical challenges. These will be introduced and discussed briefly 

below.  

The current levels of identification, described in 1.6.5.1, for metabolomics prioritise tandem 

mass spectrometry (MS/MS) for high confidence identification, with many community 

members referring to lower confidence assignments as annotations and higher confidence 

ones as identifications (313,314). Identification requires analysis of authentic chemical 

standards to create MS/MS libraries, limiting the number of confidently identified 

metabolites that can be achieved as authentic chemical standards are either too expensive to 

purchase thousands of them or are simply not available. To circumvent this, many research 

groups have investigated the feasibility of sharing MS/MS libraries across groups or creating 

open-source libraries, which is challenged by the different data acquisition strategies such as 

instrument type and different collision energies (315) applied in collecting MS2 data resulting 

in different fragmentation spectra (309,316). Moreover, some groups have investigated the 

use of computational approaches to create in-silico MS/MS libraries (317–320). This has had 

success in improving metabolite annotation and identification, but also has its limitations. For 

any MS/MS library to yield a match, high-quality fragmentation spectra are required to be 

collected for authentic chemical standards to construct the mass spectral library and for 

metabolites present in biological samples which require identification. High-quality 

fragmentation spectra require sufficient ion intensities for the precursor ion and the high 

concentration differences of metabolites in biological samples handicap the collection of 

good quality MS/MS spectra when metabolite concentrations are too low. Indeed, 60-70% of 

metabolites typically detected can be classified as being present at low concentrations (Figure 

19), thus are unlikely to yield good quality fragmentation mass spectra (309). This means 60-

70% of metabolomics datasets rely on MS1 data processing strategies, but relatively less focus 

has been given to optimisation of software tool parameters for metabolite annotation using 

MS1 full-scan data.  
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Figure 19: Distribution of metabolite abundances and availability of MS/MS spectra in relation 
to metabolite abundances. Taken from (309). 

 

It has been reported that only ~1.8% of metabolomics mass spectral peaks are annotated 

(321). This shows the importance of continually improving strategies for the use of MS1 data 

for metabolite annotation. However, this is no simple task. In addition to the huge variety of 

metabolites present across several orders of magnitude of concentration, MS analysis does 

not yield a single peak for each metabolite. These data are instead comprised of many 

different peaks corresponding to a single metabolite. If relevant, analytes are initially 

separated chromatographically, yielding chromatographic peaks in the time domain. The 

analytes eluting at the same time are then recorded as mass spectral peaks when MS 

detection is used. Each chromatographic peak therefore ‘contains’ any mass spectral peaks 

that have the same or very similar RTs (and this information is missing for DIMS assays). 

Furthermore, a single metabolite can yield many different mass spectral peaks, often referred 

to as metabolite features, ion species, ion forms, or degenerate features (322,323). These 

comprise of adducts, isotopes, in-source fragments, and neutral losses. To further complicate 

these data, biotransformations are also recorded in the data. This results in peak matrices 
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with tens or even hundreds of thousands of m/z features (often defined as unique m/z-RT 

pairs where chromatography is applied). The presence of these degenerate features increases 

U(H)PLC-MS data complexity greatly, can reduce the number of metabolites annotated, can 

decrease the number of TPs, and overall makes biological interpretation difficult, whilst hiding 

the true number of unique metabolites within each dataset. Moreover, inappropriate 

handling of these features not only deflates the estimated annotation rate in metabolomics 

datasets, with unannotated peaks considered as separate and unique metabolites when in-

fact they are not always, but it also potentially disrupts statistical analyses (324). Degenerate 

features must be grouped together to maximise MS1 annotation of metabolomics datasets. 

Indeed, one group demonstrated that by grouping degenerate features belonging to a single 

metabolite using a “context-driven approach”, and using an orthogonal isotopic labelling 

strategy, a 90% reduction in the data was observed (324,325).  

Therefore, the process of annotation often involves assigning peak patterns (isotopes) and 

adducts, looking for neutral losses and in-source fragments, and grouping all features 

representative of the metabolite as a single spectrum. There is certainly no shortage of tools 

used for annotation in metabolomics, both commercial and open source. Specific to the issues 

introduced thus far, there is a wealth of new computational approaches for the identification 

and grouping of degenerate features (322,326–329). The different annotation approaches can 

be divided into graph-based clustering of co-eluting features by peak shape, unsupervised 

clustering, and Bayesian probabilistic sampling (322). Graph-based clustering groups co-

eluting features together based on similarities between co-eluting profiles. The more similar 

chromatographic peak shapes are, the higher the likelihood that they belong to the same 

metabolite. For example, CliqueMS uses this graph-based approach first to determine the 

peak shapes of all chromatographic peaks in the MS1 data, and then determine similarities in 

this peak shape of all pairs of features in the data. Groups, or “cliques”, of features are created 

using the network of similarities. Each group of features deemed to belong to a single 

metabolite is then used to calculate the neutral mass, which seriatim is used for annotation 

of compound name. Adducts, isotopes, and fragments are also annotated within each group 

through calculation of m/z differences between ion species within the group and annotation 

against a reference list of common adducts, isotopes, and fragments (330). CAMERA, a 

popularly applied annotation tool in metabolomics, also uses graph-based clustering, 
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alongside other approaches, to create compound-spectra (331). One disadvantage of graph-

based clustering is that it does not utilise all the available information in the dataset. For 

example, CAMERA is biased towards high intensity ions and CliqueMS relies on co-elution, 

thus discards other useful information that does not meet these criteria. Unsupervised 

clustering attempts to fill in these gaps by utilising as much of the available information in the 

datasets as possible. For example, RAMClust considers the differences in feature RTs and the 

correlation between two features across all samples. To be grouped, RTs must be similar 

(within a user specified window) and features must correlate. This clustering is done for all 

features present in a peak matrix, thereby using all available data (332). MSClust uses a similar 

approach, considering RT similarity and quantitative similarity of ion-fragment patterns across 

all samples in the dataset (333), whilst PUTMEDID also uses RT similarity and correlation 

analysis to group features (334). Finally, Bayesian probabilistic sampling considers the inter-

relatedness of peaks within a peak matrix, creating connectivity networks and assigning 

metabolite names based on the most probable answers. For example, an m/z assigned a 

metabolite name (by matching against a reference list or database) by mass alone will get a 

lower probability score than one for which other related components, such as adducts, 

isotopes, and neutral losses, and biochemical transformations are found. This probability 

scoring was shown to improve the reliability of assigning molecular formulae to m/z features 

(335–337). Most annotation software uses one or a combination of these different 

approaches.  

Although more commercial and open-source annotation tools are searching for, grouping, 

and annotating degenerate features, there is still a lack of standardisation on which adducts, 

isotopes, and neutral losses to include. This is partially because this information is not 

comprehensively known. Moreover, it is challenging to determine which adducts, isotopes, 

and neutral losses are prevalent enough to be regularly included during annotation, and 

which ones are sample type and sample preparation specific. Some tools allow for customised 

adduct, isotope, and neutral loss lists to be created and added by the user, but this too faces 

a caveat. Metabolomics requires expertise in analytical chemistry, statistics, informatics, and 

biology. A significant proportion of researchers in metabolomics must therefore not have 

expertise in computational approaches, thus are unlikely to utilise customised lists, opting for 
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the simpler option of applying default parameters. Indeed, the variation and distribution of 

adducts included in 11 annotation software/tools (anonymised) is shown in Table 5.  

 

Anonymised Software 

ID 

Cumulative Frequency 

of Adducts Present 

(positive ion-mode) 

Cumulative Frequency 

of Adducts Present 

(negative ion-mode) 

1 20 16 

2 51 40 

3 54 40 

4 61 42 

5 65 43 

6 69 46 

7 73 48 

8 80 50 

9 81 52 

10 83 54 

11 89 56 

Table 5: The overlap in the adducts included in 11 software tools applied in metabolomics is 
shown. Only 6 adducts in positive ion-mode, and 2 adducts in negative ion-mode, are included 
in all 11 software tools. By contrast, 20 positive ion-mode adducts are included in only 1 
software tool out of the 11, whilst 16 negative ion-mode adducts are included in one out of 
11 software tools. This demonstrates that although degenerate features are increasingly 
considered, there is still a lack of standardisation on which ones to include and exclude, and 
there is a wide variation in the adduct lists applied.  

 

Nonetheless, searching for degenerate features is more prevalent in the newer metabolomics 

annotation tools released. Increasing attention is paid to searching more extensive adduct, 

isotope, and neutral loss lists. However, annotation accuracy could be markedly improved by 

customising the lists used by each tool to the data in question (338). Moreover, grouping 

parameters during annotation, such as RT window, can also improve annotation accuracy.  
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1.6.5 Complexities of Metabolite Annotation 
No matter what specific tools are used for the annotation of metabolomics or exposomics MS 

datasets, and irrespective of whether a separation technique is applied or not, the basic and 

complexities remain. Recorded m/z features must be converted to neutral molecular weights 

before they can be assigned a molecular formula or compound name. A single metabolite or 

chemical detected using MS can yield many different ion forms, such as adducts, isotopes, in-

source fragments, and neutral losses, often referred to as degenerate features (339). This adds 

complexity to the process of determining the neutral mass of the analyte in question. Various 

aspects of chemical knowledge can be used to help the determination of the neutral masses 

detected in various ion forms. One such example is that certain ion species are more 

commonly observed using different ionisation methods. For example, ESI commonly yields 

protonated (positive ion-mode) and deprotonated (negative ion-mode) ions. At the most 

basic level, it can be assumed that all m/z observed in positive ion-mode are the protonated 

forms of their neutral compounds [M+H], or the deprotonated forms for negative ion-mode 

[M-H]. As such, adding or removing the mass of the proton gives the neutral mass. It is far 

more complex than this as compounds ionise to yield many different ion forms. However, the 

response of each ion form is still expected to reflect the concentration of the compound in 

question within the sample. This means that, for example, a compound at a given 

concentration, that forms two adducts at a 50: 50 ratio, will have two m/z features of that 

compound that have equal intensities. If a dilution series was created of this sample, then the 

intensities of the two m/z features would decrease equally with increased dilution, and the 

intensity ratios of these m/z feature pairs would be equal. This response-relationship 

between ion forms is often exploited through correlation analysis to determine features that 

belong to a single compound, which improves the false discovery rate, and to improve 

accuracy of neutral mass calculations. Unfortunately, the ratio of different ion forms of the 

same compound can be impacted by sample preparation and ionisation parameters, and 

therefore does not always behave as expected. Nonetheless, neutral masses are calculated 

using some variation of this strategy, either with or without correlation analysis. Annotation 

of different ion forms is also often carried out. This is done by calculating m/z defects between 

suspected ions, such as calculation of the difference between the protonated and sodiated 

ion forms and matching against a reference list of commonly observed m/z defects.  



99 
 

With a neutral mass in hand, the next step is either assignment of a compound name or 

molecular formula. Some chemistry knowledge can be used to determine a molecular 

formula. A given elemental composition has a specific molecular weight (mass). Given this, 

calculating the neutral mass from MS data can give clues about the elemental composition of 

the measured analyte. Unfortunately, a given mass (molecular weight) does not have a single 

unique elemental composition, and thus a single calculated neutral mass from the MS data 

can yield several hundred candidate elemental compositions, although some heuristic rules 

have been proposed to limit the elemental compositions selected as candidates as described 

here (340). The candidate molecular formulae calculated can then be matched against a 

relevant database or reference list, thus yielding annotation of mass spectral data. Some 

approaches do not compute the elemental composition, opting instead to match the neutral 

mass against the masses listed in the reference list or database directly. Indeed, sometimes 

neutral masses are matched against molecular formula reference lists, and then molecular 

formulae matched against metabolite or chemical reference lists or databases. The database 

or reference list selected is therefore of utmost importance. Analysis of a biological sample 

and subsequent annotation against a reference list of chemicals will yield results, but these 

will likely be predominantly incorrect as the database does not contain biological compounds. 

Moreover, a database high in isomers as most biological databases are, will result in tens to 

hundreds of annotations for a single neutral mass. (nano)ESI-DIMS methods are particularly 

challenged by this, as they lack pre-separation of analytes prior to detection.  

Indeed, the use of a separation technique adds great value to the annotation of MS data. 

Separation techniques such as U(H)PLC-MS separate analytes based on physicochemical 

properties, thus yield orthogonal information that can aid in the differentiation of isomers 

(although isomers are not always resolved using chromatography). Moreover, different ion 

forms of the same compound are expected to elute simultaneously, and therefore RT 

information can be used to improve determination and annotation of degenerate features. 

However, to be of most value, databases must exist that contain both the molecular weight 

information and RT. Such databases, called RT databases for U(H)PLC-MS studies, are 

challenging to construct as RTs are heavily reliant on instrument setup and plumbing 

(arrangement of tubing and capillaries) and therefore cannot be shared easily between 

laboratories.  
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1.6.5.1  Levels of Identification 
Because metabolomics (and exposomics) data contain many isomers, assignment of 

compound name to MS1 data is referred to as putative annotation, where a single peak can 

be named as multiple compounds that share a common molecular weight. This decreases the 

level of confidence in MS1 annotations. Indeed, levels of confidence in annotation and 

identification have been defined by the Metabolomics Standards Initiative (313). These span 

from level 1-4, with 1 being the highest achievable level of confidence (Table 6. 

A separate but similar system defining levels of confidence in annotation and identification 

exists. Here, there are 5 levels (Figure 20). Experimental design must consider the level of 

confidence that the data will yield, MS1, MS2, or both.  

Level of 

Identification 

Requirements for Qualification 

1 An unambiguous identification using 2 or more orthogonal properties of 

data collected compared to data for the standard collected in the same lab 

using the same analytical set up. 

2 A putative annotation of a compound based on the physicochemical 

properties of the compound displayed in the data. 

3 A putative annotation to a class of compounds based on the 

physicochemical properties of the compound displayed in the data. 

4 Unknowns 

Table 6: Table summarising the levels of identification in metabolomics as described by (313). 
Level 1 identification requires 2 or more orthogonal analytical characteristics of an authentic 
chemical standard be analysed, and that experimental data be collected using these same 
methods and compared to the authentic chemical standard data (341). Level 1 is the only one 
referred to as identification and defines compound identity that involves the use of two of 
more types of data collected for authentic chemical standards applying the same analytical 
assays. Any other work must be called annotation. Level 2 and 3 are compound name 
assignments made based on the physicochemical properties of the collected data, but not 
matched against data collected for authentic chemical standards applying the same analytical 
assay, and thus offering less confidence. Level 2 is assignment to a specific candidate 
compound, whilst level 3 is assignment to a chemical class. Level 4 are compounds simply 
unknown. 



101 
 

 

Figure 20: Figure taken from (314), showing levels of identification for metabolomics and 
exposomics studies. Level 1 requires the use of authentic chemical standards, and results in a 
confirmed chemical structure. The second level, however, has been expanded into 2 
subsections (a) and (b). Matching against a library spectrum (i.e., the spectrum of a compound 
analysed previously and stored in a repository called a library for reference in later studies), 
albeit not against an authentic chemical standard, offers Level 2(a) annotation, where a 
chemical structure is probable as the data match literature and other reference libraries. Level 
2(b) arises where no other candidate matches the data, there is no literature or standard to 
confirm, but diagnostic data such as fragments and parent ion information exists (314). Where 
multiple candidates exist but insufficient information is available to further narrow down the 
options, this is level 3. Unambiguous assignment of a molecular formula is level 4, and level 5 
is peaks simply unknown (314). 

 

1.6.6 Statistical Data Analysis 
Metabolomics and exposomics studies require statistical analyses to identify which peaks in 

a data matrix are associated with the biological question being asked, i.e., are statistically 

significant features or metabolites. Statistical analyses can be classified into univariate 

methods or multivariate methods.  

Univariate analyses consider one variable at a time, and do not look at relationships or 

associations between different features. These analyses are still useful in NTA, comparing 

each signal between classes one at a time. Univariate analyses use traditional statistical 

methods such as t-tests, comparing the mean or medians of a single variable present in 2 

sample classes. They can be used for hypothesis testing. Here, a null hypothesis is required, 

which states that there is no difference between, for example, the peak intensities of a single 

m/z between a group of control and a group of experimental samples. A probability threshold 
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is then set at which the null hypothesis can be rejected when it is in-fact true (342). This 

threshold is the chance that a type I error, or FP, will occur. Probabilities of rejecting the null 

hypothesis (p-values) are then calculated. If below the 5% threshold, the null hypothesis is 

rejected, and it is concluded that there is a statistically significant difference between the 

single variable of interest in the sample classes in question. If above the threshold, the null 

hypothesis is accepted, and it is concluded that there is no statistically significant difference. 

Selecting the appropriate univariate statistical test depends on the type of data collected and 

the experimental design (342). There are tests that work best for parametric, or normally 

distributed data, whilst others work best for non-parametric, or skewed data. Moreover, data 

can be paired or unpaired. Paired data considers the difference between the same group 

under different experimental conditions, whilst unpaired data considers the difference 

between two different and unrelated groups. A summary of univariate tests best applied for 

parametric and non-parametric data is shown in Table 7.  

A major drawback in univariate testing is that non-targeted datasets are multivariate in nature 

often having thousands of peaks. Repeated testing for significance of each variable increases 

the chances of type I errors. This is the multiple testing problem (343) and can be resolved by 

calculating the false discovery rate (FDR) associated with the results, (344,345) and/or 

application of a multiple testing correction such as the Bonferroni correction (346). 

Experimental design Normal distribution (parametric) Skewed 
distribution (non-
parametric) 

Compare Means Compare 
Medians 

Compare two unpaired groups Unpaired t-test Mann-Whitney U 
test 

Compare two paired groups Paired t-test Wilcoxon signed 
rank test 

Compare more than two 
unmatched groups 

One-way ANOVA with multiple 
comparison 

Kruskal-Wallis 
one-way ANOVA 

Compare more than two matched 
groups (repeated measures) 

Repeated-measures ANOVA Friedman test 

Table 7: Table adapted from (342). A summary of statistical tests that can be applied to 
normally distributed and skewed data.  
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Multivariate analysis (MVA) methods consider multiple variables simultaneously. Additional 

to considering the means and medians of the data, these types of analyses consider 

covariances and correlations within the data (347). A multivariate statistical analysis aims to 

give a summarised version of all (or a subset) of the variables in a large dataset into fewer 

simulated variables. This is done by applying combinations of variables from the original 

dataset that explain the largest amount of variability amongst measurements. MVA can be 

unsupervised or supervised, with the former being useful for exploratory work whilst the 

latter is guided by a designated response variable. The unsupervised MVA look for unknown 

patterns within the entire dataset, irrespective of class. The supervised MVA are assigned a 

response variable and thus look for relationships associated with the response. Examples of 

unsupervised MVA include Principal Component Analysis (PCA) (348) and Correspondence 

Analysis (CA) (349). Since these methods compress the level of multi-dimensionality of the 

data representation, they are often referred to as “dimension reduction methods”. PCA is the 

most commonly used multivariate statistical analysis in omics datasets, offering advantages 

by catering to both continuous and discrete data, and can be applied to variables with both 

similar and different scales (centred and scaled PCA respectively) (350,351). According to M. 

Chadeau-Hyam, the technique does have a pitfall in assuming that the principal components 

(PCs) represent all diversity in the data, neglecting to factor in inter versus intra data variation 

(352). This can be minimised by using supervised MVA such as Discriminant Analysis (DA) (353), 

which attempts to find PCs based on a larger ratio of inter versus intra group variation (352).  

Any MVA statistical analyses must be cross validated (354,355). This is because when data are 

too complex, as often NTA datasets are, containing biological/xenobiotic information, and 

perhaps different time points for data collection and multiple biological replicates, overfitting 

can occur. This means that the statistical analysis starts mapping noise peaks as real peaks 

and modelling relationships from noise rather than real data. As such, the results derived lose 

their generalisability, meaning they are specific only to the dataset tested and cannot be used 

to generalise across populations (e.g., smokers vs non-smokers) (356–359).  

Multivariate analyses were not applied in the work presented in this thesis; thus, in-depth 

description is beyond its scope.  
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1.7 Project Aims and Objectives 

1.7.1 Research Chapters 3 and 4 
The University of Birmingham (UoB) metabolomics team collaborated with the US 

Environmental Protection Agency (US-EPA) on the work presented in the first two research 

chapters of this thesis (sections 3 and 4). A global ring trial involving 20 industrial and 

academic research groups was designed by the US-EPA to investigate the suitability of various 

non-targeted methods used globally for the analysis of xenobiotics in increasingly more 

complex sample matrices. The chemicals investigated were deemed by the EPA to have 

exposure potential, both for humans and the environment. The experiment was divided into 

two phases.  The first was a blinded phase, in which the composition of chemical mixtures in 

different matrices was unrevealed prior to analysis, followed by an unblinded phase where 

sample compositions were revealed. This experimental design allowed for investigations into 

how method performance could be improved when information, or indeed suspected 

information, was known about the samples being analysed. As such, the overarching project 

aims are as follows: 

• Four in-house nano(ESI)-DIMS and U(H)PLC-MS metabolomics methods will be applied 

for the analysis of 10 chemical standard mixtures in DMSO. These same methods will 

also be applied for analysis of a pair of serum, house-dust, and wrist-band extracts, to 

determine if these assays can be applied for the detection of xenobiotics in 

increasingly complex matrices. In the experimental design, an unknown standard 

mixture was selected from the 10 ENTACT standard mixtures in DMSO and spiked into 

one of each pair of the matrices. Analysis with the four (nano)ESI-DIMS and U(H)PLC-

MS assays will be used to determine which of each pair of matrices (serum, house-

dust, and wrist-band extracts) is fortified, and with which of the 10 ENTACT standard 

mixtures. 

o For analysis of xenobiotics in DMSO, method success will be determined 

through calculation of true and false positive rates of annotation for each of 

the 10 ENTACT standard mixtures upon revelation of sample compositions at 

the unblinded stage of experiments. 

o For analysis of xenobiotics in environmental (house-dust and wristband 

extracts) and biological (serum) matrices, method success will be determined 

through correct determination of which of each pair of sample matrices has 
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been fortified, and with which of the 10 ENTACT standard mixtures. To 

determine which sample is fortified and with which standard mixture, true and 

false positive rates of annotation will be calculated for each pair of samples 

(e.g., serum 1 and serum 2), assuming in sequence that each of 10 ENTACT 

standard mixtures has been spiked in. The standard mixture yielding the 

highest true positive rate will be assumed to be the correctly fortified standard 

mixture.  

• At the blinded stage of experiments, a large database containing 4, 462 chemicals will 

be used for annotation, whilst at the unblinded stage, smaller databases containing 

only chemicals revealed to be in each standard mixture will be used for annotation. 

True and false positive rates of annotation will be calculated for both stages and 

compared against each other to determine if the use of smaller databases is effective 

at reducing false positive rates of annotation, and if this effectiveness persists in 

increasingly complex sample matrices.  

 

1.7.2 Research Chapter 5 
Data processing parameters such as feature intensity correlation coefficients (r), calculated 

using regression statistics, and annotation search parameters such as adduct, and isotope 

reference lists can play a crucial role in false positive annotation. Although much research has 

gone into optimising data processing parameters applied in metabolomics, there is no clear 

consensus on best practice, whilst primary focus has not been on annotation of MS1 data, but 

rather on MS2 spectral identifications. The Birmingham mEtabolite Annotation for Mass 

Spectrometry (BEAMS), a software tool dedicated to annotation of metabolomics U(H)PLC-

MS and DIMS data, will be used to characterise the impact of changing annotation parameters 

in research chapter 3 (section 5), including the length of various annotation reference lists in 

relation to true and false positives. These optimised parameters will be recommended for use 

within the ACMG. 

The following overarching objectives will be addressed in chapter 5 (section 5): 

• A metabolomics untargeted analysis study of serum samples will be used for 

evaluation of BEAMS annotation parameters. Four assays will be evaluated, including 

HILIC and Lipids positive and negative ion-modes. A subset of these datasets, 
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containing MS/MS identifications obtained through in-house library matching, will be 

used to calculate true and false positive rates.  

o For each of these four assays, the maximum retention time difference, 

correlation threshold, and mass error tolerances will be optimised.  

• For each of four assays, default adduct, isotope, and neutral loss lists will be applied, 

followed by longer customised adduct, isotope, and neutral loss lists created using an 

R-package to determine which one of these is optimal.  
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2 CHAPTER 2: Methods and Materials 

2.1 Materials and Instrumentation 
All materials and instruments used for all data collected in this thesis are listed in Table 8 and 

Table 9, respectively. 

 

Materials 

Optima U(H)PLC Grade Acetonitrile (ACN) (Fisher Chemicals) 

Optima U(H)PLC Grade Water (Fisher Chemicals) 

Optima U(H)PLC Grade Isopropanol (IPA) (Fisher Chemicals) 

Optima U(H)PLC Grade Methanol (MeOH) (Fisher Chemicals) 

Optima U(H)PLC Grade Chloroform (CHCl3) (Fisher Chemicals) 

U(H)PU(H)PLC-MS Grade Formic Acid (FA) (Fisher Chemicals) 

Ammonium Formate (Fisher Chemicals) 

LC-MS Grade Acetic Acid (AA) (Fisher Chemicals) 

LC-MS Grade Ammonium Acetate (Fisher Chemicals) 

HILIC Accucore Amide 100mm, 2.1mm i.d., 2.6 µm particle size (Thermo Fisher Scientific) 

Hypersil Gold aQ Column 100mm, 2.1mm i.d., 1.9 µm particle size (Thermo Fisher Scientific) 

Hypersil Gold Column 100mm, 2.1mm i.d., 1.9 µm particle size (Thermo Fisher Scientific) 

Polypropylene 384 Well Plates (Thermo Fisher Scientific) 

(nano)ESI silicone chips, 2.5µm nozzle emitter size (Advion) 

(nano)ESI pipette tips (Advion, cat. no. 1004763) 

LC Vials (Chromatography Direct), 10, 100, 200, and 1 000µL Gilson pipettes 

2-, 7-, and 28-mL Glass Vials (Scientific Supplied Limited) 

5, 10, 100, 200, and 1 000µL pipette tips (VWR) 

100, 200, 500, 1 000mL conical flasks, measuring cylinders, and Duran bottles (VWR) 

1.5 mL Eppendorfs (Fisher Chemicals) 

Easy-pierce heat-sealing foil covers for well plates (Thermo Scientific) 

Table 8: Materials used for all methods in the work presented in this thesis are listed. 
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Instruments 

Vortex mixer (Fisher Scientific, cat. no. 13214789) 

Refrigerated centrifuge (Microcentrifuge Biofuge Primo R (Thermo Scientific, cat. no. 
75005440) with bucket rotor (Thermo Scientific, cat. no. 75007591) and fixed-angle rotor 
(Thermo Scientific, cat. no. 75007593)) 

SpeedVac sample concentrator, including ultra-low temperature vapour trap (Thermo 
Scientific Savant, cat. no. RVT5105230), SpeedVac (Thermo Scientific Savant, cat. no. 
SPD111V230) and pump (KNF Laboport, cat. no. N 820.3 FT.18) 

Well plate heat sealer (Thermo Scientific, cat. no. ALPS 50 V) 

High-resolution, high-mass-accuracy Fourier transform mass spectrometer, Thermo 
Scientific Q Exactive Hybrid Quadrupole Orbitrap mass spectrometer 

High-resolution, high-mass-accuracy Fourier transform mass spectrometer, Thermo 
Scientific LTQ-Orbitrap Elite Hybrid Ion Trap-Orbitrap mass spectrometer 

Thermo Fisher Scientific Vanquish LC Core System 

Table 9: Instruments used for data collection of data presented in this thesis (216). 

 

2.2 Assessing the Performance of (nano)ESI-DIMS During the Non-targeted Analysis of 

Xenobiotics in Different Matrices as Part of the US-EPA’s Non-Targeted Analysis 

Collaborative Trial (ENTACT) 

2.2.1 Preparation of ToxCast Standard Mixtures by Evotec and Fortified Reference 

Materials by EPA Laboratories 
Chemical selection was discussed and agreed upon by EPA staff, considering availability, and 

exposure potential (360). Chemicals were selected from the ToxCast chemicals list (361). 

Sample preparation was performed as described in (360) and is summarised next. For the 

standards, “each ToxCast stock solution was nominally 20mM in dimethyl sulfoxide (DMSO); 

the final concentration of each substance varied depending on the concentration in the 

ToxCast stock solution, but most were at the nominal concentration. A total of 7.3mL of each 

mixture was created by adding 20μL of each requested ToxCast stock solution into a clear 

glass vial. Each mixture was then diluted to the final volume in DMSO for a final nominal 

concentration of 0.05 mM for each mixture constituent; the DMSO volume added varied (0–

5400μL) depending on the number of substances included in the mixture. EPA prepared 30 

aliquots of 100μL of each mixture using an Agilent 7696 Sample Prep Workbench (Santa Clara, 

CA) and a solvent blank using a different stock of DMSO than was used to prepare the 

mixtures.  

The reference materials (serum, house-dust, and silicone wristbands, were prepared as 

described in (360), and methods are summarised next. “Extracts of house dust were prepared 

at EPA laboratories (Research Triangle Park, NC) using SRM 2585 Organic Contaminants in 
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House Dust from NIST (Gaithersburg, MD, USA). Twenty aliquots of 300 mg ± 10 mg dust were 

weighed in Falcon tubes (Becton Dickinson, Franklin Lakes, NJ). Ten of the tubes were spiked 

with 10μL of a nominally 0.05mM ENTACT mixture 7. Four empty test tubes were included as 

method blanks to undergo the same procedure as the dust samples. Methanol was added to 

each sample until the 13mL mark. Samples were vortexed for approximately 1min, until the 

dust at the very bottom tip could be seen moving in solution. Samples were then sonicated 

for 30min and vortexed again for approximately 1min. They were then centrifuged at 10,000 

rpm for 10min. Aliquots of 4mL were applied to precleaned 3cm3 liquid chromatography/silica 

(LC-Si) cartridges (Supelco, Bellefonte, PA, USA) and the eluent was collected. An additional 2 

mL of methanol was added for further elution. Samples were evaporated to approximately 

0.5mL under gentle nitrogen except blank samples which were evaporated to 1.0–1.25mL. 

Samples of the same type (spiked, unspiked, or blanks) were combined and the volume of 

each was adjusted to 15mL with methanol. Samples were stored at − 20 °C. Prior to preparing 

aliquots to send to trial participants, and after storing in the freezer for 3 days, a precipitate 

was noticed so the samples were centrifuged again to remove solids. The supernatant was 

poured into a new tube and the volume adjusted to 15 mL with methanol (less than 2 mL was 

needed). The final dust samples and blanks were distributed as 400μL aliquots. Aliquots were 

stored at − 20 °C prior to shipment to ENTACT participants”. 

“Serum extracts were prepared at EPA laboratories by reconstituting NIST SRM 1957 Organic 

Contaminants in Non-fortified Human Serum in 10.7mL deionized water. Twenty-six aliquots 

of 750μL serum each were added to Falcon tubes. Thirteen samples were spiked with 10μL of 

a nominally 0.05mM ENTACT mixture 1. Three empty tubes were included for method blanks 

to undergo the same procedure as the serum samples. The samples received 1500μL of 0.1 

M formic acid and were vortexed for approximately 1min. The samples then received 10mL 

cold acetonitrile (kept at −20 °C until used) and were vortexed briefly. They were centrifuged 

at 10,000 rpm for 10min, and the supernatant was poured into new tubes. Samples of the 

same type (spiked, unspiked, or blanks) were combined and the volume of each was adjusted 

to 19.5mL (except the blank which was adjusted to 15mL). Prior to preparing the aliquots, and 

after storing in the freezer for 3 days, a precipitate was noticed so the samples were 

centrifuged again to remove solids. The supernatant was poured into a new tube and the 

volumes were adjusted to their original volume before centrifugation. The final serum 
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samples and blanks were distributed as 400μL aliquots. Aliquots were stored at − 20 °C prior 

to shipment”. 

“Silicone band extracts were prepared at Oregon State University (Corvalis, OR). Sixteen 

silicone bands were cleaned by a water rinse and thermal conditioning. Cleaned bands were 

stored in airtight jars or bags until use. Bands were then deployed as passive air samplers in 

a semi-rural outdoor environment for 18 days. After the sampling period, bands were sealed 

and transported in polytetrafluoroethylene (PTFE) bags and stored at − 20 °C until further 

processing. Before extraction, bands were cleaned by sequential rinses in high purity 

deionized water and isopropanol then placed individually in extraction jars for dialysis. Eight 

bands were spiked with 20μL of a nominally 0.05mM ENTACT mixture 5 by applying the 

mixture to the surface of each band. To remove the DMSO solvent from the ENTACT mixture, 

spiked bands were sealed in a glass jar and heated for 15min then cooled to room 

temperature. All bands were spiked with 500ng each of ten isotopically labelled and three 

non-labelled standards (DTXSID indicates the substance identifier in the DSSTox database 

(vide infra)): naphthalene-D8 (DTXSID10894058), acenaphthylene-D8 (DTXSID00109466), 

acenaphthene-D10 (DTXSID40893473), phenanthrene-D10 (DTXSID60893475), fluoranthene-

D10 (DTXSID20893476), chrysene-D12 (DTXSID00893474), benzo[a]pyrene-D12 

(DTXSID00894062), benzo[ghi]perylene-D12 (DTXSID40894066), polychlorinated biphenyl 

(PCB) 100 (DTXSID8073504), PCB 209 (DTXSID4047541), 9-fluorenone-D8 (DTXSID60894068), 

2-methyl-1,4-naphthalenequinone-D8 (DTXSID90703033), and tetrachlorometaxylene 

(DTXSID6075433). Each band was then submerged in 100mL of ethyl acetate and placed on 

an orbital shaker for at least 2h. The extraction solvent was removed, the extraction was 

repeated, and the two extraction solvents were combined. The volume was then reduced to 

1mL using a large volume closed cell TurboVap (Biotage, Charlotte, NC) and a small volume 

nitrogen blowdown TurboVap. Samples of the same type (spiked, unspiked, and blanks) were 

combined and the volume of each was adjusted to approximately 12mL. Extracts were 

shipped overnight to the EPA lab and were kept frozen at − 20 or − 80 °C until aliquots were 

prepared. The final samples were distributed as 400μL aliquots. Samples were stored at − 20 

°C until shipment. Band blank samples from a different stock of ethyl acetate were prepared 

at EPA laboratories using 400μL of ethyl acetate dispensed into the same vial type as samples, 

using the same pipette and tip stock”.  
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2.2.2 Sample Shipping, Receipt and Storage 
All samples were shipped from the US-EPA’s main site to the University of Birmingham on dry 

ice at -78°C. Upon receipt, samples were immediately transferred to a -80°C freezer for 

storage. Summary information about the samples shipped is shown in Table 10. 

Sample Type Sample Concentration Carrier 

Solvent 

Volume Sent Sample Storage 

Mixture of Standards 0.05mM per chemical Dimethyl 

sulfoxide 

(DMSO) 

100µL -80°C Freezer 

Serum extract spiked 

with single std 

mixture 

100pg/µL per 100g/mol 

chemical 

Acetonitrile 

(ACN) 

400µL -80°C Freezer 

House-dust extract 

spiked with single std 

mixture 

100pg/µL per 100g/mol 

chemical 

Methanol 

(MeOH) 

400µL -80°C Freezer 

Wrist-band extract 

spiked with single std 

mixture 

100pg/µL per 100g/mol 

chemical 

Ethyl Acetate 

(C4H8O2) 

400µL -80°C Freezer 

Serum blank N/A Acetonitrile 

(ACN) 

400µL -80°C Freezer 

House-dust blank N/A Methanol 

(MeOH) 

400µL -80°C Freezer 

Wrist-band extract 

blank 

N/A Ethyl Acetate 

(C4H8O2) 

400µL -80°C Freezer 

Table 10: Summary of standards, serum, house-dust, and wristband extracts shipped to the 
University of Birmingham Metabolomics and Systems Toxicology Laboratory by the US 
Environmental Protection Agency (US-EPA) as part of the EPA’s Non-Targeted Analysis 
Collaborative Trial (ENTACT). 
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2.2.3 Preparation of Re-suspension Solvents for (nano)ESI-DIMS Analysis 

2.2.3.1 Polar Metabolite Assay - Positive and Negative Ion-modes 
For the positive ion-mode assay, 15mL of 4:1 (v/v) methanol: water was prepared, then 

37.5μL of the solution removed and replaced with 37.5μL of formic acid to create a formic 

acid concentration of 0.25%. For the negative ion-mode assay, a stock solution of 100mM 

aqueous ammonium acetate was prepared by adding 0.077g of ammonium acetate to 10mL 

water. 40mL of methanol was then added, and the solution shaken to mix and give a 4:1 (v/v) 

methanol: water solution with 20mM final concentration of ammonium acetate.  

 

2.2.3.2 Non-polar Metabolite Assay - Positive and Negative Ion-modes 
7.5mM methanolic ammonium acetate was prepared by adding 0.0058g of ammonium 

acetate to 10mL of methanol shaking until the ammonium acetate was fully dissolved. 

Addition of 5mL of chloroform gave a total volume of 15mL 2:1 (v/v) methanol: chloroform 

and an ammonium acetate concentration of 5mM.  

 

2.2.4 Preparation of ToxCast Standard Mixtures for (nano)ESI-DIMS Dilution Studies 
The ten standard mixtures and DMSO blank were removed from -80°C storage, allowed to 

thaw on ice for 1h and then vortex-mixed for 30s. Two dilution series were created, one for a 

polar assay and another for a non-polar assay, each re-suspended in the appropriate solvent 

for its corresponding method (section 2.2.3). Ten 15μL aliquots of each standard mixture and 

one 15μL aliquot of the DMSO blank were placed into 1.5mL Eppendorf tubes for the polar 

assay and 1.5mL glass vials for the non-polar assay. All aliquots were then dried in a vacuum 

concentrator (Thermo Scientific Savant) until no visible solvent remained (ca. 3h). Each 

aliquot was then re-suspended in 15μL of the appropriate solvent for each assay (section 

2.2.3). From 15μL of each standard mixture, 10μL aliquots were taken and pooled into a single 

1.5mL Eppendorf tube for the polar assay or 1.5mL glass vial for the non-polar assay to give a 

total volume of 100μL in a pooled mixture. The blank aliquot was re-suspended in 1,500μL of 

solvent to give a 100-fold diluted blank sample, which is equal to the smallest dilution in the 

standards’ dilution series. Re-suspended standards and blanks were vortex-mixed for 30s 

each.  
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Dilutions were carried out in 1.5mL Eppendorf tubes for the polar assay, and 1.5mL glass vials 

for the non-polar assay, and preparation volumes are shown in Table 11. All sample 

preparation was carried out on ice.  

From the 100µL pooled standard mixtures (~5µM), 10µL was taken and added to a 1.5mL vial 

labelled for 100-fold dilution. 990µL of the relevant solvent (section 2.2.3) was added to give 

1mL of ~50nM pooled standard mixture. This was vortex-mixed for 30s. From the 1mL of 100-

fold dilution standard mixture, 100µL was taken and added to vial labelled 300-fold dilution. 

200µL of the relevant solvent (section 2.2.3) was added to give 300µL of 16.67nM pooled 

standard mixture. This was vortex-mixed for 30s. From the 300µL of 300-fold dilution 

standard mixture, 100µL was taken and added to vial labelled 1,000-fold dilution. 233µL of 

the relevant solvent (section 2.2.3) was added to give 333µL of 5nM pooled standard mixture. 

This was vortex-mixed for 30s. From the 333µL of 1 000-fold dilution standard mixture, 100µL 

was taken and added to a vial labelled 3,000-fold dilution. 199µL of the relevant solvent 

(section 2.2.3) was added to give 299µL of 1.67nM pooled standard mixture. This was vortex-

mixed for 30s. From the 299µL of 3 000-fold dilution standard mixture, 100µL was taken and 

added to a vial labelled 10,000-fold dilution. 234µL of the relevant solvent (section 2.2.3) was 

added to give 334µL of ~500pM pooled standard mixture. This was vortex-mixed for 30s. All 

polar assay dilution mixes were centrifuged (Microcentrifuge Biofuge Primo R, Thermo 

Scientific) at 4°C for 10min with 20,000g and non-polar assays at 4°C for 10min with 2,500g. 

Initial 

concentration 

(nM) 

Volume from 

initial dilution 

(µL) 

Solvent added 

(µL) 

Dilution factor Final 

concentration 

(nM)  

5,000 (stock 

pooled standard 

mixtures) 

10 990 100 50 

50 100 200 300 16.67 

16.67 100 233 1,000 5 

5 100 199 3,000 1.67 

1.67 100 234 10,000 0.5 

Table 11: Dilutions were prepared as shown in the table and described above.  
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After centrifugation, the dilutions for each respective method were pipetted into a 384 

polypropylene well plate. For the polar positive ion-mode method 7μL were plated and for 

the non-polar positive ion-mode method 10μL were plated per sample well. Each sample 

dilution and blank sample was plated into 4 separate wells to create 4 technical replicates. 

The plate was sealed with aluminium foil to prevent evaporation (Thermo Scientific) once 

plated using a plate sealer (Thermo Scientific) set to 170°C. 

 

2.2.5 Preparation of Fortified and Unfortified SRMs for (nano)ESI-DIMS Dilution 

Studies 
The fortified and unfortified serum, house-dust, and wristband extracts, and respective 

solvent blanks were removed from -80°C storage, allowed to thaw on ice for 1h and then 

vortex-mixed for 30s each. Two dilution series were created, one each for a polar assay and 

for a non-polar assay, each re-suspended in the appropriate solvent for its corresponding 

method (section 2.2.3). Dilution series were created for each sample, with fortified and 

unfortified treated as separate samples. 50µL aliquots of each sample and 15µL aliquots of 

each respective solvent blank were placed into 1.5mL Eppendorf tubes for the polar assay and 

1.5mL glass vials for the non-polar assays. All aliquots were then dried in a vacuum 

concentrator (Thermo Scientific Savant) until no visible solvent remained (ca. 1.5h) and then 

re-suspended in 50μL of the appropriate solvent for each assay (section 2.2.3). The blank 

aliquot was re-suspended in 150μL of the appropriate assay solvent to give a 10-fold diluted 

blank sample, which is equal to the second smallest dilution in the sample dilution series. 

Undiluted blanks could not be used as there would be insufficient volumes for all planned 

experiments. All re-suspended samples and blanks were then vortex-mixed for 30s each.  

Dilutions were carried out in 1.5mL Eppendorf tubes for the polar assay, and 1.5mL glass vials 

for the non-polar assay, and sample volumes are shown in Table 12. All sample preparation 

was carried out on ice.  

From the 50µL of each sample stock (~1µM), 40µL was taken and added to a 1.5mL vial 

labelled for no-dilution. From the remaining 10µL stock for each sample type, 5µL was taken 

and added to a vial labelled for 10-fold dilution. 45µL of the relevant solvent (section 2.2.3) 

was added to give 50µL of ~100nM of each sample. This was vortex-mixed for 30s. From the 
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50µL of 10-fold dilution sample, 5µL was taken and added to a vial labelled 100-fold dilution. 

45µL of the relevant solvent (section 2.2.3) was added to give 50µL of ~10nM of each sample. 

This was vortex-mixed for 30s. From the 50µL of 100-fold dilution sample, 5µL was taken and 

added to vial labelled 1,000-¬fold dilution. 45µL of the relevant solvent (section 2.2.3) was 

added to give 50µL of ~1nM of each sample. This was vortex-mixed for 30s. From the 50µL of 

1,000-¬fold dilution sample, 5µL was taken and added to a vial labelled 10,000-fold dilution. 

45µL of the relevant solvent (section 2.2.3) was added to give 50µL of ~0.1nM of each sample. 

This was vortex-mixed for 30s. All polar assay dilution mixes were centrifuged 

(Microcentrifuge Biofuge Primo R, Thermo Scientific) at 4°C for 10 mins with 20,000g and non-

polar assays at 4°C for 10 mins with 2 500g. 

Initial 

concentration 

(nM) 

Volume from 

initial dilution 

(µL) 

Solvent added 

(µL) 

Dilution factor Final 

concentration 

(nM)  

1,000 (stock 

serum, house-

dust, or 

wristband) 

40 0 0 1,000 

1,000 (stock 

serum, house-

dust, or 

wristband) 

5 45 10 100 

100 5 45 100 10 

10 5 45 1,000 1 

1 5 45 10,000 0.1 

Table 12: Dilutions were prepared as shown in the table and described above.  

 

After centrifugation, the dilutions for each respective method were pipetted into a 384 

polypropylene well plate. For the polar positive ion-mode method 7μL were plated and for 

the non-polar positive ion-mode method 8μL were plated per sample well. Each sample 
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dilution and blank sample was plated into 4 separate wells to create 4 technical replicates. 

The plate was sealed with aluminium foil to prevent evaporation (Thermo Scientific) once 

plated using a plate sealer (Thermo Scientific) set to 170°C. 

 

2.2.6 Preparation of ToxCast Standard Mixtures for (nano)ESI-DIMS Analysis 
The 10 standard mixtures and DMSO blank were removed from -80°C storage, allowed to 

thaw on ice for 1h and then vortex-mixed for 30s each. 5μL aliquots of each standard mixture 

and the DMSO blank were placed into 1.5mL Eppendorf tubes for the polar assay and 1.5mL 

glass vials for the non-polar assay. All aliquots were then dried in a vacuum concentrator 

(Thermo Scientific Savant) until no visible solvent remained (ca. 1h) and then re-suspended in 

500μL (both the polar and non-polar assays) of the appropriate solvent for each assay (section 

2.2.3). Re-suspended standards and blank were then vortex-mixed for 30s each. All samples 

were centrifuged (Microcentrifuge Biofuge Primo R, Thermo Scientific) at 4°C for 10 minutes. 

The polar positive ion-mode samples were centrifuged (Microcentrifuge Biofuge Primo R, 

Thermo Scientific) at 20,000g in Eppendorf tubes whilst the non-polar positive ion-mode ones 

were centrifuged at 2,500g in glass vials. 

After centrifugation, samples and blanks were pipetted into a 384 polypropylene well plate. 

For the polar positive ion-mode method 7μL were plated and for the non-polar positive ion-

mode method 10μL were plated per sample, as per the optimised methods. Each sample and 

blank were plated into 4 separate wells to create 4 technical replicates. The plate was sealed 

with aluminium foil (Thermo Scientific) once plated using a plate sealer (Thermo Scientific) 

set to 170°C. 

 

2.2.7 Preparation of Fortified and Unfortified SRMs for (nano)ESI-DIMS Analysis 
The fortified and unfortified serum and house-dust extracts alongside their respective solvent 

blanks were removed from -80°C storage, allowed to thaw on ice for 1h and then vortex-

mixed for 30s each. 5µL aliquots of each sample and respective solvent blank were placed 

into pre-labelled 1.5mL Eppendorf tubes for the polar assays and 1.5mL glass vials for the non-

polar assays. All aliquots were then dried in a vacuum concentrator (Thermo Scientific Savant) 
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until no visible solvent remained (ca. 1h) and then re-suspended in 50μL for the serum 

samples and their respective blank (for both the polar and non-polar assays) and 500µL for 

the house-dust samples and their respective blank (for both the polar and non-polar assays) 

of the appropriate solvent for each assay (section 2.2.3). All re-suspended samples and blanks 

were then vortex-mixed for 30s each.  

All samples were centrifuged (Microcentrifuge Biofuge Primo R, Thermo Scientific) at 4°C for 

10 minutes. The polar positive ion-mode samples were centrifuged (Microcentrifuge Biofuge 

Primo R, Thermo Scientific) at 20,000g in Eppendorf tubes whilst the non-polar positive ion-

mode ones were centrifuged (Microcentrifuge Biofuge Primo R, Thermo Scientific) at 2,500g 

in glass vials. 

After centrifugation, the samples and respective blanks were pipetted into a 384 

polypropylene well plate. For the polar positive ion-mode method 7μL were plated and for 

the non-polar positive ion-mode method 10μL were plated per sample and blank. Each 

sample and blank were then plated into 4 separate wells to create 4 technical replicates. The 

plate was sealed with aluminium foil (Thermo Scientific) once plated using a plate sealer 

(Thermo Scientific) set to 170°C. 

 

2.2.8 Advion Triversa NanoMate  

2.2.8.1 Polar and Non-polar Metabolite Assays - Positive and Negative Ion-modes 
The Advion Triversa Nanomate was used for infusion of samples for (nano)ESI-MS analysis, 

operated by a software called Chipsoft. The Triversa method parameters used for data 

collection of the polar and non-polar samples are detailed in Table 13 and in (216). 
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Parameter Polar 
Metabolite 
Assay-
Negative Ion-
mode 
Settings 

Polar 
Metabolite 
Assay -
Positive Ion-
mode 
Settings 

Non-polar 
Metabolite 
Assay-Negative 
Ion-mode 
Settings 

Non-polar 
Metabolite 
Assay -Positive 
Ion-mode 
Settings 

Sample aspiration 
volume 

5μL 5μL 7μL 7μL 

Return unused 
sample to well 

no no no no 

Vent headspace Toggle on Toggle on Toggle on Toggle on 

Aspirate air after 
sample 

Toggle on Toggle on Toggle on Toggle on 

Volume of air to 
aspirate 

0.25µL 0.25µL 1.5µL 1.5µL 

Air gap before chip yes yes yes yes 

Contact closure 0s 0s 0s 0s 

Contact closure after after after after 

Voltage timing delay 0s 0s 0s 0s 

Equalisation delay 0s 0s 0s 0s 

Aspiration depth 0.8mm 0.8mm 0.8mm 0.8mm 

Pre-piercing yes yes yes yes 

Mandrel pre-
piercing depth 

5.2mm 5.2mm 5.2mm 5.2mm 

Pre-wetting yes yes yes yes 

Pre-wetting mix 
repeat 

1 1 1 1 

Sample acquisition 
duration 

3 mins 12s 3 mins 12s 3 mins 12s 3 mins 12s 

Trigger acquisition 
when input signal 
received 

Toggle on Toggle on Toggle on Toggle on 

Input signal DigIn2 DigIn2 DigIn2 DigIn2 

Gas pressure 0.3psi 0.3psi 0.3psi 0.3psi 

Voltage 1.7kV 1.5kV 1.4kV 1.4kV 

Ion-mode negative ion-
mode 
selected 

positive ion-
mode 
selected 

negative ion-
mode selected 

positive ion-
mode selected 

Output contact 
closure 

Rel1 Rel1 Rel1 Rel1 

Duration 2.5s 2.5s 2.5s 2.5s 

Spray sensing off off off off 

Table 13: (nano)ESI is facilitated by an ESI chip, and an automated sample delivery system 
called the Triversa Nanomate. The Triversa Nanomate is controlled by ChipSoft software. 
Settings for the (nano)ESI-DIMS ChipSoft methods are shown for polar and non-polar positive 
and negative assays.  
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2.2.9 Thermo Scientific Orbitrap Elite Hybrid Ion Trap-Orbitrap mass spectrometer 

SIM-Stitch Methods 

2.2.9.1  Polar and Non-polar Metabolite Assays - Positive and Negative Ion-modes 
The MS polar and non-polar metabolite assay methods were divided into 2 MS segments and 

an associated tune method. These are summarised below in Table 14 to Table 17. 

 Parameter Polar 

Metabolite 

Assay-

Negative Ion-

mode Settings 

Polar 

Metabolite 

Assay -

Positive Ion-

mode Settings 

Non-polar 

Metabolite 

Assay-Negative 

Ion-mode 

Settings 

Non-polar 

Metabolite 

Assay -

Positive 

Ion-mode 

Settings 

MS 

segment 

1 

source type API API API API 

type Full-scan Full-scan Full-scan Full-scan 

m/z range  50-620 50-620 190-1200 190-1200 

FT 

resolution 

240,000 240,000 240,000 240,000 

duration 0.5min 0.5min 0.5min 0.5min 

Table 14: LTQ-Orbitrap Elite method parameters for the first segment of the (nano)ESI-DIMS 

metabolomics methods. The MS methods are divided into segments. The first segment 

collects full scan data (50-620 for the polar assays and 190-1200 for the non-polar assays). 

This segment’s data are not used for data analysis as the SIM data is preferred for its 

advantages in improving sensitivity. The first segment is added simply to allow equilibration 

of electrospray at the start of each sample analysis. 
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Table 15: LTQ-Orbitrap Elite method parameters for the second segment of the (nano)ESI-

DIMS metabolomics methods. The MS methods are divided into segments. The first segment 

collects full scan data (50-620 for the polar assays and 190-1200 for the non-polar assays). 

This segment’s data are not used for data analysis as the SIM data is preferred for its 

advantages in improving sensitivity. The first segment is added simply to allow equilibration 

of electrospray at the start of each sample analysis. The second segment of the MS methods 

contains SIM windows that are 75m/z wide and overlap by 20m/z either side. Each SIM 

window is a separate scan event. The polar metabolite assays have 10 scan events and the 

non-polar metabolite assays have 18 scan events. 

 

 

 

 

 

 

 

 

 

 Paramete
r 

Polar 
Metabolite 
Assay-
Negative Ion-
mode 
Settings 

Polar 
Metabolite 
Assay -
Positive Ion-
mode 
Settings 

Non-polar 
Metabolite 
Assay-
Negative Ion-
mode Settings 

Non-polar 
Metabolite Assay -
Positive Ion-mode 
Settings 

MS 
seg
men
t 2 

scan 
events 

10 10 18 18 

FT 
resolution 

240,000 240,000 240,000 240,000 

duration 0.5min 0.5min 0.5min 0.5min 

m/z 
ranges 

Each scan 
event was a 
75 m/z wide 
window 
overlapping 
by 20 m/z 
with the next 
window. E.g., 
50-125 m/z 
followed by 
105-180 m/z 

Each scan 
event was a 
75 m/z wide 
window 
overlapping 
by 20 m/z 
with the next 
window. E.g., 
50-125 m/z 
followed by 
105-180 m/z 

Each scan 
event was a 75 
m/z wide 
window 
overlapping by 
20 m/z with 
the next 
window. E.g., 
190-265 m/z 
followed by 
245-320 m/z 

Each scan event 
was a 75 m/z wide 
window 
overlapping by 20 
m/z with the next 
window. E.g., 190-
265 m/z followed 
by 245-320m/z 
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 Parameter Polar 
Metabolite 
Assay-
Negative 
Ion-mode 
Settings 

Polar 
Metabolite 
Assay -
Positive Ion-
mode 
Settings 

Non-polar 
Metabolite 
Assay-
Negative Ion-
mode Settings 

Non-polar 
Metabolite 
Assay -
Positive Ion-
mode Settings 

Tune 
method 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Source type NSI NSI NSI NSI 

Capillary 
temperature 

200°C  200°C  200°C  200°C  

Injection 
waveforms 

on on on on 

Ion trap zoom 
AGC target 

4,000 4,000 4,000 4,000 

Ion trap full 
AGC target 

30,000 30,000 30,000 30,000 

Ion trap SIM 
AGC target 

8,000 8,000 8,000 8,000 

Ion trap MSn 
AGC target 

10,000 10,000 10,000 10,000 

FTMS 
injection 
waveforms 

on on on on 

FTMS full and 
SIM AGC 
targets 

500,000 500,000 500,000 500,000 

FTMS MSn 
AGC target 

50,000 50,000 50,000 50,000 

Polarity negative positive negative positive 

Source voltage 1.5kV 1.5kV 1.5kV 1.5kV 

Source 
current 

100μA 100μA 100μA 100μA 

S-lens RF level 67.3% 68.65% 68.5% 68.5% 

Multipole 00 
offset 

-2.03V 3.60V -0.75V 3.60V 

Lens 0 voltage -3.43V 5.25V -9.72V 5.25V 

Multipole 0 
offset 

-9.75V 11.01V -9.72V 11.01V 

Lens 1 voltage -14.51V 13.32V -13.60V 13.32V 

Gate lens 
offset 

-90.00V 90.00V -90.00V 90.00V 

Multipole 1 
offset 

-16.10V 14.66V -11.96V 14.66V 

Front lens -9.76V 11.60V -9.38V 11.60V 

Table 16: LTQ-Orbitrap Elite method parameters for the MS for (nano)ESI-DIMS metabolomics 
methods. Tune parameters are shown for the polar and non-polar methods. 
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 Parameter Polar 
Metabolite 
Assay-
Negative Ion-
mode 
Settings 

Polar 
Metabolite 
Assay -
Positive Ion-
mode 
Settings 

Non-polar 
Metabolite 
Assay-Negative 
Ion-mode 
Settings 

Non-polar 
Metabolite 
Assay -Positive 
Ion-mode 
Settings 

Tune 
method 
 

Ion zoom 
micro-scans 

1 1 1 1 

Ion trap 
zoom max 
ion time 

50ms 50ms 50ms 50ms 

Ion trap full 
micro-scans 

1 1 1 1 

Ion trap full 
max ion 
time 

1000ms 10ms 1000ms 10ms 

Ion trap SIM 
micro-scans 

10 1 10 1 

Ion trap SIM 
max ion 
time 

1000ms 50ms 1000ms 50ms 

Ion trap 
MSn micro-
scans 

4 1 4 1 

Ion trap 
MSn max 
ion time 

100ms 100ms 100ms 100ms 

FTMS full 
micro-scans 

1 1 1 1 

FTMS full 
max ion 
time 

1000ms 10ms 1000ms 10ms 

FTMS SIM 
micro-scans 

10 1 10 1 

FTMS SIM 
max ion 
time FTMS 

1000m 50ms 1000ms 50ms 

MSn micro-
scans 

1 1 1 1 

FTMS MSn 
max ion 
time 

100ms 100ms 100ms 100ms 

Table 17: LTQ-Orbitrap Elite method parameters for the MS for (nano)ESI-DIMS metabolomics 
methods. Tune parameters are shown for the polar and non-polar methods. 
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2.2.10 Galaxy Data Processing 
Prior to data processing, the (nano)ESI-DIMS data file sizes were manually inspected. All files 

that had noticeably smaller file sizes than the average file size for the same assay type and 

ion-mode as viewed using Thermo Fisher Scientific’s “Qual Browser” in Xcalibur were deleted. 

The Galaxy-M (nano)ESI-DIMS workflow (1.6.3.1) was applied for data processing. It comes 

pre-installed in a virtual machine (VM) that can be downloaded from the GigaDB repository 

(Linux username = galaxym; Linux password = galaxym; Galaxy username = 

galaxym@galaxym.org; Galaxy password = galaxym; both case studies are available as 

published histories and published workflows in the Galaxy installation, or in the ‘galaxym’ 

user's private history) (302). Source code and installation instructions can be viewed in GitHub 

(available at:  https://github.com/viant-metabolomics). 

The first step was to sum scans across each selected ion monitoring (SIM) window. The Hann 

function was then applied to the data, followed by zero-filling and Fourier transformation of 

data from the time to the frequency domain. Peak-picking above a signal-to-noise ratio (SNR) 

of 10 was carried out, followed by calibration of each SIM window to convert the frequency 

domain to m/z measurements and stitching together of SIM windows (218,302). Next, 

replicate filtering (removal of features found in < 66%, or 2 out of 3 of the technical replicates 

per sample) was applied. m/z values were aligned using a 2ppm error window across the 

technical replicates. Since 4 technical replicates were run, the combination of the 3 replicates 

giving the lowest median peak intensity relative standard deviation (RSD) were used. The 

median peak intensity RSD was calculated as the standard deviation of a peak divided by the 

mean peak intensity multiplied by 100. A 2ppm peak alignment across all samples was then 

carried out, followed by removal of background features. Background features were removed 

if they appeared in the blank samples and if they were at least 10-fold more intense within 

the samples.  

 

2.2.11 Metabolite Identification Package (MI-Pack) 
Peak annotation was carried out using the metabolite identification package (MI-Pack) (301). 

The ToxCast library of 4,462 chemicals was used as a suspect screening database, provided by 

the EPA as part of the ENTACT project. This was employed for matching, screening through 

all 4,462 chemicals for a match. A 1ppm error matching window was used, and peak pattern 

matching was set to yes to allow for isotope pattern searching. For positive ion-mode, [M+H]+, 

https://github.com/viant-metabolomics
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[M+Na]+, and [M+K]+ adducts were searched for, and 13C, 34S, 37Cl and 41K isotopes patterns 

were searched for. For negative ion-mode, [M-H]-, [M+Na-2H]-, [M+K-2H]-and [M+Hac-H]- 

were searched for and the same list of isotopes as for positive ion-mode was used.  

 

2.2.12 ToxCast Library 
The US-EPA provided the Toxcast library that contained 4,462 chemicals (details about 

ToxCast library in section 3.1). Included in this list were 1,940 chemicals contained in the 

standards and spiked into the samples, making this database a suspect screening reference 

list. The database contained molecular formula, monoisotopic mass, chemical name, chemical 

ID (in the form of DTXSIDs, which indicate the substance identifier in the much larger EPA’s 

DSSTox database), InChI, SMILES, and MS-ready molecular formula. This database was used 

for matching.  

 

2.2.13 Calculation of True and False Positive Rates 
To calculate the TPR, the number of correctly named compounds (each unique DTXSID 

identifier was considered as a correctly named compound) for each standard mixture was 

divided by the number of compounds known to be in each standard mixture and then 

multiplied by 100. Individual ion forms (where one metabolite was detected as multiple 

adducts for example) were not taken into consideration, only the number of unique 

compound IDs was considered. Isomers were present in some of the standard mixtures. 

Where a single m/z was annotated as being 2 (or more isomers) correctly or incorrectly, these 

annotations were all counted as being correct and incorrect and they contributed to the true 

and false positive calculation. False positive rates were calculated as the “number of 

incorrectly named compounds/the number of compounds known to be in each mixture x 

100”. 
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2.3 Assessing the Performance of U(H)PLC-MS During the Non-targeted Analysis of 

Xenobiotics in Different Matrices as Part of the US-EPA’s Non-Targeted Analysis 

Collaborative Trial (ENTACT) 

2.3.1 Preparation of Stock Standard Mixtures and Fortified and Unfortified Reference 

Materials 
Standard mixtures and fortified and unfortified reference materials were selected, prepared, 

extracted, and shipped to participating laboratories by the US-EPA or Evotec, a company that 

manages the US-EPA’s ToxCast library (362), as described in sections 2.2.1. 

 

2.3.2 Preparation of Mobile Phases for C18 Aqueous Reversed Phase (aqRP C18) and 

HILIC Analysis  
For the aqRP C18 mobile phases, 2L of 100% methanol, and 2L of 100% water, both with 0.1% 

formic acid, were prepared, shaken to mix, and the solutions sonicated with the sonicator set 

to degas for 10 minutes. These were used for the aqueous reversed phase (aqRP C18) positive 

and negative ion-modes. 

The HILIC mobile phases were prepared as follows. To prepare a stock solution of ammonium 

formate 6.3056g of ammonium formate was weighed, added to 500mL of HPLC-grade water 

and shaken to dissolve the ammonium formate and make a 200mM stock solution. For mobile 

phase A, a solution of 95:5 acetonitrile: 10mM aqueous ammonium formate with ~0.1% 

formic acid was prepared. For mobile phase B, a solution of 50:50 acetonitrile: water with 

10mM ammonium formic and ~0.1% formic acid was prepared. Both mobile phases were 

shaken to mix, and sonicated with the sonicator set to degas for 10 min. These mobile phases 

were used for the HILIC positive ion-mode assays. 

To prepare a stock solution of ammonium acetate, 7.7083g of ammonium acetate was 

weighed and added to500mL of HPLC-grade water to make a 200mM stock solution of 

aqueous ammonium acetate. Preparation of mobile phases here was identical to HILIC 

positive ion mode mobile phases but using ammonium acetate instead, to give 95:5 

acetonitrile: 10mM aqueous ammonium acetate and ~0.1% acetic acid for mobile phase A, 

and 50:50 acetonitrile: water with 10mM ammonium acetate and ~0.1% acetic acid for mobile 

phase B. These were used for the HILIC negative ion-mode assays.  
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2.3.3 Preparation of Resuspension Solvents for C18 Aqueous Reversed Phase (aqRP C18) 

and HILIC Analysis 
For the aqRP C18, dried samples were resuspended (see details on resuspension volumes in 

2.3.4 and 2.3.5) in 1:1 methanol: water (v/v). For the HILIC, dried samples were resuspended 

were resuspended (see details on resuspension volumes in 2.3.4 and 2.3.5) in 1.5:1.5:1 

acetonitrile: methanol: water (v/v/v).  

 

2.3.4 Preparation of ToxCast Standard Mixtures for U(H)PLC-MS Analysis 
Ten standard mixtures and a dimethyl sulfoxide (DMSO) solvent blank prepared at the same 

time as the standard mixtures were placed on ice and allowed to thaw for ~1 h, or until 

completely thawed. They were then each vortex-mixed for 1 min. Aliquots of up to 10 µL of 

each standard mixture and DMSO blank were then transferred to 1.5mL Eppendorf tubes and 

diluted in solvent in the range of 200-400µL. Aliquot volumes relied on remaining sample 

volume after the research performed in 2.2 and are shown in Table 18. Each of the 11 aliquots 

were dried in a vacuum concentrator (Thermo Scientific Savant) for ~ 3 h. If after this time 

solvent was still observed in the Eppendorf tubes, standard mixtures were dried for an 

additional 1 h. Samples were then stored in a -80°C freezer until the day of U(H)PLC-MS 

analysis.  

On the day of analysis, samples were placed on ice and resuspended in the appropriate 

resuspension solvent for each assay (see sections 2.3.3 for resuspension solvents). Each 

standard in the ten standard mixtures was prepared to a final concentration of ~1µM, and 

resuspension volumes to achieve this are shown in Table 18. Resuspended standard mixtures 

and blank were vortex-mixed for 1 min and then centrifuged (Microcentrifuge Biofuge Primo 

R, Thermo Scientific) at 4°C for 20min at 20,000g. 50µL aliquots of each standard were 

transferred into U(H)PLC vials. Each standard mixture and blank had 2 LC vials prepared, one 

for MS1 only data collection and one for only MS/MS data collection. Samples from each of 

these two vials would be analysed twice, once in positive once in negative ion-modes for each 

assay. 
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Standard aQRP_Aliquot 
Volume (µL) 

aQRP_Aliquot 
Resuspension 
Volume (µL) 

HILIC_Aliquot 
Volume (µL) 

HILIC_Aliquot 
Resuspension 
Volume (µL) 

Blank 10.0 400 10.0 400 

1 10.0 400 10.0 400 

2 10.0 400 10.0 400 

3 10.0 400 8.0 320 

4 5.0 200 5.0 200 

5 10.0 400 10.0 400 

6 10.0 400 7.0 280 

7 10.0 400 10.0 400 

8 5.0 200 5.0 200 

9 5.0 200 5.0 200 

10 10.0 400 10.0 400 

Table 18: Table showing the aliquot and resuspension volumes of ten standard mixtures and 
a blank prepared at the same time as the standard mixtures. Volumes are shown for both the 
aqueous reversed phase and HILIC assays alongside resuspension volumes to create ~1µM 
concentrations per chemical in each standard mixture. 

 

 

2.3.5 Preparation of Fortified and Unfortified Standard Reference Materials (SRMs) for 

U(H)PLC-MS Analysis 

2.3.5.1 Serum 
Two serum samples extracted in acetonitrile (see 2.2.1), one fortified and one unfortified, and 

a corresponding extraction blank prepared at the same time as the serum samples, were 

placed on ice and allowed to thaw for ~1h, or until completely thawed. Samples were then 

vortex-mixed for 1 min.  

To prepare samples for the HILIC positive and negative ion-mode assays, 10µL aliquots were 

transferred to 1.5mL Eppendorf tubes. 65µL of acetonitrile was added, then 75µL of 

methanol, then 50µL of water (dilution factor of 20, concentration of 2.5pg/µL for a 100g/mol 

chemical, and a total volume of 200µL). All samples were then vortex-mixed for 1 min each 

and centrifuged (Microcentrifuge Biofuge Primo R, Thermo Scientific) at 4°C for 20min with 

20,000g. Four aliquots of each sample, and 2 aliquots of the blank, were transferred (40µL 

aliquots of each sample) into LC vials and placed in a LC rack and into the LC autosampler 

ready for analysis.  

To prepare samples for the aqueous C18 reversed phase assays, 10µL aliquots of each sample 

were transferred to 1.5mL Eppendorf tubes. Samples were then dried in a vacuum 
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concentrator (Thermo Scientific Savant) for ~3 h, or until samples were completely dry. The 

samples and blank were then removed from the vacuum concentrator, placed on ice, and 

200µL of 50:50 methanol: water (v/v) added to create a 20-fold dilution and concentration of 

2.5pg/L for a 100g/mol chemical of the samples and blank. Samples were then centrifuged 

(Microcentrifuge Biofuge Primo R, Thermo Scientific) at 4°C for 20min with 20,000g. Four 40µL 

aliquots of each sample, and 2 aliquots of the blank, were then transferred to LC vials, and 

samples placed on an LC rack and into the LC autosampler ready for analysis.  

 

2.3.5.2  House-dust 
Two house-dust samples extracted in methanol (see 2.2.1), one fortified and one unfortified, 

and a corresponding extraction blank prepared at the same time as the house-dust samples, 

were placed on ice, and allowed to thaw for ~1h, or until completely thawed. Samples were 

then vortex-mixed for 1 min. 10µL of each sample were aspirated and added to separate, 

appropriately labelled 1.5mL Eppendorf tubes.  

To prepare samples for the HILIC positive and negative ion-mode assays, 65µL of methanol 

was added to each sample and blank, then 75µL of acetonitrile, and then 50µL of water to 

give a total of 200µL of each sample and blank. The samples, diluted 20-fold, had a 

concentration of 2.5pg/L for 100g/mol chemical. The samples and blank were then 

centrifuged (Microcentrifuge Biofuge Primo R, Thermo Scientific) at 4°C for 20min at 20,000g. 

Four aliquots of each sample, and 2 aliquots of the blank, were then prepared by aspirating 

40µL of each sample into LC vials, and prepared samples were placed on an LC rack and into 

the LC autosampler ready for analysis. 

To prepare samples for the aqueous C18 reversed phase positive and negative ion-mode 

assays, 10µL aliquots of each sample and blank were dried in 1.5mL Eppendorf tubes in a 

vacuum concentrator (Thermo Scientific Savant) for ~3 h, or until samples were completely 

dry. Dried samples were dissolved in a resuspension solvent of 50:50 methanol: water (v/v) 

of volume 200µL to give a 20-fold dilution. The samples had a concentration of 2.5pg/L for 

a 100g/mol chemical. Samples were then centrifuged (Microcentrifuge Biofuge Primo R, 

Thermo Scientific) at 4°C for 20min at 20,000g. Four aliquots of each sample, and two aliquots 
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of the blank, were then prepared by transferring 40µL of each sample into LC vials. Prepared 

samples were placed on an LC rack and into the LC autosampler ready for analysis. 

 

2.3.5.3 Wristbands 
Two wristband samples extracted in ethyl acetate (see 2.2.1), one fortified and one 

unfortified, and a corresponding extraction blank prepared at the same time as the wristband 

samples, were, placed on ice, and allowed to thaw for ~1h, or until completely thawed. 

Samples were then vortex-mixed for 1 min. 10µL aliquots of each sample were transferred to 

1.5mL Eppendorf tubes.  

To prepare samples for the HILIC assays, the 10µL aliquots of samples and blank were dried 

in a vacuum concentrator (Thermo Scientific Savant) for ~3 h, or until completely dry. Once 

dry, samples were dissolved in 200µL of 1.5:1.5:1 acetonitrile: methanol: water (v/v/v) to give 

a 20-fold dilution and concentration of 2.5pg/L for a 100g/mol chemical. Samples were then 

vortex-mixed for 1 min and centrifuged (Microcentrifuge Biofuge Primo R, Thermo Scientific) 

at 4°C for 20min at 20,000g. Four aliquots of each sample, and 2 aliquots of the blank, were 

then prepared by transferring 40µL of each sample into LC vials. Prepared samples were 

placed on an LC rack and into the LC autosampler ready for analysis. 

To prepare samples for the aqRP C18 assays, 10µL aliquots of samples and blank were dried in 

a vacuum concentrator (Thermo Scientific Savant) for ~3 h, or until completely dry. Once dry, 

samples were dissolved in 200µL of 1:1 methanol: water (v/v) to give a 20-fold dilution and 

concentration of 2.5pg/L for a 100g/mol chemical. Samples were then vortex-mixed for 1 

min and centrifuged (Microcentrifuge Biofuge Primo R, Thermo Scientific) at 4°C for 20min 

with 20 000g. Four aliquots of each sample, and 2 aliquots of the blank, were then prepared 

by transferring 40µL into LC vials. Prepared samples were placed on an LC rack and into the 

LC autosampler ready for analysis. 

 

2.3.6 Data acquisition 
Data were collected on an electrospray Q-Exactive Plus mass spectrometer coupled to a 

Vanquish U(H)PLC system (Thermo Fisher Scientific, San Jose, USA). Data were collected in 

MS1 and MS2 modes for each of the four assays applied, HILIC positive and negative ion-mode 
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assays and aqRP C18 positive and negative ion-mode assays. Methods presented are for the 

MS1 experiments and MS2 data, but results presented in this chapter thesis focus on MS1 

data only. MS2 data were collected for each of the 4 assays as follows: 

a) An MS1 blank injection was used to create an exclusion list, and dynamic exclusion 

was applied. 

b) MS1 injection of the standard mixtures was used to generate inclusion lists, and 

dynamic exclusion was applied using a loop count of 3. 

c) All MS2 data were collected using stepped collision energies. Three NCEs (%) were 

applied for this. For the positive ion-mode = 20, 40, 100 and for the negative ion-mode 

=40, 60, 130.  

d) All MS2 data were collected using 3 x DDA windows [100-200, 200-300, 300-900]. Each 

DDA window was a separate LC injection.  

 

2.3.6.1  U(H)PLC-MS Methods 

2.3.6.1.1 HILIC Positive and Negative Ion-modes 
The HILIC positive and negative ion-mode LC assays were performed using a Thermo Fisher 

Scientific Accucore-Amide-HILIC U(H)PLC column (100mm x 2.1 mm, 2.6µm) and a 15 min 

gradient elution. The column temperature was set to 35°C, and the flow rate was operated at 

0.5mL/min. Sample injection volume was 2µL. The HILIC gradient elution method is described 

in Table 19. 
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No RT (min) Flow Rate (mL/min) % Solvent A 

(organic) 

% Solvent B 

(aqueous) 

Curve 

1 0.0 0.5 99 1 5 

2 1.0 0.5 99 1 5 

3 3.0 0.5 85 15 5 

4 6.0 0.5 50 50 5 

5 9.0 0.5 5 95 5 

6 10.0 0.5 5 95 5 

7 10.5 0.5 99 1 5 

8 15.0 0.5 99 1 5 

Table 19: The LC gradient method for the HILIC positive and negative ion-mode assays is 
shown.  

 

The HILIC positive and negative ion-mode MS assays collected MS1 data with a scan range of 

70-1050 m/z. The method duration was 14 min, the AGC target was 1 x 106, the maximum 

injection time was 100ms, “micro-scans” was set to 1, and the resolution was set to 70,000 

(FWHM at m/z 200). Ion source settings are described in Table 20. 

 

Ion Source Settings 

Sheath gas flow rate 55 

Aux gas flow rate 14 

Sweep gas flow rate 4 

Spray voltage (kV) Pos =3.2 Neg =2.7 

Capillary temp (°C) 380 

S-lens RF level 30 

Aux gas heater temp (°C) 440 

Table 20: ESI settings are shown for the HILIC positive and negative ion-mode assays. 
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2.3.6.1.2 Aqueous C18 Reversed Phase Positive and Negative Ion-mode 
The aqueous reversed phase (aqRP C18) positive and negative ion-mode assays were carried 

out using a Thermo Fisher Scientific Hypersil GOLD aQ column (100 x 2.1 mm, 1.9 µm) and a 

15 min gradient elution. The column temperature was set to 45°C and the flow rate was 

operated at 0.3mL/min for sample analysis and 0.4mL/min for equilibration. Sample injection 

volume was 2µL. The aqueous C18 reversed phase gradient method is described in Table 21.  

 

Step RT (min) Flow Rate (mL/min) % Solvent A % Solvent B Curve 

1 0.0 0.3 99 1 5 

2 0.5 0.3 99 1 5 

3 2.0 0.3 50 50 5 

4 9.0 0.3 1 99 5 

5 10.0 0.3 1 99 5 

6 10.5 0.3 99 1 5 

7 15.0 0.3 99 1 5 

Table 21: The LC gradient method for the aqueous C18 reversed phase positive and negative 
ion-mode assays is shown. 

 

The aqueous reversed phase positive and negative ion-mode MS assays collected MS1 data 

with a scan range of 100-1500 m/z. The method duration was 15 min, the AGC target was 1 x 

106, the maximum injection time was 100ms, “micro-scans” was set to 1, and the resolution 

was set to 70,000 (FWHM at m/z 200). Ion source settings are demonstrated in Table 22. 
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Ion Source Settings 

Sheath gas flow rate 30 

Aux gas flow rate 13 

Sweep gas flow rate 0 

Spray voltage (kV) Pos =3.2 Neg =2.7 

Capillary temp (°C) 350 

S-lens RF level 40 

Aux gas heater temp (°C) 400 

Table 22: ESI settings for the aqueous reversed phase positive and negative ion-modes. 

 

2.3.7 Data Processing  

2.3.7.1 XCMS 
XCMS data processing in Galaxy-M used a node called “XCMS-Basic-Birmingham-Pipe”. This 

pipeline reads individual spectra in mzML format, groups, and then aligns spectral features 

across samples using the R package “XCMS” (363). The XCMS pipeline is modular, and thus 

can be modified to add or remove steps. This gives the user some flexibility in the data 

processing applied and allows for custom processing of datasets.  

Peak picking, grouping and alignment were carried out using XCMS (292). This was run on the 

Galaxy-M instance (300). Most parameters were used are applied widely in metabolomics. 

However, the “minfrac” used for these samples was set uncharacteristically low. This is 

because Phase I of ENTACT experiments involved analysis of samples of unknown 

composition. Overlap of chemical composition between each standard mixture was unknown, 

thus the “minfrac” parameter was set to allow a feature to only be present in a single standard 

mixture or fortified sample. Parameters for XCMS data processing are shown in Table 23. 
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XCMS Parameter Value 

SNR 5 

Sigma 3 

Prefilter 5, 1000 

Minfrac 0.06 

Noise 1000 

Fitgauss FALSE 

Integrate 1 

mzCenterFun wMean 

Table 23: XCMS processing parameters for HILIC and aqueous C18 reversed phase assays are 
shown. 

 

2.3.8 Birmingham mEtabolite Annotation for Mass Spectrometry (BEAMS) 
Data were analysed in the form of a peak intensity matrix. Annotation of U(H)PLC-MS datasets 

was carried out using the Birmingham mEtabolite Annotation for Mass Spectrometry (BEAMS) 

software. Features were grouped across samples, peak pattern annotation was carried out by 

computing adducts, isotopes and neutral losses, and database matching was carried out 

against the ToxCast database containing 4,462 chemicals. Parameters used for the BEAMS-

based annotations are shown in Table 24. 
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Group Features 

Maximum RT 

Difference (s) 

Grouping 

Method 

Coefficient 

Threshold 

p-value 

threshold 

cpus Block 

size 

5 Pearson 0.7 0.05 7 5,000 

Annotate Peak Patterns 

Adducts Isotopes Neutral 

Losses 

Oligomers Mass Tolerance 

(ppm) 

 

Yes (default list) 

pos=[M+H], 

[M+Na], [M+K] 

neg=[M-H], 

[M+Cl], [M+Na-

2H], [M+K-2H], 

[M+Hac-H] 

Yes 

(default 

list) 

pos=13C, 

34S, 41K  

neg=Cl37, 

13C, 34S, 41K 

Yes (default 

list) 

H2O, CO, 

NH3, C2H2, 

C2H4, CO2, 

C2H4O 

No 5  

Annotate Compounds/Metabolites 

Reference List Mass 

Tolerance 

(ppm) 

    

Yes (ToxCast 

database 

uploaded as the 

reference list) 

5     

Table 24: Parameters used for BEAMS annotation are shown. Data were grouped, peak 
patterns were annotated as adducts, isotopes, or neutral losses, and compounds were 
annotated using the ToxCast database as a reference list.  
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2.3.9 ToxCast Database 
Annotation of ENTACT samples at Phase I was carried out by matching against the ToxCast 

database (361) provided to all participating laboratories, containing 4,462 chemicals using the 

BEAMS software and m/z data only (see 2.2.12). 

 

2.3.10 Targeted ToxCast Databases for Phase II Annotation 
Annotation of chemicals present in ENTACT samples at Phase II was carried out against small 

databases containing only the chemicals revealed to be in each standard mixture using the 

BEAMS software and m/z data only. Additionally, a retention time (RT) knowledgebase was 

constructed by Dr Donna O’Neil within the ACGM in a Microsoft Excel format using 

TraceFinder 4.1 (Thermo Fisher Scientific) by searching for each of 1,940 chemicals in a 

targeted approach applying the [M+H]+, [M+Na]+, [M+K]+, and [M+NH4]+ adducts in positive 

ion-mode, and the [M-H]-, and [M+Cl]- adducts in negative ion-mode. An m/z precision of 4 

decimal places and a mass tolerance of 100ppm was used. These results were then divided 

into their corresponding sample mixtures such that only compounds found in each standard 

mixture remained in the knowledgebase for each standard mixture. These knowledgebases 

were filtered by retaining only annotations that appeared in all three MS1 technical replicates 

for that assay. Thus, four small knowledgebases were created, containing only chemicals 

known to be in each of ten standard mixtures, and containing RT information, which was 

averaged across three MS1 injections. These knowledgebases were used for Phase II 

annotation. Phase II annotation was carried out using BEAMS and exact parameters detailed 

for Phase I experiments. 

 

2.4 Optimising U(H)PLC-MS Metabolite Annotation Parameters for Full-Scan Data using 

the Birmingham mEtabolite Annotation for Mass Spectrometry (BEAMS) Tool 

2.4.1 Participant recruitment and data collection 
Experimental design, participant recruitment, and sample collection were carried out as part 

of a collaboration between Professors Warwick Dunn and Wiebke Arlt as described in (364). 

Blood serum samples were applied in a non-targeted U(H)PLC-MS metabolomics study 

performed by staff in Phenome Centre Birmingham (Prof. Warwick Dunn, Dr Lukas Najdekr, 

Dr Andris Jankevics, Dr and Dr Ralf Weber) and the study was led by Prof. Wiebke Arlt, Dr 
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Alessandro Prete and Dr Vasilis Chortis from the Institute of Metabolism and Systems 

Research at the University of Birmingham. The methods applied for data collection and raw 

data processing are identical to those reported in (365). The XCMS outputs for each of the 

four assays was applied and no filtering of the data after XCMS processing was performed. 

Metabolite identification to level 1 of the Metabolomics Standards Initiative recommendation 

(366) was performed using matching to in-house RT (match within +/- 5 seconds) and MS/MS 

mass spectral libraries (match score using Compound Discoverer v3.1 of greater than 70%) to 

define a sub-group of metabolites with high confidence metabolite identifications. 

 

2.4.2 Annotation using the Birmingham mEtabolite Annotation of Mass Spectrometry 

(BEAMS) Tool 
Annotation of metabolites detected in four U(H)PLC-MS datasets were performed using the 

Birmingham mEtabolite Annotation for Mass Spectrometry (BEAMS) software tool. Features 

were grouped across samples, peak pattern annotation was carried out by computing 

adducts, isotopes and neutral losses, and database matching was carried out against HMDB 

(75) for the two HILIC assays, and LipidMaps (367) for the two lipid assays. For each BEAMS 

annotation step, various parameters were optimised as described in Table 25. 
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BEAMS ANNOTATION 

STEP 

Default Parameters Tested Parameters 

Maximum RT Diff (s) 5 0.2, 0.5, 1, 2, 5 

Pearson Correlation (r, p) r=0.7, p=0.05  r=0, 0.25, 0.5, 0.7, 0.9 

p=0.05, 0.005, 0.0005 

Mass error (ppm) 5 0.5, 1, 3, 5, 10, 25 

Adducts pos=[M+H]+, [M+Na]+, [M+K] + 

neg=[M-H]-, [M+Cl] -, [M+Na-

2H] -, [M+K-2H] -, [M+Hac-H] - 

pos=[M+H]+, [M+Na]+, [M+K]+, 

[M+NH4]+ 

neg=[M-H]-, [M+Cl]-, [M+Na-

2H]-, [M+K-2H]-, [M+Hac-H]-, 

[M+Br]-, [M+NH4-2H]-, 

[M+C2H4O2-H]-, [M+C2HF3O2-

H]- 

Isotopes pos=13C, 34S, 41K  

neg=37Cl 

pos= 13C, 33S, 34S, 41K, 15N, 17O, 

18O 

neg= 37Cl 

Neutral Losses H2O, CO, NH3, C2H2, C2H4, CO2, 

C2H4O 

H2O, CO, NH3, C2H2, C2H4, CO2, 

C2H4O, C, O, Na, H2, CHCl3, 

CH2O2, HCOOK, HCOONa, 

C2F3NaO2, NaCl, CH3OH, 

H3O4P, C2, CH3CN, NaNO3, HCl, 

C2H4O2, C2HF3O2 

Table 25: The group features, annotate peak patterns, and the annotate 
compounds/metabolites steps applied during BEAMS annotation will be optimised. 
Parameters to be tested are shown in the table.  

 

2.4.3 Creation of Customised Adduct, Isotope, and Neutral Loss Lists 
A newly developed and currently unpublished R-package was created by Dr William Nash in 

the ACMG to characterise the m/z differences within each dataset, annotate these m/z 

differences against a reference list, and use this information to create customised adduct, 

isotope, and neutral loss lists to be used during BEAMS annotation.  
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2.4.4 Data Analysis of BEAMS Outputs 
For each BEAMS parameter to be optimised, multiple runs were carried out, varying the 

parameter for optimisation. The parameters were optimised sequentially, starting with 

maximum RT difference, then correlation analysis, then mass error, and finally adduct, 

isotope, and neutral loss lists. The parameter found to be optimal at each step was used in 

optimisations of the subsequent steps, until all parameters had been optimised. This 

optimisation design assumed that all parameters were independent of one another (Figure 

21).  

 

 

Figure 21: The optimisation of BEAMS parameters is summarised. Each parameter was 
optimised separately and independently of other parameters. 

 

Data were then analysed in RStudio (368) version 4.1.0. Data counted within groups, for 

example counting of unique m/z in each RT group based on RT similarity, were carried out 

using the “dplyr” package in R, and all plots were created using the “ggplot2” package. Any 

data used to create boxplots was calculated using the “ggplot2” package. For all BEAMS 

outputs, a “group_id” and “sub_group_id” were assigned during annotation as demonstrated 

in Figure 30 and Figure 31. Only features with these values were used for all calculations and 

features not assigned a group and subgroup id were filtered out.  
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The key parameters used to filter the outputs included the name, m/z, rt, group_id, 

sub_group_id, and compound_id. The name field denotes a unique ID number for each 

unique m/z feature within the dataset (irrespective of RT). The m/z and rt fields are self-

explanatory. The group_id and sub_group_id are important as all data were filtered first by 

presence of both of these, thus any data analysis carried out composed of only m/z-rt pairs 

that had both a group_id and sub_group_id. When correlation analysis is carried out on m/z 

intensities across all samples within a dataset in BEAMS, all m/z features that correlate above 

the user specified threshold are assigned a group_id. This simply reflects correlation but does 

not mean these m/z features belong to the same metabolite, i.e., assignment of a group_id 

does not mean features within this group are degenerate features of the same metabolite.  

Instead, assignment of the same group_id suggests that these m/z features are biologically 

related metabolites. The sub_group_id is assigned when two or more m/z features that 

correlate above the user specified threshold (i.e., m/z with the same group_id) have RT 

differences that fall within a user specified threshold. Not only this, but to be awarded the 

sub_group_id, these m/z features with similar RTs must also have mass differences that have 

been annotated as either an adduct, isotope, or neutral loss. The sub_group_id therefore 

represents degenerate features of the same metabolite. 

 

2.4.5 Calculation of True and False Positive Rates 
Identifications were made for some metabolites in each of the four U(H)PLC-MS datasets. This 

was done through MS1 annotation corroborated with MS2 spectral matching and RT 

matching to in-house libraries. For the HILIC positive ion-mode dataset 52 metabolites were 

identified, whilst for the HILIC negative ion-mode 27 metabolites were identified. For the 

lipids positive ion-mode 43 metabolites were identified, whilst for the Lipids negative ion-

mode 29 metabolites were identified. These metabolites were to calculate true and false 

positive rates.  

The TPR for each tested parameter was calculated by counting the number of true positives 

found after BEAMS annotation/the total number of true positives known to be in each dataset 

and multiplying that by a 100. For example, in the HILIC positive ion-mode dataset, the unique 

HMDB IDs for the 52 true positive identifications were searched for after each set of 

parameters were used for BEAMS annotation. The number of hits from this search were then 
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divided by 52 and this fraction then multiplied by a 100 to give a TPR (%) for this dataset. The 

false positive rate was calculated by creating a subset of all m/z-RT pairs known to be true 

positives and counting all other assigned HMDB or LM IDs that were incorrect. This number 

was divided by the number of true positive identifications and multiplied by 100. For example, 

the in the HILIC positive ion-mode dataset, a subset of all the m/z-RT pairs for each of the 52 

correct identifications was created. The number of incorrect HMDB IDs assigned to each of 

these m/z-RT pairs was counted, divided by 52 and multiplied by 100. 
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3 CHAPTER 3: Assessing the Performance of (nano)ESI-DIMS During 

the Non-targeted Analysis of Xenobiotics in Different Matrices as 

Part of the US-EPA’s Non-Targeted Analysis Collaborative Trial 

(ENTACT) 
Abstract 

Non-targeted analyses (NTA) are increasingly applied in exposomics, allowing more 

comprehensive analysis of the exposome. However, their reproducibility, detection limits, 

and chemical coverage are not yet known in this field. We participated in the US EPA’s Non-

Targeted Analysis Collaborative Trial (ENTACT) which aimed to determine if current direct-

infusion mass spectrometry (DIMS) metabolomics methods can be used to screen for 

xenobiotics, determine the chemical coverage, and the false discovery rates of annotation.  

Four (nano)ESI-DIMS methods (polar and non-polar positive and negative ion modes) were 

applied for the analysis of ten xenobiotic mixtures in DMSO, and fortified into serum, house-

dust, and wrist-band matrices. Experiments were in two Phases. At Phase I, sample 

compositions were unknown to the analyst, and data annotation was achieved using a large 

suspect screening list containing 4,462 chemicals (ToxCast database). At Phase II, sample 

compositions were revealed, and this information was used to create smaller databases to be 

used for annotation, containing only the chemicals revealed to be in each standard mixture. 

At Phase I, high TPRs (48-74%) were obtained for ten standard mixtures in a clean solvent 

matrix but FPRs were also high (up to 879%). TPRs decreased in the more complex sample 

matrices of serum and house-dust, whilst FPRs increased. The wrist-band extracts were not 

analysed because stable electrospray could not be achieved reproducibly. At Phase II 

experiments, the use of smaller databases (containing only chemicals known to be in the 

standard mixtures) increased TPRs and decreased FPRs relative to Phase I results for both the 

standard mixtures and the fortified serum and house-dust, whilst TPRs still declined with 

increasing sample complexity. 

Overall, the methods could successfully be applied for analysis of xenobiotics, but false 

positive rates were exceedingly high. Alternative methods may be more suitable, and 

performance of U(H)PLC-MS methods will be tested in the next research chapter.  
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3.1 Introduction 
Chemicals, or xenobiotics, have become ubiquitous in the environment, with ever-mounting 

evidence that they are having an adverse effect on both human and environmental health 

(369–371). As such, scientific tools are required to measure and quantify them as well as their 

impact on endogenous metabolites in different species.  The gold standard for measuring 

xenobiotics in human and environmental samples is targeted analyses (TA) applying 

chromatography-triple quadrupole mass spectrometry. These assays use authentic chemical 

standards and where possible isotopically labelled internal standards for absolute 

quantification and confirmation of the chemical’s structural identification. However, they are 

often limited to relatively few target compounds because chemical standards are often costly 

or are commercially unavailable, although analyses targeting pesticides have been known to 

detect numbers greater than 100 (372), even up to 300 (373). Non-targeted analyses (NTA) do 

not directly use chemical standards for quantification and confirmation of chemical structural 

identity, but instead are applied for ‘screening’ of samples for chemicals present in large 

reference lists while providing relative and not absolute quantification.  

The type of analysis applied, whether targeted or non-targeted, depends on how much 

information is available about the xenobiotics. US Defence Attorney Donald Rumsfeld stated 

that “there are known knowns; there are things we know we know. We also know there are 

known unknowns; that is to say we know there are some things we do not know. But there 

are also unknown unknowns—the ones we don't know we don't know” (374). 

In the context of chemical analysis, known knowns are xenobiotics about which information 

is available prior to analysis, thus assays can be custom developed to target these chemicals 

or chemical classes and standards can be purchased or synthesized for absolute quantitation 

and identification. Most pesticides fall into this category (375–377), alongside polyaromatic 

hydrocarbons (PAHs) (378), cyclosiloxanes, and parabenzoic acids (379), to name only a few 

classes. TA are most suitable for known knowns where the chemical targets are known and 

are expected to present in biological samples with a high confidence. Known unknowns are 

xenobiotics whose existence is known, but whose identities or presence in a sample prior to 

its analysis is not known with a high confidence. As such, authentic chemical standards cannot 

be purchased prior to analysis to develop a targeted assay and NTA are therefore more suited 

to screen for known unknowns. This is not to say known unknowns cannot become known 
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knowns. Indeed, the end-goal of non-targeted chemical analyses is full structural elucidation 

of chemicals, so NTA can also be referred to as non-targeted screening assays. Data are 

collected for all constituents of a sample and “screened” by matching against lists of 

xenobiotics and reference libraries. These matches, or a subset of them, can then be analysed 

using TA for absolute quantitation (380). Non-targeted metabolomics and exposomics 

experiments look for known unknowns. Unknown unknowns, on the other hand, are 

xenobiotics we do not even know exist currently, i.e., they are not currently listed anywhere. 

These have been termed new emerging compounds (NECs) (381–383). Since their existence is 

unknown, unknown unknowns are not present in lists of xenobiotics or reference databases 

and therefore will not be annotated using this screening strategy. The use of NTA to detect, 

annotate and then identify known unknown environmental contaminants is rising (384–388). 

However, the chemical coverage limitations, sensitivity and selectivity, and reproducibility 

have not been fully characterised (389). The US Environmental Protection Agency (EPA), 

dedicated to protecting both human and environmental health through regulation and 

legislation of chemicals and enforcement of chemical control rules, has a major focus on 

chemical pollutants and their potential adverse impacts. In 2006, the ToxCast project was 

launched with objectives to use computational chemistry, toxicogenomics (see 1.5) and high 

throughput screening (HTS) to predict, or forecast, the potential for chemical toxicity through 

observation of bioactivity induced by these chemicals based on their structures (361). 

Prioritised chemicals can then undergo full toxicity testing, thus using testing resources more 

efficiently (361). The chemicals initially selected as part of ToxCast were those for which 

toxicological information was available, including tumorigens, developmental and 

reproductive toxicants, neurotoxicants, and immunotoxicants (361). To test these chemicals, 

chemical standards were required, and each chemical added to the ToxCast list therefore had 

a chemical standard. Over nearly two decades, ToxCast’s list of chemicals, and associated 

chemical standards, has grown from 310 at the start of the project (mostly pesticides), which 

was termed Phase I, to 4,200 unique chemicals at Phase III, which commenced in 2014 (362). 

Along the way, chemicals not suitable to forecast chemical toxicity have been removed from 

the list. The EPA also noted that a database with informative structure-activity relationship 

(SAR) (390) and toxicity data did not exist but could offer great utility within academic, 

government, and regulatory groups researching chemical toxicity (391). To this end, a 

distributed structure-searchable toxicity public database network (DSSTox) was proposed, 
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requesting input from any group that had sufficient data to add to this database. Currently, 

this database has approximately 740,000 chemicals. The database was curated manually at 

first until it had approximately 24,000 chemicals, and then curation using computational 

approaches to populate information from other data repositories was applied (392). The EPA 

therefore has a wealth of useful resources for investigating the limiting factors in the 

application of NTA for the measurement of xenobiotics.   

Accordingly, the EPA organised a workshop in 2015 called “Advancing NTA of xenobiotic 

chemicals in environmental and biological media” (393). Its purpose was to bring together 

experts in NTA to present and discuss methods for data collection, analysis, interpretation, 

and sharing (360). Discussions from this workshop contributed to the genesis of a global ring 

trial involving over 20 academic and industry research groups to “extensively characterise the 

performance of NTA when measuring xenobiotics, to establish performance and benchmarks 

for NTA, to develop reporting standards, and increase the data available in current chemical 

reference libraries” (360). 

The University of Birmingham’s Metabolomics Laboratory participated in the ring trial, called 

the EPA’s non-targeted analysis collaborative trial (ENTACT) (360). This study comprised of ten 

mixtures of chemical standards selected from the ToxCast chemicals list. These ten standard 

mixtures were prepared to contain between 95-365 chemicals each, with a total of 1,940 

chemicals selected. Additionally, reference material extracts, representing three different 

matrices relevant to exposomics, were also prepared and spiked with one of the ten ToxCast 

mixtures (360). The content of these mixtures was not known by the participating laboratories 

on sample delivery and data collection, but the data were released later. Samples were 

prepared in DMSO at a concentration of ~0.05 mM per chemical.  Two extracts of standard 

reference material (SRM) serum, house-dust, and silicone wristbands were prepared. One of 

each sample type was fortified with one of the unrevealed 10 mixtures of ToxCast chemicals. 

It was not known to participating laboratories which of two samples (henceforth referred to 

as serum 1 and 2, house-dust 1 and 2 and wristband 1 and 2) were fortified and with which 

of the ten standard mixtures. Participating laboratories performed an initial blinded analysis 

of these study samples (Phase I). The composition of each sample was revealed (Phase II) to 

participating laboratories only after initial analyses had been completed and all required 

documentation had been shared with the EPA project team. Computational or analytical 
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sample re-analysis could be carried out to improve Phase I results upon sample revelation if 

required. As such, results are presented for Phase I and II of ENTACT in this chapter and in 

chapter 4 (section 4) (358).  

To aid data processing, participating laboratories were given full access to the DSSTox 

database, containing 740 000 chemicals (392), and the ToxCast library with 4,462 chemicals 

(362). 

The overall aim of the research presented in this chapter was to evaluate the performance of 

(nano)ESI-DIMS non-targeted metabolomics workflows when analysing xenobiotics (ToxCast 

chemical mixtures) in increasingly more complex sample matrices relevant to exposomics. In 

chapter 4 we will describe a similar process when applying U(H)PLC-MS instead of (nano)ESI-

DIMS. Method performance was assessed for both Phase I and Phase II of the experiments, 

and assessments were carried out on each sample matrix individually, considering the 

standards in solvent as a clean matrix, and then house-dust, serum, and wrist-band extracts 

as matrices of varying complexity relevant to exposomic studies. To assess method 

performance, the following specific research questions were considered for Phase I and then 

for Phase II: 

In each of four different and complementary (nano)ESI-DIMS assays using the putative 

annotation of chemicals based on m/z only in each sample (standard mixture, serum, house-

dust, and wrist-band extract) I and matched against the 4,462 ToxCast chemicals reference 

list at Phase I and smaller reference lists at Phase II: 

1. Of the putatively annotated chemicals, how many were correct (true positives (TP) or 

true positive rate (TPR))? 

2. Of the putatively annotated chemicals, how many were incorrect (false positives (FP) 

or false positive rate (FPR))? 

3. Can (nano)ESI-DIMS methods be used to determine which of each pair of reference 

material extracts (serum 1 and 2, house-dust 1 and 2 and wristband 1 and 2), was 

fortified with one of the ten ToxCast mixtures? 

4. Can (nano)ESI-DIMS methods be used to determine with which of the ten ToxCast 

mixtures each sample was fortified with? 



147 
 

5. For each of the four complementary assays, comparing TP and FP for simple vs 

increasingly more complex sample matrices (i.e., standards in DMSO vs serum, house-

dust then wrist-band extracts), is there a relationship between the number of TP and 

sample complexity? 

6. Comparing TP and FP of Phase I and Phase II results (very large vs. very small 

databases), is there a relationship between the number of TP and the size of the 

databases searched? 
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3.2 Results and Discussion 

3.2.1 Dilution Studies  
Dilution studies were carried out for the ENTACT standard mixtures, and the fortified and 

unfortified serum, house-dust, and wrist-band extracts. These were carried out to determine 

the optimal dilution at which the highest number of peaks would be detected for each sample 

type, and the dilution at which the lowest median peak intensity RSDs would be achieved. 

The number of peaks detected and the median peak intensity RSD in (nano)ESI-DIMS analyses 

can be influenced by the degree of sample-specific matrix effects, hence the dilution studies 

were a measure of the dilution at which matrix effects were minimal for each sample type. 

Dilution studies were carried in polar and non-polar positive ion-modes only since more m/z 

features are detected in positive ion-mode compared to negative ion-mode which benefits 

from lower background levels since generally less analytes ionise in this mode. Consequently, 

sample-specific matrix effects can more easily be evaluated in positive ion-mode. As these 

data were not part of the major results, data are not shown, and results are summarised 

below. 

• For the standard mixtures, a 100-fold dilution was found to be optimal for both the 

polar and non-polar positive ion-modes.  

• For serum 1 and 2, a 10-fold dilution was found to be optimal for both the polar and 

non-polar positive ion-modes. Moreover, it was suspected that serum 2 had been 

spiked with an unknown standard mixture since decreasing numbers of m/z features 

were observed as dilution increased for this sample but not for serum 1.  

• For house-dust 1 and 2, a 100-fold dilution was found to be optimal for both the polar 

and non-polar positive ion-modes. Dilution patterns for house-dust 1 and 2 did not 

give any indication of which of these samples had been fortified.  

• For the wrist-band extracts (1 and 2), stable spray in the (nano)ESI source could not 

be achieved, with at least 50% of infused samples failing to run to completion with a 

stable spray throughout the run for each attempted dilution series. This could have 

been due to a variety of reasons, including sample precipitation and sample 

degradation releasing gas, both of which can disrupt stable electrospray. Wristband 

extracts were therefore excluded from further (nano)ESI-DIMS analysis, as 
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optimisations of sample preparation methods were required and are recommended 

but were beyond the scope of this thesis. 

Each of the dilutions found to be optimal for each sample type was used to prepare samples 

for (nano)ESI-DIMS analyses using polar positive and negative ion-mode assays, and non-polar 

positive and negative ion-mode assays, with optimal dilutions extrapolated and applied for 

analysis of negative ion-mode data. 

The standard mixtures, fortified and unfortified serum and fortified and unfortified house-

dust samples were analysed at 100-fold, 10-fold, and 100-fold dilutions, respectively, using 

the polar positive and negative ion-mode assays, and the non-polar positive and negative ion-

mode (nano)ESI-DIMS assays. Data for these analyses are presented below. 

 

3.2.2  Database Matching 
Database matching was carried out for the standard mixtures and fortified and unfortified 

serum and house-dust samples which were analysed using the polar positive and negative, 

and non-polar positive and negative assays, respectively. Initial database matching was 

carried out using a 3ppm mass error database matching tolerance, guided by the 

manufacturer’s instrument specifications for the Orbitrap Elite (mass accuracy of 3ppm using 

external calibration) (394). This matching tolerance, however, yielded 15,402 annotations for 

all standards combined, when it was in-fact known at the start of Phase I ENTACT experiments 

that only 1,940 chemicals were present in the standard mixtures. Testing of ppm error 

tolerances demonstrated that the larger the mass error matching tolerance, the more 

annotations reported. Work by Fiehn and collaborators showed that mass accuracy alone, 

even at < 1ppm mass error was insufficient to yield a single elemental composition during 

database matching. However, mass accuracy and the use of isotopic abundance patterns 

could reduce elemental composition candidates by >95% (395). Annotations using MI-Pack 

(301) included peak pattern matching, so having data with mass accuracies of <1ppm, and 

thus using a <1ppm matching tolerance for database matching, would decrease elemental 

composition assignment and ultimately the number of annotations greatly. This in turn could 

decrease false positive annotations. To this end, investigations were carried out to determine 

the mass error distribution of each dataset, and thereby determine if using a mass error 
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database matching tolerance as small as 1ppm would be appropriate. Since no known 

compounds within the samples could be used to determine this, mass error histograms were 

plotted for all assays, and clusters of mass error regions were taken to reflect areas where 

most true positive annotations were more likely present. These histograms were then used 

to guide data mass correction if required. As this study did not form part of the major 

conclusions, data are not shown here, and results are summarised below. 

• Mass error regions likely containing the TP in the polar positive ion-mode were +0.5 

to +2.5ppm. 

•  Mass error regions likely containing the TP in the polar negative ion-mode were +0.4 

to +2.0ppm. 

• Mass error regions likely containing the TP in the non-polar positive ion-mode were 

+0.4 to +3.0ppm. 

• Mass error regions likely containing the TP in the non-polar negative ion-mode were -

0.6 to +1.2ppm. 

Using this information, m/z data were then corrected by subtracting the median mass error 

by which histograms were skewed from each recorded m/z in the dataset. A median value 

was calculated from the mass error window containing TP for each assay and ion-mode, and 

this median mass error was subtracted to give data theoretically clustered around 0ppm. 

Corrected data were then annotated using a 1ppm error matching tolerance. 

 

3.2.3 Method Performance for Data Collected at PHASE I (BLINDED) of ENTACT 
The standard mixtures were analysed using 4 (nano)ESI-DIMS methods (polar positive and 

negative, and non-polar positive and negative ion-mode assays). Data were processed as 

described in sections 2.2.10 and 2.2.11, and each dataset was mass corrected and annotated 

using a 1ppm error matching tolerance. The objective of these analyses was to evaluate how 

well (nano)ESI-DIMS methods applied in metabolomics perform at detecting xenobiotics in a 

clean solvent matrix. Method performance for the 4 (nano)ESI-DIMS assays was carried out 

by calculating the number of TP and FP for the standards in solvent (see 2.2.13 for calculation). 

These calculations were carried out after sample compositions were revealed (see details in 

section 3.1), thus method performance was evaluated after all ENTACT data for Phase I and 

Phase II had been submitted.   
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Additional to the standard mixtures, fortified and unfortified serum and house-dust samples 

were also analysed in the same way and using the same assays. The objective of these 

analyses was to evaluate how well (nano)ESI-DIMS methods applied in metabolomics 

performed at detecting xenobiotics spiked into complex matrices. Methods performed well if 

they could determine, through calculation of TPRs and FPRs (see 2.2.13 for calculation), which 

of two serum and house-dust samples had been spiked and with which of the ten standard 

mixtures they had been spiked with.  

Results for each of these sample types are presented below. 

 

3.2.3.1 Standard Mixtures 
TPRs for each of four assays applied for analysis of the standard mixtures are shown in Table 

26. Standard 6 had an uncharacteristically low TPR of 2% using the non-polar positive ion-

mode method. Reviewing the unprocessed data did not reveal any issues with data collection 

(no electrospray instability), so it was suspected that the low TPR was because the standard 

mixture had few non-polar compounds ionising in positive ion mode. 

 

 

Table 26: Summary of the TPRs for 10 standard mixtures analysed using 4 (nano)ESI-DIMS 
assays. TPRs were calculated as "the number of correctly named compounds/the number of 
compounds known to be in each mixture x 100”. These ranged from 28-56, 21-39, 2-48 and 
20-42% for the polar positive, polar negative, non-polar positive, and non-polar negative 
assays, respectively. 

 

FPRs for each of four assays applied for analysis of the standard mixtures are shown in Table 

27. As with the TPRs, the FPR for standard mixture 6 was relatively much lower than the other 

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

Standard 1 49.5 23.2 36.8 29.5

Standard 2 50.5 28.4 47.4 29.5

Standard 3 48.4 32.6 38.9 30.5

Standard 4 42.7 34.6 38.4 35.7

Standard 5 43.2 38.9 42.1 35.8

Standard 6 40.3 21.6 1.9 25.2

Standard 7 34.7 26.3 36.8 30.5

Standard 8 55.6 25.8 47.9 35.9

Standard 9 51.2 39.2 47.4 42.5

Standard 10 28.5 32.9 24.7 19.5

TRUE POSITIVES (%)
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standard mixtures, especially for the non-polar positive ion mode (4%). This was unexpected, 

and further literature review on the ENTACT experimental design found that standard mixture 

6 had been designed to be of low purity (396). As such, the low true and false positive 

annotations achieved were likely due to ion suppression from contaminants within this low 

purity mixture.  

 

 

Table 27: Summary of the FPRs for 10 standard mixtures analysed using four (nano)ESI-DIMS 
assays. FPRs were calculated as "the number of incorrectly named compounds/the number 
of compounds now known to be in each mixture x 100”. These ranged from ranged from 115-
400, 180-660, 4-200 and 87-360% for polar positive, polar negative, non-polar positive, and 
non-polar negative assays, respectively. 

 

More FP annotations were observed in the negative vs. positive ion-mode assays for some 

standard mixtures. This was because generally, more peaks were detected in the negative 

ion-mode assays for these data, as shown in Table 29. Data processing can also impact higher 

background ions observed if blank subtraction parameters are too conservative. Possibly, 

some peaks were detected in both the blank and the standard mixtures but were not 10-fold 

more intense within the standards and were therefore not filtered out.  

These results demonstrate that these methods can be applied for the analysis of xenobiotics 

since there were some analytes detected. However, there are concerns regarding the high 

FPRs. These data were annotated using a reference list with 4,462 chemicals only. Databases 

commonly applied in NTA are much larger. For example, HMDB has ~ 114,000 compounds 

(74,75). This means application of (nano)ESI-DIMS methods can be impeded by FP 

annotations; for example, there is no method available to differentiate isomers currently 

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

Standard 1 369.5 412.6 175.8 302.1

Standard 2 370.5 485.3 200.0 240.0

Standard 3 396.8 627.4 177.9 363.2

Standard 4 204.3 344.9 104.9 247.0

Standard 5 274.7 657.9 116.8 350.5

Standard 6 151.0 143.0 4.1 141.6

Standard 7 314.7 525.3 150.5 246.3

Standard 8 131.2 132.6 96.4 121.6

Standard 9 138.6 180.3 98.1 149.9

Standard 10 115.3 227.7 70.7 86.6

FALSE POSITIVES (%)
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though ion mobility coupled to DIMS assays may be one appropriate tool to investigate in the 

future. Application of (nano)ESI-DIMS for the analysis of xenobiotics therefore requires highly 

accurate mass spectral data so a narrow database matching tolerance can be used at the 

annotation step. The Orbitrap Elite offers mass accuracy of 3ppm with external calibration. 

For ten relatively simple standard mixtures (with between 95-365 chemicals each) in a clean 

matrix, there were 15,402 annotations using a 3ppm matching tolerance. This was reduced 

significantly to ~5,000 when a 1ppm mass error matching tolerance was applied. Few mass 

spectrometers can give data with mass accuracies as low as 1ppm, and even those offering 

these mass accuracies (e.g., Orbitrap Fusion Lumos and Orbitrap Eclipse) often have 

increasing mass errors for larger compounds. Thus, a data correction strategy as 

demonstrated here would vastly improve applicability of (nano)ESI-DIMS for the analysis of 

xenobiotics.  

 

3.2.3.2 Fortified and Unfortified Serum 
TPRs for all assays applied to analyse serum 1 and serum 2 were calculated for each standard 

mixture and are shown in Table 28.  

 

 

Table 28: Summary of the TPRs for a fortified and unfortified serum sample analysed using 4 
(nano)ESI-DIMS assays. TPRs were calculated as "the number of correctly named 
compounds/the number of compounds now known to be in each mixture x 100”. TPRs for 
serum 1 were 5-12%, 3-9%, 1-3%, and 2-5% for the polar positive, polar negative, non-polar 
positive and non-polar negative ion-mode assays, respectively. In comparison, the TPRs for 
serum 2 were 5-34%, 1-3%, 1-24%, and 5-12% for the polar positive, polar negative, non-polar 
positive, and non-polar negative ion-mode assays, respectively. 

 

Standard 1 5.3 7.4 7.4 2.1 2.1 3.2 4.2 10.5

Standard 2 7.4 10.5 7.4 2.1 1.1 1.1 3.2 5.3

Standard 3 12.6 12.6 9.5 3.2 3.2 3.2 5.3 12.6

Standard 4 5.9 21.1 4.3 2.7 1.6 13.0 3.2 6.5

Standard 5 6.3 34.7 3.2 3.2 3.2 24.2 3.2 8.4

Standard 6 6.0 8.2 6.3 3.0 2.7 4.7 3.3 7.1

Standard 7 7.4 12.6 6.3 2.1 3.2 8.4 3.2 12.6

Standard 8 9.0 7.9 7.1 1.4 2.7 3.6 4.1 9.6

Standard 9 9.0 11.8 4.9 2.5 3.6 9.3 3.3 7.7

Standard 10 5.2 4.7 3.8 0.8 1.9 2.7 1.9 6.3

Serum 1 Serum 2 Serum 1 Serum 2 Serum 1 Serum 2 Serum 1 Serum 2

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

SERUM TRUE POSITIVES (%)
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It was not immediately clear from these TPR distributions which of these two samples had 

been fortified. To investigate further, the total number of reproducibly detected peaks for 

each assay and sample were considered. Peaks remaining after SNR, replicate, and blank 

filtering for the polar and non-polar positive ion-mode assays remained approximately the 

same for both serum 1 and 2 (Table 29). 

 

 

Table 29: The number of features detected in each assay for the standard mixtures, fortified 
and unfortified serum and house-dust samples after SNR, replicate, and blank filtering. For 
the polar and non-polar positive assays, the number of peaks detected does not vary much 
between serum 1 and serum 2. However, the polar and non-polar negative assays, a decrease 
is observed in the number of peaks detected in serum 2. The cells highlighted are the largest 
peak counts observed for all sample types and assays. The biggest peak counts are observed 
in the non-polar negative assay for standard 8, standard 9, serum 1, house-dust 1 and house-
dust 2. The non-polar positive assay also has large peak counts for house-dust 1 and 2. From 
these observations, it can be concluded that house-dust is a more complex sample type than 
serum, having a bigger number of peaks detected in the non-polar assays particularly.  

 

However, for the polar and non-polar negative ion-mode assays, the number of reproducibly 

detected peaks decreased for serum 2. This decrease in peak count could either be attributed 

to spiked chemicals reducing the detection of matrix components and resulting in a reduction 

in the number of peaks detected or indicate that the sample with less peaks (serum 2) had 

not been fortified. The largest number of chemicals that could be spiked in was 365 (standard 

mixtures had between 95-365 chemicals each), thus it was likely that 365 high concentration 

chemicals or less could result in the reduction of matrix components through ion suppression 

and thus lead to less peaks being reproducibly detected rather than increase peak counts by 

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

Standard 1 1963 1660 1344 1402

Standard 2 1972 2609 1389 2580

Standard 3 2132 2202 1450 2677

Standard 4 2519 2932 2163 4085

Standard 5 1777 2480 1309 2598

Standard 6 3036 2357 2833 4301

Standard 7 1966 2289 859 2546

Standard 8 3106 2477 3742 6139

Standard 9 2745 2512 3579 5705

Standard 10 2575 2303 2533 3219

Serum1 3025 2400 4050 5554

Serum2 3054 1835 4106 1304

House-dust1 2965 3968 5254 6213

House-dust2 3156 3989 5249 6140
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~600 and 4 000 for the polar and non-polar negative ion-mode assays, respectively. 

Additionally, the dilution studies for serum 2 using the non-polar positive ion-mode suggested 

that serum 2 had been spiked as no dilution behaviour was observed for serum 1 but was 

observed for serum 2. However, there was no definitive way to determine which mixture had 

been spiked. The TPR calculations were used to determine which sample had been spiked and 

with which standard mixture simply by taking the sample and standard mixture that had the 

highest TPR.   

Serum 1 was therefore concluded to not be spiked with an unknown standard mixture, 

consistently having TPRs no higher than 12% for all assays. Serum 2 analysis with the polar 

and non-polar positive assays yielded TPRs highest for standard 5 (34% for polar positive and 

24% for non-polar positive) (Figure 22). This suggested that standard 5 had been spiked into 

serum 2. N.B. that the next highest TPRs were observed for standard 4. This can be explained 

by the overlap in compounds present in both standard 4 and 5. Standard 5 was in-fact a subset 

of standard 4, with all 95 chemicals present in standard 5 being present in standard 4, which 

had 185 chemicals. This explained the multiple correct annotations observed and resulting in 

standard 4 having the second highest TP annotations.  

The TPRs in the negative ion-mode assays were much lower. The polar negative ion-mode TPR 

was still highest, albeit at only 3%, for standard 5, further supporting the conclusion that this 

mixture was spiked into serum 2. The non-polar negative TP, however, did not support this 

conclusion, with the highest TPRs being for standard 3 and 7 at only 13%. As observed with 

the standard mixtures (section 3.2.3.1), the negative ion-mode assays gave lower TPRs. 

Indeed, the TPR for standard 5 was lowest for the non-polar negative assay when analysing 

the standard mixtures in a much cleaner solvent matrix. This can explain why the non-polar 

negative assay could not clearly determine which standard mixture was spiked into serum 2. 

Despite these results, the other three assays were able to suggest which standard mixture 

had been spiked and into which of the 2 serum samples. 
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Figure 22: Radar plot showing TPRs for four (nano)ESI-DIMS assays for both serum 1 and 2. 
The orange and green traces labelled serum 2 show clearly that serum 2 had the highest TPR 
for standard 5 being spiked in when the polar and non-polar positive assays were applied 
therefore it was concluded that serum 2 had been spiked with standard 5. N.B. the other 
colours represent TPRs for each of the other standard mixtures applying the four assays. 
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FPRs for serum 1 and 2 are shown in Table 30. The FPRs were highest for serum 1 for 3 out of 

4 assays (serum 2 FPRs were highest for serum 2) which is consistent with the conclusion that 

serum 1 had not been spiked. It is unclear why the FPRs were highest in serum 2 for the non-

polar negative assay as the same modifier was used for the solvents. It could, however, be 

due to accidental cross contamination of the sample wells. This was not investigated further 

as this was beyond the objective of the research.  

 

 

Table 30: Summary of the FPRs for fortified and unfortified serum samples analysed using 
four (nano)ESI-DIMS assays. FPRs were calculated as "the number of incorrectly named 
compounds/the number of compounds now known to be in each mixture x 100”. FPRs for 
serum 1 were 160-630, 128-518, 63-254, and 54-215% for the polar positive, polar negative, 
non-polar positive and non-polar negative assays, respectively. FPRs for serum 2, ranging 
from 120-502, 45-181, 64-261 and 127-521%, respectively, were slightly lower than for serum 
1, with the lowest being for the polar negative assay which had less features detected overall. 

 

The (nano)ESI-DIMS methods applied for analysis of fortified and unfortified serum samples 

suggested which of the two serum samples had been fortified and with which standard 

mixture. However, conclusions were not made with a high level of confidence, and in a real- 

life study such data would need confirmation using TA. The TPRs for each assay were relatively 

low, reflecting the complexity of analysis of xenobiotics in the serum matrix, particularly at 

low concentrations as is expected in a real-life scenario. The polar and non-polar positive ion-

mode assays gave higher TPRs than the negative ion-mode assays, but this is likely an 

indication of more xenobiotics ionisable in positive ion-mode than negative.  

The FPRs for the fortified serum sample were much higher than those observed in the clean 

solvent matrix of standard 5. This is undoubtedly due to matrix effects and further 

demonstrates the challenge of analysing xenobiotics in complex matrices such as serum. 

Standard 1 629.5 502.1 513.7 181.1 253.7 258.9 215.8 515.8

Standard 2 627.4 498.9 513.7 181.1 254.7 261.1 216.8 521.1

Standard 3 622.1 496.8 511.6 180.0 252.6 258.9 214.7 513.7

Standard 4 320.0 240.5 263.2 91.4 129.7 121.6 109.7 263.8

Standard 5 628.4 474.7 517.9 180.0 252.6 237.9 216.8 517.9

Standard 6 159.2 124.4 129.3 44.7 63.8 63.6 54.0 129.9

Standard 7 627.4 496.8 514.7 181.1 252.6 253.7 216.8 513.7

Standard 8 156.2 124.7 128.5 46.3 63.8 64.7 53.2 127.4

Standard 9 156.2 120.8 130.7 45.2 63.0 58.9 54.0 129.3

Standard 10 160.0 127.9 131.8 46.8 64.7 65.5 55.3 130.7

Serum 1 Serum 2 Serum 1 Serum 2 Serum 1 Serum 2 Serum 1 Serum 2

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

SERUM FALSE POSITIVES (%)
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Relative to the standard mixtures; data correction, a narrow mass error tolerance for 

database matching, and the use of isotopic abundance patterns were insufficient in reducing 

the FPR since generally more peaks were detected in the serum samples compared to the 

standard mixtures (Table 29).  

Analysis of xenobiotics in serum matrices must therefore be carried out using an alternative 

approach such as U(H)PLC-MS for higher confidence annotation results when multiple types 

of data can be used including m/z of the intact chemical but also retention time (RT) and 

MS/MS data which can be matched to reference libraries/databases constructed with data 

acquired for authentic chemical standards. Indeed, these samples were cleaned prior to 

analysis using solid phase extraction (SPE), so even such strategies are insufficient at reducing 

false positive annotations. 

 

3.2.3.3 Fortified and Unfortified House-dust 
TPRs for all assays applied to analyse house-dust 1 and 2 were calculated for each standard 

mixture and are shown Table 31. 

 

Table 31: Summary of the TPRs for the fortified and unfortified house-dust sample analysed 
using 4 (nano)ESI-DIMS assays. TPRs were calculated as "the number of correctly named 
compounds/the number of compounds now known to be in each mixture x 100”. For house-
dust 1, these were 6-13, 8-24, 9-26, and 5-14% for the polar positive, polar negative, non-
polar positive and non-polar negative assays, respectively. In comparison, the TPRs for house-
dust 2 were 7-21, 8-23, 4-12, and 9-14% for the polar positive, polar negative, non-polar 
positive, and non-polar negative assays, respectively. 

 

It was not immediately clear which of the 2 house-dust samples, a more complex sample 

matrix than serum based generally on the number of peaks reproducibly detected 

Standard 1 9.5 13.7 18.9 16.8 22.1 8.4 10.5 10.5

Standard 2 6.3 7.4 17.9 14.7 21.1 5.3 7.4 10.5

Standard 3 11.6 15.8 24.2 23.2 26.3 11.6 13.7 16.8

Standard 4 9.7 14.6 9.2 16.2 13.5 8.6 9.7 14.1

Standard 5 9.5 17.9 9.5 18.9 14.7 11.6 11.6 18.9

Standard 6 11.5 16.7 12.9 14.8 15.9 7.4 8.2 11.0

Standard 7 9.5 13.7 11.6 13.7 14.7 8.4 5.3 9.5

Standard 8 13.2 14.0 17.0 18.4 19.2 5.8 11.8 12.1

Standard 9 11.2 20.5 11.8 20.0 15.3 11.8 9.6 15.6

Standard 10 6.0 6.6 8.2 8.2 9.3 3.6 6.8 8.8

House-dust 1 House-dust 2 House-dust 1 House-dust 2 House-dust 1 House-dust 2 House-dust 1 House-dust 2

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

HOUSE-DUST TRUE POSITIVES (%)
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Table 29), had been spiked and with which standard mixture. Considering the TPR alone did 

not suggest which standard mixture had been spiked and into which of the 2 house-dust 

samples. The highest TPR was for standard 3 being spiked into house-dust 1 (Figure 23). This 

conclusion was therefore submitted to ENTACT as part of Phase I results. 

FPRs for house-dust 1 and 2 are shown in Table 32. These were lower for house-dust 1. This 

was also likely due to the higher number of peaks detected in this sample type explaining why 

it was challenging to confidently discern which standard mixture had been spiked into the 

house-dust samples.  

 

 

Table 32: Summary of the FPRs for a fortified and unfortified house-dust sample analysed 
using 4 (nano)ESI-DIMS assays. FPRs were calculated as "the number of incorrectly named 
compounds/the number of compounds now known to be in each mixture x 100”. FPRs were 
192-784, 426-1694, 512-2025, and 206-831% for house-dust 1, and 199-8299, 428-1707, 78-
336, 232-942% for house-dust 2, for the polar positive, polar negative, non-polar positive, and 
non-polar negative assays, respectively. 

 

 

Standard 1 781.1 829.5 1685.3 1705.3 2017.9 335.8 825.3 941.1

Standard 2 784.2 835.8 1686.3 1707.4 2018.9 338.9 828.4 941.1

Standard 3 778.9 827.4 1680.0 1698.9 2013.7 332.6 822.1 934.7

Standard 4 396.2 418.4 865.9 868.1 1034.1 168.1 419.5 474.6

Standard 5 781.1 825.3 1694.7 1703.2 2025.3 332.6 824.2 932.6

Standard 6 194.2 202.7 430.7 433.4 515.1 82.2 209.3 236.7

Standard 7 781.1 829.5 1692.6 1708.4 2025.3 335.8 830.5 942.1

Standard 8 192.6 205.5 426.6 429.9 511.8 83.8 205.8 235.6

Standard 9 194.5 198.9 431.8 428.2 515.6 77.8 207.9 232.1

Standard 10 199.7 212.9 435.3 440.0 521.6 86.0 210.7 238.9

House-dust 1 House-dust 2 House-dust 1 House-dust 2 House-dust 1 House-dust 2 House-dust 1 House-dust 2

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

HOUSE-DUST FALSE POSITIVES (%)
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Figure 23: Radar plot showing TPRs for 4 (nano)ESI-DIMS assays for both house-dust 1 and 2. 

The blue trace suggests that standard 3 may have been spiked into house-dust 1, but based 

on the distribution of TP, no single candidate mixture can be arrived at. N.B. the other colours 

represent TPRs for each of the other standard mixtures and assays. 

 

The (nano)ESI-DIMS methods could not successfully be applied for the analysis of xenobiotics 

in a house-dust matrix. It could not unambiguously be determined which house-dust sample 

had been spiked and with which of the standard mixtures. Analysis of xenobiotics in house-

dust is not recommended using (nano)ESI-DIMS methods as results have very low TPRs, and 

very high FPRs. A separation technique such as U(H)PLC-MS is recommended. However, 

(nano)ESI-DIMS methods could be applied in combination with other analytical strategies, 

providing improved sensitivity and a fast-screening approach which other techniques cannot 

always offer. 

 

3.2.4 Phase I (BLINDED): Summary 
All four assay annotations were combined for each sample type, and the results are 

summarised below. The cleanest sample matrix (standard mixtures in solvent) had TPRs 

ranging from 48-74% (Table 33). The clean matrix of the standards resulted in fewer peaks 

detected relative to the serum and house-dust samples for some assays ( 
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Table 29), making the annotation step more accurate with less neighbouring peaks for each 

analyte. Two standard mixtures (6 and 7) had TPRs below 50%. The rest had TPRs above 60%. 

FPRs for the standards ranged from 254-879% (Table 34). These were concerning for the 

analysis of xenobiotics as they reduce confidence in annotations gained from applying these 

analyses.  Single m/z features can have multiple annotations with no way to discern correct 

from incorrect annotations, or at least further filter the annotations. 

TPRs for serum 2 ranged from 16-43% (Table 33), with the highest TPR corresponding to 

serum 2 being fortified with standard mixture 5. FPRs for serum 2, however, ranged from 238-

984% (Table 34), with the FPR for fortification with standard mixture 5 being 956%. These 

results reiterated concerns about the applicability of (nano)ESI-DIMS methods for the analysis 

of xenobiotics in the serum matrix as they yielded such high FP annotations. 

The highest TPR for the house-dust corresponded to house-dust 2 being fortified with either 

standard mixture 5 or 9 (both with TPRs of 38%), with the TPRs for house-dust 2 ranging from 

23-38% (Table 33). However, it could not be concluded with certainty which of these 2 

standard mixtures had been spiked into house-dust 2 (Table 33). FPRs for house-dust 2 ranged 

from 409-1694%, with FPRs for standard mixture 5 and 9 being spiked into house-dust 2 at 

1679 and 409%, respectively (Table 34). The FPRs offered no further clarification on which of 

the 2 standard mixtures had been fortified.  

Overall, the more complex the sample matrix, the lower the TPRs and the higher the FPRs 

were.  Sample complexity can be indicated by the number of features detected. For these 

sample matrices, the solvent matrix had the smallest number of peaks reproducibly detected, 

followed by serum and then house-dust. (nano)ESI-DIMS data acquisition methods and non-

targeted data processing workflows employing a relatively large reference list (4,462 

chemicals) could successfully be used for the blind analysis of xenobiotics in a clean solvent 

matrix but not confidently for xenobiotics in a serum and house-dust matrix, where false 

positive annotations were worryingly high. 
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Table 33: Summary table showing TPRs, calculated as "the number of correctly named 
compounds/the number of compounds now known to be in each mixture x 100”, for all 4 
(nano)ESI-DIMS assays combined. TPRs for standard mixtures, fortified and unfortified serum, 
and house-dust are shown. The cleanest sample matrix (standard mixtures in solvent) had 
TPRs ranging from 48-74%, TPRs for serum 2 ranged from 16-43%, and TPRs for house-dust 2 
ranging from 23-38%. 

 

 

Table 34: Summary table showing FPRs, calculated as "the number of incorrectly named 
compounds/the number of compounds now known to be in each mixture x 100”, for all 4 
(nano)ESI-DIMS assays combined. FPRs for standard mixtures, fortified and unfortified serum, 
and house-dust are shown. FPRs for the standards ranged from 254-879%, the FPR for serum 
2 fortification with standard mixture 5 was 956%, and the FPRs for house-dust 2 ranged from 
409-1694%, with FPRs for standard mixture 5 and 9 being spiked into house-dust 2 at 1679 
and 409%, respectively. 

 

 

 

Standard 1 56.8 13.7 18.9 28.4 28.4

Standard 2 57.9 15.8 15.8 24.2 23.2

Standard 3 63.2 21.1 24.2 28.4 31.6

Standard 4 61.1 11.9 28.1 20.0 30.3

Standard 5 66.3 11.6 43.2 22.1 37.9

Standard 6 47.7 13.4 17.3 22.2 28.2

Standard 7 48.4 13.7 23.2 17.9 26.3

Standard 8 70.7 17.5 17.8 25.5 27.9

Standard 9 73.7 14.2 22.2 22.5 38.4

Standard 10 72.4 17.8 21.6 27.0 28.1

Standards Serum 1 Serum 2 House-dust 1 House-dust 2

TRUE POSITIVES (%)

Standard 1 705.3 1101.1 981.1 1582.1 1688.4

Standard 2 769.5 1098.9 984.2 1586.3 1693.7

Standard 3 878.9 1093.7 975.8 1582.1 1685.3

Standard 4 522.2 560.5 485.4 807.0 851.4

Standard 5 868.4 1103.2 956.8 1588.4 1678.9

Standard 6 253.2 276.7 243.0 397.0 418.6

Standard 7 817.9 1101.1 976.8 1592.6 1690.5

Standard 8 272.3 272.6 242.5 393.7 418.9

Standard 9 269.9 275.9 238.1 396.7 408.5

Standard 10 429.7 554.6 491.9 800.0 853.5

Standards Serum 1 Serum 2 House-dust 1 House-dust 2

FALSE POSITIVES (%)
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3.2.5 PHASE II (UNBLINDED): Method Performance 
Revelation of sample compositions at Phase II experiments facilitated use of this knowledge 

to either apply modified analytical and/or computational approaches to the same samples 

and re-evaluate method performance. 

One strategy that could improve the effectiveness of (nano)ESI-DIMS methods is the use of 

smaller, more targeted databases for chemical annotation. A common reason for false 

positive annotation in (nano)ESI-DIMS studies is isomers, which cannot be differentiated 

using m/z measurements of the intact chemical alone. The presence of isomers in a database 

will always result in a single m/z being multiply annotated as the many isomers corresponding 

to this m/z, thereby increasing false positive annotation. The ToxCast database contains 4,462 

chemicals of which 1,570 chemicals could be matched by empirical formula to another 

chemical in the database and were therefore isomers. Moreover, m/z values with small 

differences (<5ppm) between them can be annotated as one another during database 

matching or form different ion forms that fall within a small enough mass error tolerance that 

they are annotated incorrectly. 

Therefore, during Phase II experiments, the focus was on reducing FP annotations for the 

standards, serum, and house-dust samples by reducing the search space through creating 

small databases containing only the chemicals revealed to be in each standard mixture. Data 

for all sample types were not re-acquired, only the annotation step was repeated using the 

10 small databases containing between 95-365 chemicals as per the revealed standard 

mixture compositions. Database matching was then only carried out by matching each 

standard mixture (and samples evaluated to determine which standard mixture had been 

spiked in carried out at Phase I experiments) against the corresponding database containing 

chemicals revealed to be in the standard mixture. TPRs and FPRs were then calculated as 

carried out at Phase I experiments (described in 3.2.3). 

 

3.2.5.1 Standard Mixtures 
TPRs for the four assays are shown in a Table 35. Using these smaller databases and 

comparing to Phase I results, the lowest TPRs increased for the polar positive, non-polar 

positive, and non-polar negative ion-mode assays (from 28 to 37%, 2 to 26% and 20 to 21%, 

respectively), whilst they decreased slightly for the polar negative assay (from 21 to 19%). The 
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highest TPRs for all assays also increased from 56 to 65%, 39-48%, 48 to 57%, and 42 to 50% 

for the polar positive, polar negative, non-polar positive and non-polar negative on mode 

assays, respectively. More importantly, the FPRs decreased dramatically.  

 

Table 35: Summary of the TPRs for 10 standard mixtures analysed using 4 (nano)ESI-DIMS 
assays. TPRs were calculated as "the number of correctly named compounds/the number of 
compounds now known to be in each mixture x 100”. These ranged from 37-65%, 19-48%, 
26-57% and 21-50% for the polar positive, polar negative, non-polar positive, and non-polar 
negative ion-mode assays, respectively. 

 

FPRs for all four assays annotated using smaller databases are shown in Table 36, and are 

much lower than FPRs achieved at Phase I, which ranged from 115-400%, 180-660%, 4-200% 

and 87-360% for the polar positive, polar negative, non-polar positive, and non-polar negative 

assays, respectively. 

 

Table 36: Summary of the FPRs for 10 standard mixtures analysed using 4 (nano)ESI-DIMS 
assays. FPRs were calculated as "the number of correctly named compounds/the number of 
compounds now known to be in each mixture x 100”. These ranged from 30-66%, 13-57%, 
14-58% and 13-54% for the polar positive, polar negative, non-polar positive, and non-polar 
negative ion-mode assays, respectively. 

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

Standard 1 65.3 32.6 47.4 36.8

Standard 2 63.2 34.7 56.8 35.8

Standard 3 61.1 38.9 46.3 40.0

Standard 4 50.8 43.2 44.3 43.2

Standard 5 50.5 48.4 47.4 43.2

Standard 6 42.5 22.7 33.2 27.1

Standard 7 36.8 29.5 38.9 31.6

Standard 8 59.5 28.2 51.5 38.9

Standard 9 56.4 45.5 51.0 47.9

Standard 10 38.4 19.5 25.8 21.4

TRUE POSITIVES (%)

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

Standard 1 34.7 15.8 29.5 34.7

Standard 2 41.1 29.5 33.7 23.2

Standard 3 37.9 40.0 28.4 27.4

Standard 4 32.4 28.1 23.2 38.9

Standard 5 43.2 56.8 25.3 53.7

Standard 6 51.2 21.6 38.4 44.1

Standard 7 66.3 35.8 57.9 49.5

Standard 8 30.4 12.6 26.8 27.1

Standard 9 30.4 34.5 29.0 37.8

Standard 10 45.2 14.0 14.2 13.4

FALSE POSITIVES (%)
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These results demonstrate the impact of reducing the search space during database 

matching. By removing isomers and irrelevant compounds from the database as was done 

creating these targeted databases, the likelihood of incorrect annotation is greatly reduced, 

whilst the chance of correct annotation is increased so long as the compound is detected and 

present within the database. However, reducing the search space in this manner is not easily 

achieved in NTA, where all chemical constituents in the environment or all metabolites within 

an organism are unknown. As such, databases are often created with a view to making them 

as comprehensive as achievable, which often means they are large and contain many isomers. 

Semi-targeted assays (397) attempt to alleviate this issue, mostly detecting all sample 

constituents, but importantly also focusing on a subset of expected analytes to confidently 

identify, often through MS2 fragmentation. Such a strategy can increase TPRs of annotation 

and identification.  

 

3.2.5.2 Fortified and Unfortified Serum 
In Phase II of ENTACT, it was revealed which of 2 serum samples was fortified and unfortified, 

and with which of the ten standard mixtures. TP and FP were still calculated for all standards 

to evaluate the impact of using smaller databases. Using the ten small, targeted databases 

created after sample compositions were revealed, TPRs and FPRs were calculated for serum 

1 and 2, assuming in sequence that each of ten standard mixtures had been spiked in. The 

same approach was used for the house-dust samples.  

TPRs for serum 1 and 2 are shown in Table 37. For serum 1, smaller minimum and maximum 

TPRs than at Phase I were achieved (Phase I TPRs ranged from 5-12%, 3-9%, 1-3% and 2-5%). 

For serum 2, the minimum and maximum TPRs generally increased (Table 37) with the use of 

the smaller databases., compared to 5-34%, 1-3%, 1-24% and 5-12% for the polar positive, 

polar negative, non-polar positive, and non-polar negative ion-mode assays, respectively, 

achieved at Phase I. Indeed, serum 2 was more easily concluded to have been fortified with 

standard mixture 5, which had the highest TPR for all assays. The largest TPRs increased when 

using the targeted databases compared to the larger ToxCast database (from 34%, 3%, 24% 

and 12% compared to 44%, 6%, 29% and 16% for the polar positive, polar negative, non-polar 

positive and non-polar negative ion-mode assays, respectively). The TPRs for the standard 
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mixtures that had not been spiked into each serum mixture decreased for both serum 1 and 

2. 

The FPRs for both serum 1 and 2 decreased significantly and are shown in Table 38. These 

were both lower than FPRs in Phase I, which were 160-630%, 128-518%, 63-254% and 54-

215% for serum 1 and 120-502%, 45-181%, 64-261% and 127-521% for serum 2 for the polar 

positive, polar negative, non-polar positive and non-polar negative ion-mode assays, 

respectively. The polar negative assay had no FP annotations for standards 4, 5 and 9, 

demonstrating how effective smaller databases can be at reducing the number of false 

annotations. There is a clear relationship between TPRs and FPRs. Looking for TP in samples 

where there are not any results in much higher FPRs. To demonstrate, serum 1 was known to 

be unfortified. The FPRs for this sample were observed to be much higher than those of the 

fortified sample (serum 2). 

Table 37: Summary of the TPRs for a fortified and unfortified serum sample analysed using 4 
(nano)ESI-DIMS assays. TPRs were calculated as "the number of correctly named 
compounds/the number of compounds now known to be in each mixture x 100”. For serum 
1, TPRs ranged from 3-7%, 3-7%, 0-2%, and 1-3% for the polar positive, polar negative, non-
polar positive and non-polar negative ion-mode assays, respectively. For serum 2, TPRs 
ranged from 1-44%, 0-6%, 0-29% and 1-16% for the polar positive, polar negative, non-polar 
positive and non-polar negative ion-mode assays, respectively. 

 

 

 

 

Standard 1 4.2 3.2 3.2 0.0 1.1 1.1 1.1 2.1

Standard 2 3.2 3.2 5.3 0.0 0.0 1.1 1.1 2.1

Standard 3 6.3 4.2 7.4 0.0 2.1 2.1 3.2 2.1

Standard 4 2.7 22.7 2.2 3.2 0.5 15.1 2.7 8.6

Standard 5 3.2 44.2 2.1 6.3 1.1 29.5 2.1 16.8

Standard 6 1.9 4.7 3.0 0.8 1.1 3.3 1.1 2.2

Standard 7 4.2 10.5 4.2 2.1 1.1 6.3 2.1 7.4

Standard 8 7.4 0.8 6.3 0.0 2.5 0.3 3.6 0.5

Standard 9 5.2 11.5 4.1 1.6 1.9 7.7 2.2 4.4

Standard 10 3.8 0.8 3.6 0.0 1.4 0.3 1.6 0.5

Serum 1 Serum 2 Serum 1 Serum 2 Serum 1 Serum 2 Serum 1 Serum 2

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

SERUM TRUE POSITIVES (%)
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Table 38: Summary of the FPRs for a fortified and unfortified serum sample analysed using 4 
(nano)ESI-DIMS assays. FPRs were calculated as "the number of incorrectly named 
compounds/the number of compounds now known to be in each mixture x 100”. Serum 1 
had FPRs of 85-353%, 81-332%, 35-141% and 39-163% for the polar positive, polar negative, 
non-polar positive, and non-polar negative ion-mode assays, respectively. Serum 2 had FPRs 
of 7-67%, 0-6%, 4-45% and 5-34% for the polar positive, polar negative, non-polar positive, 
and non-polar negative ion-mode assays, respectively. 

 

Using these smaller databases for annotation of xenobiotics in a complex serum matrix 

yielded results with lower FPRs and higher TPRs. The (nano)ESI-DIMS methods can therefore 

be successfully applied for the analysis of xenobiotics in a serum matrix only if smaller 

reference lists are used to minimise the number of false annotations. These methods were 

able to correctly determine that serum 2 had been spiked with standard mixture 5. 

 

3.2.5.3 Fortified and Unfortified House-dust 
TPRs for house-dust 1 and 2 are shown in  Table 39. These were lower than the TPRs obtained 

by matching against the larger ToxCast database (house-dust 1 TPRs at Phase I ranged from 

6-13%, 8-24%, 9-26% and 5-14%, and house-dust 2 were 7-21%, 8-23%, 4-12% and 9-14%, for 

the polar positive, polar negative, non-polar positive and non-polar negative ion-mode assays, 

respectively). The highest TPRs corresponded to house-dust 2 being fortified with either 

standard mixture 5 or 9.  

 

Standard 1 351.6 67.4 330.5 6.3 140.0 45.3 163.2 33.7

Standard 2 352.6 67.4 328.4 6.3 141.1 45.3 163.2 33.7

Standard 3 349.5 66.3 326.3 6.3 138.9 44.2 161.1 33.7

Standard 4 180.0 13.5 169.2 0.0 71.9 8.6 81.6 9.7

Standard 5 352.6 26.3 331.6 0.0 140.0 16.8 162.1 18.9

Standard 6 90.7 13.7 83.8 0.8 35.6 8.8 41.6 7.1

Standard 7 351.6 60.0 329.5 4.2 140.0 40.0 162.1 28.4

Standard 8 85.2 17.5 80.5 1.6 34.2 11.8 39.2 8.8

Standard 9 87.4 6.8 82.7 0.0 34.8 4.4 40.5 4.9

Standard 10 88.8 17.5 83.3 1.6 35.3 11.8 41.1 8.8

Serum 1 Serum 2 Serum 1 Serum 2 Serum 1 Serum 2 Serum 1 Serum 2

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

SERUM FALSE POSITIVES (%)
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Table 39: Summary of the TPRs for a fortified and unfortified house-dust sample analysed 
using 4 (nano)ESI-DIMS assays. TPRs were calculated as "the number of correctly named 
compounds/the number of compounds now known to be in each mixture x 100”. TPRs for 
house-dust 1 were 4-7%, 5-13%, 2-7% and 4-10% for the polar positive, polar negative, non-
polar positive and non-polar negative ion-mode assays, respectively. TP for house-dust 2 were 
1-28%, 1-26%, 1-16% and 1-26% for the polar positive, polar negative, non-polar positive and 
non-polar negative ion-mode assays, respectively. 

 

FPRs for house-dust 1 and 2 are shown in Table 40. These were lower than the FPRs observed 

in Phase I, (192-784%, 426-1694%, 512-2025% and 206-831% for house dust 1 and 199-

8299%, 428-1707%, 78-336% and 232-942% for house-dust 2), for the polar positive, polar 

negative, non-polar positive and non-polar negative ion-mode assays, respectively. It could 

not be confidently concluded from the TPRs of each assay if house-dust 2 was fortified with 

standard mixture 5 or 9, so these were both submitted as candidates. Standard mixture 5 was 

a subset of standard mixture 9, explaining the lack of differentiation between these two as 

likely the same analytes were detected. Regardless, this was an improvement from Phase I 

results, where it was unclear both which of the 2 house-dust samples had been fortified and 

with which standard mixture.  

Table 40: Summary of the FPRs for a fortified and unfortified house-dust sample analysed 

using 4 (nano)ESI-DIMS assays. FPRs were calculated as "the number of incorrectly named 

compounds/the number of compounds now known to be in each mixture x 100”. FPRs for 

both house-dust 1 and 2 were lower compared to Phase I experiments, ranging from 103-

429%, 247-995%, 53-223% and 136-555% and ranging from 6-122%, 32-217%, 4-71% and 

20-149% for house-dust 1 then 2, for the polar positive, polar negative, non-polar positive 

and non-polar negative assays, respectively. 

Standard 1 6.3 2.1 10.5 2.1 4.2 3.2 6.3 3.2

Standard 2 4.2 2.1 11.6 2.1 5.3 3.2 7.4 3.2

Standard 3 6.3 3.2 12.6 2.1 7.4 4.2 8.4 3.2

Standard 4 4.3 14.6 5.4 13.5 3.8 8.1 5.9 13.5

Standard 5 6.3 28.4 5.3 26.3 5.3 15.8 7.4 26.3

Standard 6 4.9 9.9 4.7 6.8 3.6 4.4 3.6 5.8

Standard 7 5.3 12.6 6.3 10.5 3.2 8.4 4.2 8.4

Standard 8 10.1 0.5 13.2 0.5 4.9 0.8 9.6 0.8

Standard 9 7.4 26.6 9.0 25.2 5.8 14.8 7.9 19.5

Standard 10 4.9 0.5 5.8 0.5 2.5 0.8 6.3 0.8

House-dust 1 House-dust 2 House-dust 1 House-dust 2 House-dust 1 House-dust 2 House-dust 1 House-dust 2

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

HOUSE-DUST TRUE POSITIVES (%)

Standard 1 427.4 122.1 989.5 216.8 222.1 70.5 552.6 149.5

Standard 2 429.5 122.1 988.4 216.8 221.1 70.5 551.6 149.5

Standard 3 427.4 121.1 987.4 216.8 218.9 69.5 550.5 149.5

Standard 4 218.4 49.2 508.1 98.9 112.4 29.7 281.1 64.9

Standard 5 427.4 95.8 994.7 192.6 221.1 57.9 551.6 126.3

Standard 6 107.9 22.5 255.6 50.1 55.3 14.8 141.9 34.0

Standard 7 428.4 111.6 993.7 208.4 223.2 65.3 554.7 144.2

Standard 8 102.7 31.8 247.1 56.4 54.0 18.4 135.9 38.9

Standard 9 105.5 5.8 251.2 31.8 53.2 4.4 137.5 20.3

Standard 10 107.9 31.8 254.5 56.4 56.4 18.4 139.2 38.9

House-dust 1 House-dust 2 House-dust 1 House-dust 2 House-dust 1 House-dust 2 House-dust 1 House-dust 2

Polar Positive Polar Negative Non-polar Positive Non-polar Negative

HOUSE-DUST FALSE POSITIVES (%)
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Using the (nano)ESI-DIMS methods, xenobiotics could successfully be annotated in a house-

dust matrix only if smaller reference lists were used to reduce false positive annotation. These 

methods successfully determined that house-dust 2 had been spiked. Although it could not 

be determined with certainty if house-dust 2 had been spiked with standard mixture 5 or 9, 

the results still accurately posited the correct standard mixture spiked in (standard mixture 9) 

as one of two options.  

 

3.2.6 Phase II (UNBLINDED): Summary 
All 4 assay annotations for each of the different sample types were combined, showing a 

gradual decrease in TPRs with an increase in sample matrix complexity. 

The TPRs for all samples are shown in  

Table 41 and FPRs are shown in Table 42.  For the clean solvent matrix, only 2 standard 

mixtures (6 and 7) had TPRs below 50%. The other standard mixtures had TPRs greater than 

72%. FPRs were significantly lower using the smaller reference lists at Phase II of ENTACT 

experiments. (nano)ESI-DIMS methods can be applied more confidently for the analysis of 

xenobiotics in a clean matrix, offering higher TPRs and lower FPRs. 

For the serum samples, the highest TPR corresponding to serum 2 being spiked with standard 

mixture 5. FPRs for serum 2 were also significantly reduced by using the smaller reference 

lists at Phase II of ENTACT experiments. Indeed, the FPR for standard mixture 5 being spiked 

into serum 2 was only 2%. When small reference lists are used for analysis of xenobiotics in a 

serum matrix, higher TPRs are yielded alongside significantly lower FPRs. The conclusion that 

serum 2 was fortified with standard mixture 5 was correct, thus (nano)ESI-DIMS methods can 

be applied successfully for the analysis of xenobiotics in this sample type if efforts to filter or 

reduce false positive annotations, such as the use of smaller databases, are employed. 

Considered efforts are required to assert how best to achieve these smaller databases in NTA. 

For the house-dust samples, the highest TPR corresponded to house-dust 2 being fortified 

with standard mixture 5. The conclusion that house-dust 2 was fortified with standard mixture 

5 was incorrect. House-dust 2 was in-fact fortified with standard mixture 9. It was noted that 

the second highest TPR for house-dust 2 fortification was with standard mixture 9. Moreover, 

standard mixture 5 was a subset of standard mixture 9 but containing less analytes in total. 

This explains why it yielded a higher true positive rate than the correct standard mixture 9. 



170 
 

House-dust samples can therefore still be analysed using (nano)ESI-DIMS methods, but even 

the use of smaller reference lists can still yield incorrect results. It is important to note that 

the correct result was a candidate, and thus these methods can be used to screen through 

large lists of chemicals and offer some potential candidates of interest.  

FPRs for house-dust 2 ranged from 2-186%. Interestingly, the lowest FPR corresponded to 

house-dust 2 being fortified with standard mixture 9. This suggests that in very complex 

sample matrices, analytes of interest can suppress detection of matrix components, and 

numbers of false positive annotation can be informative in determining which samples 

contain real analytes. This was supported by serum 2 data, with a low FPR corresponding 

correctly to standard mixture 5 being spiked into serum 2 at 2%. Indeed, if a low FPR was 

considered to guide determination of which of the 2 standard mixtures, 5 or 9, had been 

spiked into house-dust 2, then the correct answer (standard mixture 9) is arrived at.  

Both standard mixtures 5 and 9, which had been spiked into serum 2 and house-dust 2, 

respectively, had TPRs of 83% in a clean solvent matrix. The TPR for standard 5 decreased 

when it was spiked into serum 2 to 62%. The TPR for standard 9 decreased when it was spiked 

into house-dust 2 to 48%. FPRs for each sample type showed a similar trend. For the 

standards, they ranged from 0-24%, increasing to a range of 1-60% for serum 2, and even 

further to a range of 2-168% for house-dust 2. 

 

Table 41: Summary table showing TPRs, calculated as "the number of correctly named 

compounds/the number of compounds now known to be in each mixture x 100”, for all 4 

(nano)ESI-DIMS assays combined. TPRs for standard mixtures, fortified and unfortified serum, 

and house-dust are shown. TPRs for the standards ranged from 53-83%, TPRs for combined 

assays for serum 2 ranged from 2-62%, and The TPR for house-dust 2 ranged from 2-54%.  

Standard 1 75.8 6.3 4.2 15.8 4.2

Standard 2 72.6 8.4 4.2 16.8 4.2

Standard 3 77.9 12.6 5.3 15.8 5.3

Standard 4 78.4 6.5 31.9 11.9 27.6

Standard 5 83.2 6.3 62.1 14.7 53.7

Standard 6 52.6 6.0 7.1 9.9 14.8

Standard 7 54.7 7.4 16.8 10.5 22.1

Standard 8 78.6 15.3 1.1 20.0 1.1

Standard 9 83.0 10.1 16.2 16.7 47.7

Standard 10 80.0 14.6 2.2 21.6 2.2

Standards Serum 1 Serum 2 House-dust 1 House-dust 2

TRUE POSITIVES (%)
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Table 42: Summary table showing FPRs, calculated as "the number of incorrectly named 
compounds/the number of compounds now known to be in each mixture x 100”, for all 4 
(nano)ESI-DIMS assays combined. FPRs for standard mixtures, fortified and unfortified serum, 
and house-dust are shown. FPRs for the standard mixtures ranged from 0-24%, FPRs for serum 
2 ranged from 1-60%, and FPRs for house-dust 2 ranged from 2-186%. 

 

Using smaller reference lists increased TPRs and decreased FPRs for each sample type. 

Furthermore, using low FPRs to indicate presence of real analytes in a dataset can be valuable 

if correspondingly high TPRs for the same sample type exist.  (nano)ESI-DIMS assays can 

successfully be applied for the non-targeted analysis of xenobiotics in a clean matrix using a 

larger reference list, but analysis of xenobiotics in more chemically complex sample matrices 

such as serum and house-dust requires the use of smaller reference lists, which greatly 

improve the TPR whilst decreasing the FPR. Moreover, these methods revealed that lower 

TPRs are achieved for low purity samples such as standard mixture 6, likely due to ion 

suppression.  

 

3.3 Conclusions 
Ten standard mixtures and fortified and unfortified serum and house-dust samples, were 

analysed using four polar and non-polar, positive and negative (nano)ESI-DIMS datasets as 

part of a ring trial called the US-EPA’s non-targeted analysis collaborative trial (ENTACT). The 

samples were each fortified with a different standard mixture. The experiment was carried 

out in two phases. At Phase I, sample compositions, including which of each pair of samples 

was fortified and with which standard mixture, were unknown to the analyst, and annotation 

of xenobiotics was carried out against the ToxCast library with 4,462 chemicals. N.B. the 

sample constituents were known to be present in this library, alongside other chemicals that 

Standard 1 1.1 664.2 60.0 948.4 186.3

Standard 2 0.0 662.1 60.0 947.4 186.3

Standard 3 1.1 657.9 58.9 948.4 185.3

Standard 4 1.1 337.8 1.1 483.2 70.3

Standard 5 2.1 664.2 2.1 949.5 136.8

Standard 6 20.0 168.5 9.6 241.1 34.8

Standard 7 24.2 663.2 47.4 953.7 168.4

Standard 8 0.5 159.2 15.6 231.0 48.5

Standard 9 2.5 164.4 0.5 234.2 1.9

Standard 10 0.0 329.7 30.8 473.5 95.7

Standards Serum 1 Serum 2 House-dust 1 House-dust 2

FALSE POSITIVES (%)
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were not present in the samples. At Phase II, sample compositions were revealed, and small 

databases containing only the chemicals revealed to be in each standard mixture were 

created, and annotation of the four (nano)ESI-DIMS datasets repeated, this time against these 

much smaller databases. The objectives of this research were to evaluate how well these 

methods performed at detecting xenobiotics in increasingly more complex sample matrixes. 

To assess method performance, TPRs and FPRs for each sample type were calculated for the 

standard mixtures, fortified and unfortified serum and house-dust samples. Method 

performance was also evaluated by assessing how effectively (nano)ESI-DIMS methods could 

determine which of two serum and house-dust samples had been fortified, and with which 

ENTACT standard mixture. 

At Phase I experiments, TPRs for the standard mixtures ranged from 48-74% FPRs ranged from 

253-879%. Phase I results for the serum samples successfully pointed to serum 2 being 

fortified with standard mixture 5 (43% TPR, 956% FPR). Phase I results for the house-dust 

samples could not successfully suggest which standard mixture had been spiked and into 

which of the 2 house-dust samples. At Phase II, the standard mixtures had higher TPRs relative 

to Phase I results, ranging from 53-83%. The FPRs were significantly lower, ranging from 0-

24%. Phase II results for the serum correctly suggested standard mixture 5 was spiked into 

serum 2, with a TPR of 62% and a FPR of only 2%. Indeed, it appeared that when using small 

reference lists, a low FPR alongside a high TPR can improve accuracy of results. This was 

demonstrated with the house-dust samples. Phase II results for the house-dust samples 

incorrectly suggested that standard mixture 5 had been spiked into house-dust 2 when only 

TP were considered. However, when FP were also considered, then standard mixture 9 could 

correctly be concluded to have been spiked into house-dust 2. The TPR for house-dust 2 

fortification with standard mixture 9 was 48% and the FPR was only 2%. By contrast, the TPR 

for house-dust 2 fortification with standard mixture 5 was 54% but the FPR was 137%.  

These methods can be applied with varying levels of success depending on sample complexity 

and data processing strategies, specifically the use of large or small reference lists. Phase I 

results, which used a large reference list containing 4,462 chemicals, demonstrated that 

chemicals can successfully be detected in a clean matrix with high TPRs, but confidence in 

results are lowered by antagonistically high FPRs. The ToxCast database contains 4,462 

chemicals of which 1,570 chemicals could be matched by empirical formula to another 
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chemical in the database and were therefore isomers. Moreover, m/z values with small 

differences (<5ppm) between them can be annotated as one another during database 

matching or form different ion forms that fall within a small enough mass error tolerance that 

they are annotated incorrectly. Consequently, increasing sample complexity decreased the 

TPRs achieved and further increased the already high FPRs. Detecting xenobiotics in a serum 

matrix is possible but use of alternative methods that offer less ambiguous results is 

recommended when using large reference lists, which often contain isomers, for annotation. 

Detection of xenobiotics in a house-dust matrix is not possible with a high level of confidence 

and offers the highest FP annotations. The use of smaller reference lists in Phase II both 

increased TPRs and decreased FPRs. Moreover, an apparent relationship between TPR and 

FPR was observed. Given the database searched was not large, a low FPR alongside a high TPR 

improved accuracy of results, accurately determining the standard mixture fortified into the 

serum and house-dust matrices. Indeed, this strategy allowed successful screening of 

xenobiotics in a house-dust matrix. Unfortunately, most NTA have no knowledge of which 

analytes to expect in their samples, and thus cannot calculate TPR and FPR. However, some 

strategies for estimating the false discovery rate in metabolite annotation and identification 

are under development in metabolomics, such as the target-decoy strategy for estimating 

false discovery (398–402).  

Data presented in this chapter demonstrate the advantages and disadvantages of (nano)ESI-

DIMS methods, which offer faster analysis times (a maximum of ca. 20 minutes per sample) 

than the more established hyphenated mass spectrometry methods, which can take over an 

hour per sample, making it suitable as a high throughput screening (HTS) approach (216). It 

has, however, been demonstrated that electrospray instability, which can be caused by 

improper or inadequate sample preparation, can increase acquisition times whilst the C-trap 

collects sufficient ion counts, and can indeed exclude certain sample types from analysis, as 

was observed with the wrist-band extracts which could not reproducibly be analysed using 

(nano)ESI-DIMS methods. 

The lack of separation comes at an exceedingly high cost. Isobars and isomers are impossible 

to distinguish, FPRs are significantly higher and ion suppression is a challenge. This means that 

all putative results require confirmation using a hyphenated mass spectrometry method 

(separation using liquid or gas chromatography, capillary electrophoresis, ion mobility or 
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supercritical fluid chromatography). This requires two separate analyses to be employed, 

which can increase cost and weakens the advantage of a fast analysis time.  More complex 

sample matrices compound the problem as greater numbers of ions are detected. The use of 

overlapping SIM windows partially counters this issue by only observing segments of the full 

mass range at a time, whilst employing the highest possible mass resolution helps to 

distinguish isotopes and molecules with very similar masses. Isotope abundances have been 

reported to be a useful companion for low mass error tolerance databases matching, reducing 

>95% of elemental composition candidates during database matching (403).  

Finally, data processing strategies can vastly influence the number of annotation hits against 

each observed m/z peak. Isotopic peak patterns can help to discern real features from the 

background, and smaller reference lists can decrease the number of FP. Construction of 

smaller reference lists is highly recommended. However, for NTA, which aim to detect and 

annotate many thousands of known unknowns, this is a tall order. Construction of smaller 

reference lists requires comprehensive information about sample compositions, which is 

seldom available. Great efforts have gone into creating more specific databases. For example, 

clinical metabolomics studies use databases such as the Human Metabolome Database (74), 

whilst exposomics studies have access to the BloodExposome database (404). However, both 

these still contain large numbers of compounds in them (~114 000 and ~66,000 respectively). 

Small databases used in the Phase II work presented herein were tiny in comparison, ranging 

from 95-365 compounds in each. The use of databases this small is a real-life study is not 

feasible, and if information about sample compositions is known in this much detail, then TA 

are more appropriate. This brings into question just how appropriate (nano)ESI-DIMS analysis 

of xenobiotics in serum and house-dust matrices is. Indeed, without the use of very small 

reference lists, these methods cannot be applied successfully for the analysis of xenobiotics, 

whilst in reality very small reference lists are not feasible to construct. However, these 

methods can be used for screening against very large databases to provide smaller suspect 

lists that can be used for more accurate annotation, particularly since it has been shown that 

smaller databases improve TPRs of annotation. 

Analysis of xenobiotics in complex sample matrices is not recommended using only (nano)ESI-

DIMS methods. Rather, hyphenated mass spectrometry methods can, in principle, offer much 

more useful results, with lower FP and higher confidence in results by using additional 
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information (e.g., RT data) and U(H)PLC-MS is recommended for the analysis of xenobiotics 

in complex sample matrices. However, use of instruments with higher resolution, such as 

some newer Orbitrap (Fusion, IDX, and Exploris480) instruments which offer resolutions of up 

to 1 million, could greatly improve the performance of (nano)ESI-DIMS methods, although 

isomers would remain a challenge. Indeed, the next chapter will perform the same types of 

investigations, using the same samples, but using U(H)PLC-MS methods instead, to determine 

how well these methods perform at analysing xenobiotics in solutions and complex samples.  
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4 CHAPTER 4: Assessing the Performance of U(H)PLC-MS During the 

Non-targeted Analysis of Xenobiotics in Different Matrices as Part 

of the US-EPA’s Non-Targeted Analysis Collaborative Trial (ENTACT) 
Abstract 

It has been shown that nano-electrospray ionisation direct infusion mass spectrometry 

((nano)ESI-DIMS) can be applied for the analysis of xenobiotics but yields high false positive 

rates (FPRs). Ultra-high performance liquid chromatography-mass spectrometry (U(H)PLC-

MS) is the most applied analytical method in untargeted metabolomics and offers additional 

retention time (RT) information that may reduce FPRs. We participated in a ring trial to 

determine if in-house U(H)PLC-MS metabolomics methods can be used to screen for 

xenobiotics, with the aim to show that additional RT information can vastly reduce FPRs 

relative to (nano)ESI-DIMS. 

Four U(H)PLC-MS methods (aqueous C18 reversed phase and HILIC positive and negative ion- 

modes) were applied for analysis of ten xenobiotic mixtures in DMSO, and fortified and 

unfortified serum, house-dust, and wrist-band matrices. Experiments were in two Phases. At 

Phase I, sample compositions were unrevealed and data annotation used a large suspect 

screening list containing 4,462 chemicals. At Phase II, sample compositions were revealed, 

and therefore RT databases created to aid annotation.  

At Phase I, standard mixtures yielded TPRs of up to 94% which declined in the more complex 

matrices, albeit still above 75%, far outperforming the (nano)ESI-DIMS methods. However, 

the FPRs were high (up to 3,500%), even higher than those achieved for the (nano)ESI-DIMS 

methods at Phase I (up to ~1,700% for the complex sample matrices). 

At Phase II, the coverage of the RT databases created was only ~50%, limited by a lack of 

reproducible detection of some chemicals. Relative to Phase I experiments, TPRs and FPRs for 

both the clean and complex matrices decreased when RT databases were used. The U(H)PLC-

MS metabolomics methods could be successfully applied for the analysis of xenobiotics. 

However, relative to the (nano)ESI-DIMS methods, the FPRs were much lower due to the 

addition of RT information. Such additional data serves as a great advantage and is 

recommended to be collected and used for NTA where possible.  
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4.1 Introduction 
The challenges of chemical pollution and strategies for measuring environmental chemical 

pollution have been introduced and discussed (see sections 1.3, 1.3.1, and 3.1). Indeed, non-

targeted analyses (NTA) are increasingly applied for measuring xenobiotics in the 

environment (see sections 1.4 and 3.1). With this increased application has come a realisation 

that these methods’ performances have not been sufficiently evaluated. Indeed, the chemical 

coverage of these methods is yet uncharacterised, whilst it is also unknown how reproducibly 

these methods detect chemicals. To fill this gap in knowledge, a ring trail, introduced 

extensively in 3.1, was designed by the US Environmental Protection Agency (EPA). The 

University of Birmingham metabolomics team participated in the ring trial, whose objectives 

were to characterise the performance of NTA when analysing xenobiotics in various matrices. 

The genesis, experimental design, and objectives of this ring trial, called EPA’s non-targeted 

analysis collaborative trial (ENTACT) have already been introduced in Chapter 3 (section 3). 

This chapter is a continuation of the ENTACT project. In Chapter 3, (nano)ESI-DIMS methods 

were applied for the analysis of xenobiotics in matrices of varying levels of complexity. This 

chapter will be report identical experiments as those in chapter 3 but will instead apply 

U(H)PLC-MS methods to analyse the same samples.  

Specific research goals are detailed below: 

In each of four U(H)PLC-MS assays, using the putative annotation of chemicals based on m/z 

only in each standard mixture, serum, house-dust, and wrist-band extract, matched against 

the 4,462 ToxCast chemicals reference list: 

1. Of the putatively annotated chemicals, how many were correct (true positives (TP) or 

true positive rate (TPR))? 

2. Of the putatively annotated chemicals, how many were incorrect (false positives (FP) 

or false positive rate (FPR))? 

3. Can U(H)PLC-MS methods be used to determine which of each pair of reference 

material extracts (serum 1 and 2, house-dust 1 and 2 and wristband 1 and 2), was 

spiked with one of the 10 standard mixtures? 

4. Can U(H)PLC-MS methods be used to determine with which of the 10 standard 

mixtures each sample was fortified with? 
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5. For each of the four U(H)PLC-MS assays, comparing TP and FP for simple vs 

increasingly more complex sample matrices (i.e., standards in DMSO vs serum, house-

dust then wrist-band extracts), is there a relationship between the number of TP 

annotations and sample complexity? 

6. Comparing TP and FP of Phase I and Phase II results (very large vs very small databases, 

and with and without retention time (RT) information), is there a relationship between 

the number of TP annotations, the size of the databases searched and the use of RT 

data? 
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4.2 Results and Discussion 
Ten standard mixtures, each with between 95-365 compounds, were analysed using four 

U(H)PLC-MS assays (HILIC and aqueous C18 reversed phase (aqRP C18) positive and negative 

ion-modes) as part of ENTACT Phase I experiments. The ten standard mixtures were 

annotated against the ToxCast reference list containing 4,462 chemicals using MS1 data. 

Annotation carried out at this Phase I stage did not use RT data as this was the blinded phase 

and RT data was not available. Method performance was evaluated after sample 

compositions were revealed at Phase II of ENTACT experiments by calculating TPRs and FPRs 

for each standard mixture. TPRs and FPRs were calculated as described in 2.2.13, and 

annotation was carried out as described in 2.3.8. 

Two serum, house-dust, and wristband samples, one fortified and one unfortified, henceforth 

referred to as serum, house-dust, and wristband 1 and 2, were analysed using four U(H)PLC-

MS assays (HILIC and aqRP C18 positive and negative ion-mode assays) and annotated by 

matching against the ToxCast library containing 4,462 chemicals. During Phase I experiments, 

it was unknown which of each pair of samples was fortified and with which of the ten standard 

mixtures. TPRs and FPRs were calculated, sequentially assuming each of ten standard 

mixtures had been spiked first into sample 1 and then into sample 2. To determine which 

sample was fortified, TPRs were considered, assuming that where a real fortification had been 

made TPRs would be higher than when a fortification had not been made. Retention time 

information was not used for annotations in Phase I experiments. 

TPRs and FPRs were calculated as described in 2.2.13. TPRs and FPRs were calculated only 

after sample compositions were revealed at Phase II of ENTACT experiments. Method 

performance was evaluated by considering if the method was able to determine which serum 

sample was fortified, and with which standard mixture. Results for each sample type are 

presented below.  
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4.2.1 PHASE I (Blinded): Method Performance 

4.2.1.1 Standard Mixtures 
TPRs for the standard mixtures are shown in  Table 43. Generally, the aqRP C18 assays 

performed better than the HILIC assays, yielding higher TPRs. Standard mixtures 6 and 7 had 

very few or no correct annotations for all assays. It was observed that standard 7 was a subset 

of standard 6. All 95 compounds found in standard 7 were also found in standard 6, which 

also had 270 other compounds for a total of 365 compounds. To investigate why these 2 

standard mixtures had very low or no TP annotations, the number of peaks appearing in 3 out 

of 3 MS1 technical replicates for each standard mixture were calculated. It was found that 

standard mixture 6, which had 365 sample constituents always had the highest number of 

peaks detected, whilst standard mixture 7, which had 95 chemical constituents, always had 

one of the lowest peak counts detected (Table 44).  
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Table 43: TPRs for the aqueous C18 reversed phase positive and negative ion-modes, and the 

HILIC positive and negative ion-modes, ranging from 0-81%, 0-47%, 0-41%, and 0-35%, 

respectively.  

 

 

Table 44: Peak counts are shown for 10 standard mixtures analysed using 4 U(H)PLC-MS 
assays. Peak counts shown here are those appearing in 3 out of 3 MS1 injections of each 
standard mixture. Standard mixture 6 has the highest peak counts for all 4 assays, whilst 
standard mixture 7 has one of the lowest peak counts for all 4 assays. High peak counts are 
highlighted in peach/pink whilst relatively low peak counts are highlighted in green. It has 
been reported that these 2 standard mixtures were designed to be more challenging, 
comprising isomers, isobars, and low molecular weight compounds (405). It is not further 
investigated why the TPRs were low as this was likely due to lack of selectivity and specificity 
for these purposefully challenging mixtures. 

 

 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 54.7 17.9 23.2 23.2

Standard 2 80.0 31.6 38.9 34.7

Standard 3 70.5 35.8 34.7 25.3

Standard 4 35.7 21.6 17.3 16.2

Standard 5 73.7 32.6 40.0 34.7

Standard 6 1.1 1.1 0.3 0.8

Standard 7 0.0 0.0 0.0 0.0

Standard 8 81.1 20.5 41.1 30.1

Standard 9 61.4 46.6 29.3 22.7

Standard 10 40.3 20.3 23.6 17.5

TRUE POSITIVES (%)
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It was reported in a recent publication that standard mixtures 6 and 7 had been designed to 

be more challenging (see Figure 24) (405). Standard mixture 6 was a low purity mixture whilst 

standard mixture 7 contained only isobaric analytes. For standard mixture 6, the high peak 

count was a result of the low purity of the mixture. As such, the mixture components were 

likely not detected due to ion suppression, or the few that were detected were then 

incorrectly annotated due to the impurity of the mixture. For standard mixture 7, the low 

peak count could be lack of sufficient chromatographic resolution of isobaric analytes. Ion 

suppression due to lack of chromatographic resolution of isomers and isobars and due to co-

eluting contaminants is supported by the fact that TPRs were lowest for these same standard 

mixtures when the nano(ESI)-DIMS methods were applied (48 and 50% respectively). 

However, the chemicals were detected. The (nano)ESI-DIMS methods offer increased 

sensitivity, whilst data were collected in SIM windows to further reduce ion suppression. 

Detection of chemicals in standard mixtures 6 and 7 using the more sensitive (nano)ESI-DIMS 

methods strongly suggests that ionisation suppression occurred here, impeding detection 

when applying the less sensitive U(H)PLC-MS methods. Method optimisation, such as altering 

the solvent gradient, is required to improve chromatographic resolution.  

 

Figure 24: The ten ENTACT standard mixtures are listed. Standard mixture 6 was a mixture of 
low purity, whilst standard mixture 7 contained all isobaric analytes.  



183 
 

FPRs for the standard mixtures are shown in Table 45. The maximum FPRs observed for the 

aqRP C18 assays were twice as large as those observed for the HILIC assays. Large peak lists 

can complicate the annotation process. In particular, the more peaks detected in an assay, 

the greater the importance of selecting appropriate annotation parameters such as RT 

alignment and mass error tolerance. As such, mis annotation is more likely to occur when 

peak matrices are larger. Indeed, the aqRP C18 positive ion-mode assay yielded four times as 

many features for annotation as the HILIC positive ion-mode assay, likely because more 

analytes ionised in this ion-mode (Table 46). The higher number of detected features also 

partially explains the higher TPRs observed for the aqRP C18 (Table 43), simply suggesting that 

more chemicals within the mixtures were detected using this assay.  

The number of features for the aqRP C18 assays may seem uncharacteristically large. However, 

this can be explained. Ten standard mixtures were analysed using each assay, and then 

processed simultaneously. Although there is some overlap between each standard mixture, 

there were also multiple standard mixtures that contained unique chemicals. As a result, 

processing these ten standard mixtures together yielded multiple missing values, and a very 

long peak list for each assay. Additionally, a SNR of 3 was applied during data processing, as 

such some noise peak may also have been present.  

 

 

Table 45: FPRs for the aqueous C18 reversed phase positive and negative ion-modes, and the 
HILIC positive and negative ion-modes, ranging from 811-2081%, 236-1355%, 166-517%, and 
161-691%, respectively.  

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 1845.3 820.0 498.9 690.5

Standard 2 1734.7 697.9 461.1 642.1

Standard 3 1918.9 1354.7 452.6 589.5

Standard 4 1475.7 874.6 267.0 498.4

Standard 5 1826.3 851.6 386.3 693.7

Standard 6 1411.5 682.2 240.8 327.1

Standard 7 2081.1 854.7 516.8 611.6

Standard 8 1010.4 236.2 180.8 192.6

Standard 9 1186.6 679.2 224.1 207.1

Standard 10 810.7 286.6 165.5 160.5

FALSE POSITIVES (%)
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Table 46: The number of features submitted for annotation, after XCMS processing and 
filtering is shown. The aqueous C18 reversed phase positive ion-mode had 4 times as many 
features as the HILIC assays, whilst the aqueous C18 reversed phase negative ion-mode assay 
had ~twice as many features as the HILIC assays.  

 

4.2.1.2 Fortified and Unfortified Serum  
TPRs for serum 1 are shown in Table 47. The highest TPRs for the aqRP C18 assays suggested 

standard mixture 5 was applied for serum fortification. For the HILIC positive ion-mode, the 

highest TPR was for standard mixture 3, whilst for the HILIC negative ion-mode it was for 

standard mixture 2 and 5. However, TPRs were generally low, casting doubt on serum 1 being 

fortified. Moreover, the varying outcomes for the highest TPRs further cast doubt on whether 

serum 1 had been fortified, since it was known that only one standard mixture had been 

spiked into the samples. 

TPRs for serum 2 are shown in Table 48. The maximum TPRs for each assay were immediately 

observed to be higher than those for serum 1, suggesting that serum 2 had been fortified. The 

highest TPRs were observed for standard mixture 5 suggesting that this standard mixture had 

been applied for fortification of serum 2.  

 

 

AqRP_Pos AqRP_Neg HILIC_POS HILIC_NEG

Standards 80413 51335 20925 19408

Serum 80784 52427 21001 19577

House-dust 81139 52744 21089 19574

Wrist-band 80451 51992 20880 19515
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Table 47: TPRs calculated to test if serum 1 had been fortified and with which of ten standard 
mixtures. TPRs ranged from 0-16%, 0-18%, 0-8%, and 0-11% for the aqueous C18 reversed 
phase positive and negative ion-modes, and the HILIC positive and negative ion-modes, 
respectively. The maximum TPRs for the aqueous C18 reversed phase assays suggested that 
standard mixture 5 had been spiked into serum 1. However, the HILIC positive ion-mode assay 
had the highest TPR for standard mixture 3 whilst the HILIC negative ion-mode assay had the 
highest TPR for standard mixtures 2 and 5. The low TPRs and the varying conclusions from the 
different assays suggested that serum 1 had not been fortified.  

 

 

Table 48: TPRs wwre calculated to test if serum 2 had been fortified and with which standard 
mixture. These ranged from 0-52%, 0-25%, 0-24% and 0-31% for the aqueous C18 reversed 
phase positive and negative ion-modes, and the HILIC positive and negative ion-modes, 
respectively. Not only were the maximum TPRs for serum 2 immediately noted to be higher 
than serum 1, but all 4 assays had the highest TPRs for standard mixture 5, suggesting that 
serum 2 had been fortified with standard mixture 5.  

 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 9.5 14.7 3.2 9.5

Standard 2 8.4 10.5 5.3 10.5

Standard 3 8.4 15.8 8.4 8.4

Standard 4 3.2 4.9 3.2 4.3

Standard 5 15.8 17.9 3.2 10.5

Standard 6 0.8 0.8 0.3 0.3

Standard 7 0.0 0.0 0.0 0.0

Standard 8 9.0 7.1 3.3 6.6

Standard 9 8.5 6.6 2.5 6.3

Standard 10 3.8 4.7 2.2 3.3

TRUE POSITIVES (%)

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 20.0 13.7 6.3 11.6

Standard 2 11.6 7.4 8.4 13.7

Standard 3 7.4 14.7 8.4 8.4

Standard 4 3.8 4.3 3.2 5.4

Standard 5 51.6 25.3 24.2 30.5

Standard 6 1.1 0.8 0.3 0.8

Standard 7 0.0 0.0 0.0 0.0

Standard 8 11.2 5.5 5.5 8.5

Standard 9 9.9 6.6 3.6 8.2

Standard 10 6.8 4.4 3.3 4.9

TRUE POSITIVES (%)
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The experimental design for this ring trial stated that only one standard mixture had been 

spiked into one of the serum samples. Therefore, the TP annotations observed for all 10 

standard mixtures highlight that the annotation of isomeric chemicals could be a significant 

problem. Without chromatographic resolution and resultant RT data to differentiate them, 

annotation of U(H)PLC-MS data relies solely on annotation applying m/z data only, thus 

isomers cannot be differentiated from one another. Compounding the issue is the fact that 

many isomers can often not be resolved chromatographically anyway, requiring methods 

such as different stationary phases to fully resolve them (407). The presence of “TPs” in both 

serum samples demonstrates the challenges of isomers in NTA. Figure 25 shows detection of 

diethylstilbestrol dipropionate (DTXSID7047146) found in standard mixture 1 in a clean 

solvent matrix. This chemical has a chemical formula of C24H28O4 and a monoisotopic mass of 

380.1988. A peak with the same RT and mass (detected in its protonated form) is detected in 

serum 1, and therefore annotated as diethylstilbestrol dipropionate (DTXSID7047146) (Figure 

26). However, results suggest that serum 1 was not fortified. This annotation, marked as a TP, 

is therefore incorrect and demonstrates how isomers cannot be differentiated my m/z alone. 

Chromatographic separation is required, but even when chromatography is applied, 

resolution of two or more isomers may sometimes not be achieved. Moreover, RT 

knowledgebases are unavailable or are incomplete because chemical standards for all 

possible chemicals present may not be available to purchase or the cost makes it prohibitive 

to buy.  

 

Figure 25: Extracted ion chromatogram (EIC) and mass spectrum for diethylstilbestrol 
dipropionate (DTXSID7047146) found in standard mixture 1 in a clean solvent matrix. This 
chemical has a chemical formula of C24H28O4 and a monoisotopic mass of 380.1988.  
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Figure 26: Diethylstilbestrol dipropionate (DTXSID7047146) was annotated in serum 1, a 
sample suspected to not have been fortified with any chemicals. A search of matching 
molecular formulae found 9 biological isomers of this chemical in HMDB that could be found 
in serum. Two are shown as examples here (gancaonin and conferone). This poses a challenge 
for the analysis of xenobiotics in biological matrices. 

 

FPRs for serum 1 and 2 are shown in Table 49 and Table 50. FPRs for serum 2, which was 

fortified, were slightly higher than for the unfortified serum 1. Nonetheless, the U(H)PLC-MS 

assays could successfully be applied for the analysis of xenobiotics in a serum matrix using a 

reference list of 4,462 chemicals and without using any RT data applied during the annotation 

process, correctly determining that serum 2 had been fortified with standard mixture 5. 

 

Table 49: FPRs for serum 1 ranged from 185-744%, 196-778%, 117-462%, and 149-588% for 
the aqueous C18 reversed phase positive and negative ion-modes, and the HILIC positive and 
negative ion-modes, respectively. 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 734.7 763.2 458.9 587.4

Standard 2 735.8 767.4 456.8 586.3

Standard 3 735.8 762.1 453.7 588.4

Standard 4 378.9 394.6 234.1 302.2

Standard 5 728.4 760.0 458.9 586.3

Standard 6 192.9 201.6 120.0 155.1

Standard 7 744.2 777.9 462.1 596.8

Standard 8 184.7 195.3 117.0 148.8

Standard 9 185.2 195.9 117.8 149.0

Standard 10 189.9 197.8 118.1 152.1

FALSE POSITIVES (%)
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Table 50: FPRs for serum 2 ranged from 233-940%, 197-783%, 136-545%, and 207-818% for 
the aqueous C18 reversed phase positive and negative ion-modes, and the HILIC positive and 
negative ion-modes, respectively. These were slightly higher than those observed for serum 
1. 

 

4.2.1.3 Fortified and Unfortified House-dust 
TPRs for house-dust 1 are shown in Table 51. The maximum TPRs for the aqRP C18 assays were 

for standard mixture 5. The maximum TPR for the HILIC positive ion-mode was also for 

standard mixture 5 but was standard mixture 2 for the HILIC negative ion-mode assay. The 

TPRs were sufficiently high to not immediately discount house-dust 1 as having been fortified. 

However, the highest TPRs for the four assays did not at all suggest a single standard mixture 

as the fortifier. It was unclear if house-dust 1 had been fortified and with which standard 

mixture from these results. 

TPRs for house-dust 2 are shown in Table 52. These TPRs were much higher than those 

observed for house-dust 1, suggesting that house-dust 2 had been fortified in the absence of 

additional evidence. Moreover, the maximum TPRs for all 4 assays pointed unanimously to 

house-dust 2 being fortified with standard mixture 5. It was therefore concluded that house-

dust 2 had been fortified with standard mixture 5.  

 

 

 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 920.0 769.5 538.9 814.7

Standard 2 928.4 775.8 536.8 812.6

Standard 3 932.6 768.4 536.8 817.9

Standard 4 478.9 397.8 276.8 418.9

Standard 5 888.4 757.9 521.1 795.8

Standard 6 243.6 203.0 141.6 214.2

Standard 7 940.0 783.2 545.3 826.3

Standard 8 233.4 198.4 136.4 206.6

Standard 9 234.8 197.3 138.4 206.8

Standard 10 237.8 199.5 138.6 210.1

FALSE POSITIVES (%)
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Table 51: TPRs for house-dust 1 ranged from 0-56%, 0-55%, 0-26%, and 0-30% for the aqueous 
C18 reversed phase positive and negative ion-modes, and the HILIC positive and negative ion-
modes, respectively. The highest TPRs were for standard mixture 5 for the aqueous C18 
reversed phase positive and negative modes, and for the HILIC positive ion-mode assay. The 
highest TPR for the HILIC negative ion-mode assay was for standard mixture 2. With multiple 
candidates suggested for which standard mixture had been spiked into house-dust 1, and with 
it being known that a single standard mixture was spiked into each sample, it was concluded 
that house-dust 1 had not been fortified.  

 

 

Table 52: TPRs for house-dust 2 ranged from 0-82%, 0-66%, 0-42%, and 0-37% for the aqueous 
C18 reversed phase positive and negative ion-modes, and the HILIC positive and negative ion-
modes, respectively. These were much higher than TPRs for house-dust 2, thus suggesting 
that house-dust 2 had been fortified and house-dust 1 had not. The highest TPRs were all for 
standard mixture 5, thus it was concluded that house-dust 2 had been fortified with standard 
mixture 5.  

 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 49.5 46.3 23.2 27.4

Standard 2 55.8 44.2 24.2 29.5

Standard 3 51.6 47.4 23.2 24.2

Standard 4 28.6 23.8 12.4 13.5

Standard 5 55.8 54.7 26.3 28.4

Standard 6 1.1 0.8 0.0 0.8

Standard 7 0.0 0.0 0.0 0.0

Standard 8 50.1 38.1 20.0 20.0

Standard 9 39.2 33.2 15.6 19.5

Standard 10 26.3 20.3 9.9 12.9

TRUE POSITIVES (%)

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 56.8 60.0 25.3 25.3

Standard 2 58.9 53.7 22.1 32.6

Standard 3 49.5 50.5 21.1 27.4

Standard 4 28.1 24.9 11.4 15.7

Standard 5 82.1 66.3 42.1 36.8

Standard 6 1.1 1.1 0.0 0.8

Standard 7 0.0 0.0 0.0 0.0

Standard 8 55.3 42.2 21.6 22.2

Standard 9 60.3 43.6 25.8 23.0

Standard 10 28.2 24.1 10.1 14.0

TRUE POSITIVES (%)
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FPRs for house-dust 1 and 2 are shown in Table 53 and Table 54. FPRs for the fortified sample 

were higher than for the unfortified sample. This was observed with the serum samples as 

well and is likely due to a slight increase in the number of features detected for the fortified 

samples, but this was not investigated further as the TPR data were of primary interest.  

The U(H)PLC-MS assays applied here correctly identified the fortified house-dust 2 sample, 

but incorrectly concluded that standard mixture 5 was spiked in (house-dust 2 was spiked 

with standard mixture 9). The incorrect conclusion can be explained by the overlap between 

standard mixture 5 and 9, where all 95 chemicals in standard mixture 5 were also found in 

standard mixture 9, which had an additional 270 other chemicals for a total of 365 chemicals. 

The percentage TPR was therefore higher for standard mixture 5 for overlapping chemicals 

found in both standard mixture 5 and 9 since the former had fewer compounds present, also 

suggesting that only the overlapping chemicals were detected in standard mixture 9 and not 

many of the additional constituents.  
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Table 53: FPRs for house-dust 1 ranged from 1453-5774%, 1467-5784%, 577-2295%, and 693-
2738% for the aqueous C18 reversed phase positive and negative ion-modes, and the HILIC 
positive and negative ion-modes, respectively.  

 

 

Table 54: FPRs ranged from 1701-6766%, 1653-6518%, 534-2150%, and 748-2961% for the 
aqueous C18 reversed phase positive and negative ion-modes, and the HILIC positive and 
negative ion-modes, respectively. 

 

 

4.2.1.4 Fortified and Unfortified Wristband 
TPRs for wristband 1 are shown in Table 55. These TPRs were sufficiently low that it was 

suspected that wristband 1 had not been fortified. The highest TPRs for both aqRP C18 assays 

were for standard mixture 5. The highest TPRs for the HILIC positive ion-mode assay were for 

standard mixtures 2 and 5, whilst the highest TPR for the HILIC negative ion-mode assay was 

for standard mixture 3. This lack of agreement about which standard mixture had been spiked 

into wristband 1 for each of the four assays led to the conclusion that wristband 1 had not 

been fortified. 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 5725.3 5737.9 2271.6 2710.5

Standard 2 5718.9 5740.0 2270.5 2708.4

Standard 3 5723.2 5736.8 2271.6 2713.7

Standard 4 2936.8 2946.5 1165.9 1392.4

Standard 5 5718.9 5729.5 2268.4 2709.5

Standard 6 1501.9 1504.7 597.3 711.8

Standard 7 5774.7 5784.2 2294.7 2737.9

Standard 8 1452.9 1467.4 577.3 692.6

Standard 9 1463.8 1472.3 581.6 693.2

Standard 10 1476.7 1485.2 587.4 699.7

FALSE POSITIVES (%)

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 6709.5 6457.9 2124.2 2935.8

Standard 2 6707.4 6464.2 2127.4 2928.4

Standard 3 6716.8 6467.4 2128.4 2933.7

Standard 4 3446.5 3322.2 1092.4 1504.9

Standard 5 6684.2 6451.6 2107.4 2924.2

Standard 6 1760.0 1695.3 559.5 769.9

Standard 7 6766.3 6517.9 2149.5 2961.1

Standard 8 1705.8 1654.2 537.8 748.5

Standard 9 1700.8 1652.9 533.7 747.7

Standard 10 1732.9 1672.3 549.3 756.7

FALSE POSITIVES (%)
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TPRs for wristband 2 are shown in Table 56. The maximum TPRs for wristband 2 were noted 

to be higher than for wristband 1, suggesting that wristband 2 had been fortified. The highest 

TPRs for all four assays were for standard mixture 5, thus it was concluded that wristband 2 

had been fortified with standard mixture 5. The individual U(H)PLC-MS assays applied here 

therefore correctly determined which wristband sample had been fortified but incorrectly 

suggested that standard mixture had 5 had been spiked in, when in-fact it was standard 

mixture 4.  

FPRs for wristbands 1 and 2 are shown in Table 57 and Table 58. As with the other biological 

samples, it was noted that FPRs were slightly higher for the fortified wristband 2, again likely 

due to the increase in the number of compounds present in the mixture (matrix and chemicals 

in the standard mixture). 

 

 

Table 55: TPRs for wristband 1 ranged from 0-17%, 0-14%, 0-12% and 0-18% for the aqueous 
C18 reversed phase positive and negative ion-modes, and the HILIC positive and negative ion-
modes, respectively. The low TPRs alongside the highest TPRs for each assay suggesting 
different standard mixtures being spiked into wristband 1 led to the conclusion that wristband 
1 had not been fortified. 

 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 13.7 8.4 9.5 14.7

Standard 2 12.6 9.5 11.6 15.8

Standard 3 13.7 8.4 8.4 17.9

Standard 4 6.5 4.3 6.5 8.6

Standard 5 16.8 13.7 11.6 12.6

Standard 6 0.0 0.5 0.0 0.5

Standard 7 0.0 0.0 0.0 0.0

Standard 8 12.1 7.4 10.1 7.4

Standard 9 11.0 5.8 5.8 7.1

Standard 10 7.1 4.1 3.8 4.9

TRUE POSITIVES (%)
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Table 56: TPRs ranged from 0-56%, 0-22%, 0-35% and 0-35% for the aqueous C18 reversed 
phase positive and negative ion-modes, and the HILIC positive and negative ion-modes, 
respectively. The maximum TPRs were higher than for wristband 1, thus it was concluded that 
this sample had been fortified. Moreover, the maximum TPRs for all 4 assays pointed to 
standard mixture 5 being spiked into wristband 2, thus this conclusion was made. 

 

 

Table 57: FPRs for wristband 1 ranged from 218-885%, 229-906%, 305-1211%, and 276-1087% 
for the aqueous C18 reversed phase positive and negative ion-modes, and the HILIC positive 
and negative ion-modes, respectively. 

 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 29.5 12.6 18.9 25.3

Standard 2 22.1 8.4 21.1 23.2

Standard 3 28.4 5.3 14.7 23.2

Standard 4 29.7 3.2 18.4 14.6

Standard 5 55.8 22.1 34.7 34.7

Standard 6 0.5 0.8 0.3 1.1

Standard 7 0.0 0.0 0.0 0.0

Standard 8 15.6 6.0 15.1 10.7

Standard 9 15.9 3.6 8.5 10.4

Standard 10 9.6 4.7 5.8 6.8

TRUE POSITIVES (%)

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 871.6 897.9 1201.1 1072.6

Standard 2 872.6 896.8 1198.9 1071.6

Standard 3 871.6 897.9 1202.1 1069.5

Standard 4 448.1 461.1 615.1 549.7

Standard 5 868.4 892.6 1198.9 1074.7

Standard 6 230.4 235.3 315.1 282.5

Standard 7 885.3 906.3 1210.5 1087.4

Standard 8 218.4 228.5 304.9 275.6

Standard 9 219.5 230.1 309.3 275.9

Standard 10 223.3 231.8 311.2 278.1

FALSE POSITIVES (%)
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Table 58: FPRs for wristband 2 ranged from 380-1519%, 140-555%, 378-1510%, and 351-
1391% for the aqueous C18 reversed phase positive and negative ion-modes, and the HILIC 
positive and negative ion-modes, respectively. 

 

4.2.2 PHASE I: Summary 
All four assay annotations were combined for each sample type, and the results are 

summarised. Standard mixtures had TPRs ranging from 0-94% (Table 59). Standard mixture 6 

and 7 had very few or no correct annotations as they were of low purity (standard 6) and 

comprised of isobars and isomers (standard 7) (405), lowering the minimum TPRs observed. 

The TPRs for the combined U(H)PLC-MS assays were higher than the combined (nano)ESI-

DIMS assays at Phase I of ENTACT experiments, which ranged from 48-74%. Successful 

analysis of xenobiotics in a clean solvent matrix can be performed using the aqRP C18 and 

HILIC assays and matching against a large reference list of 4,462 compounds without using RT 

data. However, isomers and isobars are challenging to separate using these assays. Moreover, 

low purity mixtures cannot be analysed successfully. Where these (isomers and isobars) are 

suspected to be prevalent in the sample, some method development is advised to ensure 

chromatographic selection of isomers and isobars (408).  

 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 1489.5 542.1 1490.5 1365.3

Standard 2 1496.8 546.3 1488.4 1367.4

Standard 3 1490.5 549.5 1494.7 1367.4

Standard 4 750.3 281.6 756.8 699.5

Standard 5 1463.2 532.6 1474.7 1355.8

Standard 6 394.8 143.6 392.6 360.8

Standard 7 1518.9 554.7 1509.5 1390.5

Standard 8 379.7 138.4 377.8 351.2

Standard 9 379.5 140.8 384.4 351.5

Standard 10 385.8 139.7 387.1 355.1

FALSE POSITIVES (%)
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Table 59: TPRs for the standard mixtures, ranging from 0-94%. These TPRs are higher than 
those observed for (nano)ESI-DIMS  experiments at Phase I. The aqueous C18 reversed phase 
and HILIC assays can therefore be successfully applied for the analysis of xenobiotics in a clean 
solvent matrix, outperforming (nano)ESI-DIMS. TPRs for serum 1 and 2 ranged from 0-34% 
and 0-75%, respectively. TPRs for house-dust 1 and 2 ranged from 0-82% and 0-94%, 
respectively. Finally, for the combined wristband 1, the TPRs ranged from 0-38% whilst for 
wristband 2 they ranged from 0-77%. 

 

FPRs for the standard mixtures are shown in Table 60. These were significantly higher than 

those observed in the (nano)ESI-DIMS combined assays at Phase I of ENTACT experiments, 

which were 254-879%. This is likely due to the different data acquisition and processing 

strategies (see 2.2.10 and 2.2.11). Despite the higher FPRs, TPRs for U(H)PLC-MS data still 

outperform (nano)ESI-DIMS  methods, even without the presence of RT information in the 

database used for annotation (ToxCast).  

 

 

Table 60: FPRs for the standard mixtures, ranging from 650-2031%. For the combined 
U(H)PLC-MS assays, the FPRs for house-dust 1 ranged from 815-3377%, whilst for house-dust 
2 they ranged from 852-3535%. The FPRs for the combined assays for wristband 1 ranged 
from 425-1747%, whilst for wristband 2 they ranged from 455-1944%. Finally, FPRs for serum 
1 and 2 were 356-1458% and 376-1570%, respectively. 

 

Standards Serum 1 Serum 2 House-dust 1 House-dust 2 Wristband 1 Wristband 2

Standard 1 69.5 30.5 46.3 77.9 84.2 32.6 54.7

Standard 2 89.5 26.3 36.8 82.1 84.2 37.9 48.4

Standard 3 86.3 26.3 30.5 80.0 80.0 35.8 54.7

Standard 4 88.1 27.6 50.3 75.7 87.0 33.0 76.8

Standard 5 83.2 33.7 74.7 75.8 93.7 32.6 75.8

Standard 6 1.1 1.1 1.1 0.5 1.1 0.5 1.1

Standard 7 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Standard 8 89.9 22.2 23.8 67.9 73.2 26.8 34.2

Standard 9 92.9 27.4 40.0 72.6 94.2 28.2 44.9

Standard 10 93.5 21.6 29.2 73.5 77.8 28.1 34.6

TRUE POSITIVES (%)

Standards Serum 1 Serum 2 House-dust 1 House-dust 2 Wristband 1 Wristband 2

Standard 1 1789.5 1453.7 1553.7 3374.7 3530.5 1747.4 1937.9

Standard 2 1701.1 1457.9 1563.2 3370.5 3530.5 1742.1 1944.2

Standard 3 2030.5 1457.9 1569.5 3372.6 3534.7 1744.2 1937.9

Standard 4 1064.3 734.6 771.4 1697.3 1769.2 881.1 946.5

Standard 5 1627.4 1450.5 1525.3 3376.8 3521.1 1747.4 1916.8

Standard 6 680.8 355.9 375.9 815.1 852.3 424.9 455.3

Standard 7 1663.2 1449.5 1545.3 3367.4 3518.9 1729.5 1925.3

Standard 8 653.2 364.1 392.6 830.7 867.7 436.4 484.4

Standard 9 681.6 358.9 376.4 826.0 846.6 435.1 473.7

Standard 10 1202.2 740.5 792.4 1699.5 1778.4 885.9 988.6

FALSE POSITIVES (%)
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TPRs for the serum samples are shown in Table 59. The maximum TPR was for standard 

mixture 5, thus it was concluded that serum 2 had been fortified with standard mixture 5. The 

U(H)PLC-MS workflows applied could successfully detect and annotate xenobiotics. The 

U(H)PLC-MS assays performed better than the (nano)ESI-DIMS methods, whose TPRs for 

serum 2 ranged from 16-43%. The highest TPR for the (nano)ESI-DIMS was 43%, whilst the 

U(H)PLC-MS assays yielded an excellent 75% TPR.  

FPRs for serum 1 and 2 are shown in Table 60. Despite the high FPRs, the U(H)PLC-MS methods 

were still able to correctly determine which sample had been fortified and with which 

standard mixture. The FPRs for the fortified serum 2 for the (nano)ESI-DIMS methods ranged 

from 238-984%. These were lower than those observed in the U(H)PLC-MS assays. In this 

complex sample matrix, the lower FPRs observed for the (nano)ESI-DIMS methods are 

testament to the stringent data processing applied to these data and highlight an important 

factor. Data processing parameters can impact results drastically, and data processing 

parameters such as mass error tolerance must be carefully considered for each dataset 

regardless of the inherent advantages of the analytical technique. Most NTA apply software 

default settings. It is recommended that each dataset or sample type’s processing parameters 

are optimised (409–411). 

TPRs house-dust 1 and 2 are shown in Table 59. Looking at TPR data alone did not provide 

convincing evidence of which of the two house-dust samples had been fortified. In the 

absence of further evidence, the sample with the highest TPRs was concluded to have been 

fortified (house-dust 2 fortified with either standard mixture 5 or 9). The combined U(H)PLC-

MS methods were able to successfully suggest the correct standard mixture as one of two 

candidates that had been spiked into the house-dust. The reason for the lack of differentiation 

between these 2 standard mixtures was because all 95 chemicals found in standard mixture 

5 were also found in standard mixture 9, which had an additional 270 other compounds for a 

total of 365. It can therefore be concluded that the U(H)PLC-MS assays could successfully be 

applied for the analysis of xenobiotics in a complex house-dust matrix using a large reference 

list of 4,462 chemicals and without the use of RT information. The TPRs for the fortified house-

dust 2 using the (nano)ESI-DIMS assays ranged from 23-38% (section 3.2.4, Table 33). The 

U(H)PLC-MS assays yielded much higher TPRs compared to the (nano)ESI-DIMS assays, 

despite the stringent processing parameters applied to the latter. This highlights that very 
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complex sample matrices such as house-dust, which predominantly contains fungal and 

bacterial organic matter, and human skin cells (412) will pose challenges even when maximally 

strict processing parameters are applied. Pre-separation of analytes prior to detection by MS 

affords huge advantages in such a scenario, and it is recommended that analysis of 

xenobiotics in a house-dust matrix should be carried out using a hyphenated technique. 

FPRs for house-dust 1 and 2 are shown in  Table 60. Once again, despite this very high FPR, 

TPRs were exceptionally high, even without the use of RT data during annotation. The FPRs 

for house-dust 2 using the (nano)ESI-DIMS assays were also once again lower than the 

U(H)PLC-MS assays, ranging from 409-1694%. This highlighted the advantages of strict data 

processing parameters, but also revealed a limitation. As matrix complexity increases, even 

with strict processing parameters and a reduced false positive annotation rate true positive 

annotation is still low.  

TPRs for wristband 1and 2 are shown in Table 59. The highest TPR for wristband 2 was for 

standard mixture 4, therefore it was concluded that standard mixture 4 had been spiked into 

wristband 2. The U(H)PLC-MS assays applied can successfully be used for analysis of 

xenobiotics in a silicone wristband extract matrix using a large reference list of 4,462 

chemicals and without RT information in the database. Results here highlight an interesting 

phenomenon. Individual assay’s TPRs did not all successfully reveal the correct standard 

mixture spiked in but combining the four assays did. This shows the importance of using as 

many different stationary phases and ion-modes when feasible, or indeed as many analytical 

approaches as possible to maximise chemical coverage (413–415). 

FPRs wristband 1 and 2 are shown in Table 60. Despite these high FPRs, a correct 

determination of which standard mixture had been spiked into wristband 2 could still be 

made.  

 

4.2.3 PHASE II (Unblinded): Method Performance 

4.2.3.1 Standard Mixtures 
Revelation of sample compositions at Phase II experiments facilitated use of this knowledge 

to either apply modified analytical and/or computational approaches to the same samples 

and re-evaluate method performance. 
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The datasets collected at Phase I experiments were re-annotated against small, custom-built 

RT databases containing only the chemicals revealed to be in each standard mixture. 

Therefore, four databases were created for each assay (described in 2.3.10).  Any compounds 

that did not have at least one adduct appearing in 3 out of 3 MS1 injections were removed 

from the RT knowledgebases, thus some chemicals were missing from each knowledgebase 

depending on whether they were detected reproducibly within each assay. The coverage of 

each RT database is demonstrated in Table 61.  

Since the database coverage of the assays was low, particularly for the HILIC assays, the 

overlap in the chemicals detected in each assay was investigated and results shown in Figure 

27.  

 

 
Unique ENTACT 

Chemicals in RT 

Database 

Total Number of ENTACT 

Chemicals in 10 Stds 

Database 

Coverage (%) 

AqRP_Pos 1116 1940 57.5 

AqRP_Neg 722 1940 37.2 

HILIC_POS 898 1940 46.3 

HILIC_NEG 611 1940 31.5 

Table 61: The number of correct unique chemical IDs (DTXSID IDs) where RT information was 

added to a database for each assay is shown. A percentage of chemical coverage is calculated 

in relation to the total number of chemicals revealed to be in all ten standard mixtures. 

Chemical overlap between standard mixtures was not removed for these calculations. 
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Figure 27: Venn diagram showing the overlap in detected ToxCast chemicals in ten standard 
mixtures.  A combined total of 1,235 unique chemicals out of the 1,940 chemicals revealed to 
be in the standard mixtures were detected by the four assays and used for creating the 
retention time databases. Of these 1,235 chemicals, 29% were able to be detected by all four 
assays. The aqRP C18 positive ion-mode assay exclusively detected 9%, whilst the aqRP C18 
negative ion-mode assay exclusively detected only 1%. The HILIC positive ion-mode assay 
exclusively detected 2% of the 1,235 chemicals in the RT databases, whilst the HILIC negative 
ion-mode dataset exclusively detected 1%. This demonstrates how complementary these two 
methods are, and the importance of applying each assay to detect analytes specific to each 
one. 

 

The percentage of chemicals exclusively detected in the HILIC assays was much lower than 

expected. This was investigated by mapping the relationship between RT and m/z. It was 

observed that all chemicals in the mass range 100-600 for the HILIC positive ion-mode assay 

and 100-450 for the HILIC negative ion-mode dataset eluted with a RT <2 minutes. As such, 

these chemicals were in the void volume, where no interaction between the analyte and SP 

occurred and none of these chemicals benefitted from chromatographic separation, meaning 

they also were subject to ion suppression having all co-eluted early in the chromatographic 

run (Figure 28). By contrast, for both the aqueous C18 reversed phase assays, a gradual 

increase in RT was observed with increasing m/z, meaning analytes enjoyed the benefit of 

chromatographic separation (Figure 29). 
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Figure 28: A mapping of the relation between m/z and RT for the HILIC positive and negative 
ion-mode assays revealed that chemicals in the mass ranges of 100-600 and 100-450, 
respectively, eluted by 2 min. As such, these chemicals were in the void volume and thus 
coeluted together and therefore were subjected to ion suppression.  

 

 

Figure 29: A mapping of the relationship between m/z and RT for both aqueous C18 reversed 

phase assays revealed a steady increase in RT with an increase in m/z, thus the majority of 

chemicals experienced some retention.  

TPRs for the standard mixtures are shown in Table 62. These were much lower than those 

observed at Phase I experiments, which ranged from 0-81%, 0-47%, 0-41%, and 0-35% for the 

aqRP C18 positive and negative ion-mode assays, and the HILIC positive and negative ion-mode 

assays, respectively.  
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Table 62: TPRs for the aqueous C18 reversed phase positive and negative ion-modes, and the 
HILIC positive and negative ion-modes, ranging from 0-54%, 0-23%, 0-39% and 0-31%, 
respectively.  

 

This is due to chemicals whose RT information was not recorded and were thus missing from 

the small databases. The use of RT information during database matching increases 

confidence that a correct annotation has been reported as two complementary types of data 

have been applied, particularly where a RT knowledgebase has been created using authentic 

chemical standards (416). However, the lower TPRs observed because of the missing 

information emphatically demonstrate one of the major challenges in creating and 

implementing such knowledgebases. They are often incomplete, reducing the number of 

annotations made, and ultimately, useful information can be lost (417). Care must therefore 

be taken in how results are interpreted when such a strategy is employed, and a two-stage 

process should be applied where one stage performs annotations using MS1 and RT data and 

another stage uses MS1 data only.  

FPRs for the standard mixtures are shown in Table 63. These were significantly lower than 

those observed for the Phase I experiments, which ranged from 811-2081%, 236-1355%, 166-

517%, and 161-691% for the aqRP C18 positive and negative ion-mode assays, and the HILIC 

positive and negative ion-mode assays, respectively. The benefits of using small databases 

containing RT data are illustrated, with FPRs decreasing by factors of 10-20.  

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 16.8 7.4 13.7 12.6

Standard 2 46.3 22.1 33.7 28.4

Standard 3 48.4 6.3 27.4 6.3

Standard 4 19.5 10.3 16.8 11.9

Standard 5 53.7 8.4 38.9 30.5

Standard 6 0.3 0.0 0.3 0.5

Standard 7 0.0 0.0 0.0 0.0

Standard 8 51.0 4.9 32.3 19.7

Standard 9 38.1 22.5 21.1 12.9

Standard 10 19.7 4.7 18.9 12.6

TRUE POSITIVES (%)
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Table 63: FPRs for the aqueous C18 reversed phase positive and negative ion-modes, and the 
HILIC positive and negative ion-modes, ranging from 42-236%, 2-65%, 25-117%, and 15-98%, 
respectively.  

 

The U(H)PLC-MS assays used here can therefore be applied successfully for the analysis of 

xenobiotics in a clean solvent matrix using RT databases containing only the chemicals known 

to be in the standard mixtures. However, creation of smaller RT databases has its caveats. TP 

annotation is possibly reduced by the inherent incompleteness of these databases, limited by 

the unavailability or cost of authentic chemical standards, and further by the not fully 

characterised compositions of the exposome. Antagonistically, FPRs decrease sharply with 

the use of these targeted databases, improving confidence in the annotations that are made, 

albeit at a lower TPR, and importantly dramatically filtering away the number of false 

annotation candidates presented for each peak. 

 

4.2.3.2 Fortified and Unfortified Serum  
TPRs for serum 1 are shown in Table 64. These low TPRs immediately and correctly suggested 

that serum 1 had not been fortified. Moreover, they were lower than those observed in the 

Phase I experiments, which ranged from 0-16%, 0-18%, 0-8%, and 0-11%, respectively. This 

shows the value of using RT information during database matching. The reduction in these 

apparent TPs is a result of any incorrect and chromatographically resolved isomers not being 

matched to the database because of incorrect RTs. However, this lower TPR also reflects the 

chemicals that are missed out during the creation of the targeted databases. A smaller search 

space yields less hits, regardless of whether those annotations are correct or not.  

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 67.4 26.3 78.9 70.5

Standard 2 95.8 33.7 98.9 60.0

Standard 3 137.9 15.8 92.6 67.4

Standard 4 193.5 64.9 93.0 84.3

Standard 5 235.8 17.9 96.8 97.9

Standard 6 178.6 29.9 75.9 63.8

Standard 7 177.9 18.9 116.8 83.2

Standard 8 69.0 1.6 26.3 14.5

Standard 9 163.6 51.5 52.6 35.1

Standard 10 42.2 7.9 25.2 20.8

FALSE POSITIVES (%)
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Table 64: TPRs for serum 1, ranging from 0-2.2%, 0-4.2%, 0-3.2% and 0-4.2% for the aqueous 
C18 reversed phase positive and negative ion-modes, and the HILIC positive and negative ion-
modes, respectively. 

 

TPRs for serum 2 are shown in Table 65. These were higher rates than for serum 1, and the 

highest TPR was for standard mixture 5. It was therefore correctly concluded that serum 2 

had been fortified with standard mixture 5. The TPRs for serum 2 at Phase II of ENTACT 

experiments were lower than those at Phase I, which ranged from 0-52%, 0-25%, 0-24% and 

0-31% for the aqueous C18 reversed phase positive and negative ion-mode assays, and the 

HILIC positive and negative ion-mode assays, respectively. This is once again an observed and 

expected impact of creating RT databases, which will undoubtedly be less complete than 

reference lists or databases without RT data. 

 

Table 65: TPRs for serum 2, ranging from 0-35%, 0-16%, 0-22%, and 0-23% for the aqueous 
C18 reversed phase positive and negative ion-modes, and the HILIC positive and negative ion-
modes, respectively. 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 0.0 1.1 0.0 1.1

Standard 2 2.1 0.0 3.2 1.1

Standard 3 1.1 1.1 1.1 1.1

Standard 4 0.0 0.5 0.5 1.6

Standard 5 2.1 4.2 1.1 4.2

Standard 6 0.0 0.0 0.0 0.0

Standard 7 0.0 0.0 0.0 0.0

Standard 8 0.8 0.3 0.5 0.5

Standard 9 2.2 0.8 0.0 0.8

Standard 10 0.3 1.1 0.5 0.5

TRUE POSITIVES (%)

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 6.3 1.1 2.1 2.1

Standard 2 4.2 0.0 3.2 3.2

Standard 3 1.1 1.1 1.1 1.1

Standard 4 0.0 0.5 1.6 1.6

Standard 5 34.7 15.8 22.1 23.2

Standard 6 0.0 0.0 0.0 0.5

Standard 7 0.0 0.0 0.0 0.0

Standard 8 2.5 0.5 1.9 1.4

Standard 9 2.2 1.1 0.3 1.4

Standard 10 1.1 1.4 1.4 0.5

TRUE POSITIVES (%)
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FPRs for serum 1 and 2 are shown in Table 66 and Table 67. These FPRs were lower than those 

observed at Phase I experiments. For serum 1, these ranged from 185-744%, 196-778%, 117-

462%, and 149-588%, and for serum 2, FPRs ranged from 233-940%, 197-783%, 136-545%, 

and 207-818%, for the aqueous C18 reversed phase positive and negative ion-modes, and the 

HILIC positive and negative ion-modes, respectively. As with the standard mixtures, a sharp 

decrease in the FPR is observed, illustrating once again the benefits of using smaller RT 

databases. 

 

 

Table 66: FPRs for serum 1, ranging from 3-21%, 5-22%, 3-15%, and 5-22% for the aqueous 
C18 reversed phase positive and negative ion-modes, and the HILIC positive and negative ion-
modes, respectively. 

 

 

Table 67: FPRs for serum 2, ranging from 31-122%, 10-43%, 17-74%, and 14-59% for the 
aqueous C18 reversed phase positive and negative ion-modes, and the HILIC positive and 
negative ion-modes, respectively. 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 21.1 21.1 14.7 21.1

Standard 2 18.9 22.1 11.6 21.1

Standard 3 20.0 21.1 13.7 21.1

Standard 4 10.8 10.8 7.0 9.7

Standard 5 18.9 17.9 13.7 17.9

Standard 6 5.5 5.8 3.8 5.8

Standard 7 21.1 22.1 14.7 22.1

Standard 8 4.7 5.5 3.3 5.2

Standard 9 3.3 4.9 3.8 4.9

Standard 10 5.2 4.7 3.3 5.2

FALSE POSITIVES (%)

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 115.8 42.1 71.6 56.8

Standard 2 117.9 43.2 70.5 55.8

Standard 3 121.1 42.1 72.6 57.9

Standard 4 62.7 21.6 36.2 28.6

Standard 5 87.4 27.4 51.6 35.8

Standard 6 31.8 11.2 19.2 14.8

Standard 7 122.1 43.2 73.7 58.9

Standard 8 29.3 10.7 17.3 14.0

Standard 9 29.6 10.1 18.9 14.0

Standard 10 30.7 9.9 17.8 14.8

FALSE POSITIVES (%)
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4.2.3.3 Fortified and Unfortified House-dust 
TPRs for serum 1 are shown in Table 68. These low TPRs correctly suggested that house-dust 

1 had not been fortified. Indeed, these were much lower than the TPRs for the Phase I 

experiments, which ranged from 0-56%, 0-55%, 0-26%, and 0-30%, respectively. This 

demonstrated the annotation filtering advantages of using RT databases. 

 

 

Table 68: For house-dust 1, TPRs ranged from 0-11%, 0-10%, 0-6%, and 0-11% for the aqueous 

C18 reversed phase positive and negative ion-modes, and the HILIC positive and negative ion-
modes, respectively. 

 

For house-dust 2, TPRs for house-dust 2 are shown in Table 69. These higher TPRs suggested 

that house-dust 2 had been fortified with standard mixture 5, for which the highest TPRs were 

obtained. The determination that house-dust 2 had been fortified was correct, but this 

processing approach failed to correctly determine that standard mixture 9 had been spiked 

into the sample. This can be explained by the overlap between standard mixtures 5 and 9, 

with 95 chemicals found in standard mixture 5 also being present in standard mixture 9, which 

had an additional 270 other compounds for a total of 365 compounds. Consequently, the 

same chemicals detected in standard mixture 5 were also detected in standard mixture 9, but 

the lower TPR of standard mixture 9 was due to the higher total number of chemicals within 

the mixture.  

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 4.2 4.2 3.2 7.4

Standard 2 5.3 5.3 6.3 10.5

Standard 3 9.5 5.3 5.3 4.2

Standard 4 3.8 2.7 3.2 5.9

Standard 5 10.5 9.5 5.3 9.5

Standard 6 0.0 0.0 0.0 0.5

Standard 7 0.0 0.0 0.0 0.0

Standard 8 5.2 2.7 4.7 3.3

Standard 9 5.8 3.8 3.0 3.3

Standard 10 5.2 1.9 2.7 1.6

TRUE POSITIVES (%)
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Table 69: For house-dust 2, TPRs ranged from 0-48%, 0-28%, 0-22%, 0-14% for the aqueous 
C18 reversed phase positive and negative ion-modes, and the HILIC positive and negative ion-
modes, respectively. 

 

For house-dust 1, FPRs for house-dust 1 are shown in Table 70. These were much lower than 

those observed in the Phase I experiments, which ranged from 1453-5774%, 1467-5784%, 

577-2295%, and 693-2738%, respectively.  

 

 

Table 70: For house-dust 1, FPRs ranged from 38-166%, 24-105%, 21-98%, 31-131% for the 
aqueous C18 reversed phase positive and negative ion-modes, and the HILIC positive and 
negative ion-modes, respectively. 

 

FPRs for house-dust 2 are shown in Table 71. These were also lower than those observed in 

the Phase I experiments, which ranged from 1701-6766%, 1653-6518%, 534-2150%, and 748-

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 10.5 6.3 5.3 8.4

Standard 2 7.4 7.4 5.3 12.6

Standard 3 11.6 6.3 6.3 4.2

Standard 4 3.8 3.2 3.2 6.5

Standard 5 48.4 28.4 22.1 13.7

Standard 6 0.0 0.0 0.0 0.5

Standard 7 0.0 0.0 0.0 0.0

Standard 8 8.2 4.1 6.8 3.6

Standard 9 33.2 15.9 14.2 7.7

Standard 10 6.6 3.3 3.8 3.0

TRUE POSITIVES (%)

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 162.1 101.1 94.7 123.2

Standard 2 161.1 100.0 91.6 120.0

Standard 3 156.8 100.0 92.6 126.3

Standard 4 81.6 51.4 47.0 61.1

Standard 5 155.8 95.8 92.6 121.1

Standard 6 43.3 27.4 25.5 33.4

Standard 7 166.3 105.3 97.9 130.5

Standard 8 38.1 24.7 20.8 30.7

Standard 9 37.5 23.6 22.5 30.7

Standard 10 38.1 25.5 22.7 32.3

FALSE POSITIVES (%)
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2961%, respectively. For both house-dust samples, the reduction in FP annotation rates were 

by factors of ~10 when small RT databases are used for annotation. 

 

 

Table 71: For house-dust 2, FPRs ranged from 102-518%, 42-221%, 33-182%, 36-167% for the 
aqueous C18 reversed phase positive and negative ion-modes, and the HILIC positive and 
negative ion-modes, respectively. 

 

 

4.2.3.4 Fortified and Unfortified Wristband 
For wristband 1, TPRs for wristband 1 are shown in Table 72. These very low TPRs immediately 

suggested that wristband 1 had not been fortified and were much lower than those observed 

in Phase I of the study, which ranged from 0-17%, 0-14%, 0-12% and 0-18%, respectively. This 

once again demonstrates the impact of RT databases during annotation. However, it is 

important to note that the reduced number of annotations also reflects on the missing 

chemicals in each of the four databases. 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 507.4 214.7 176.8 158.9

Standard 2 510.5 213.7 176.8 154.7

Standard 3 506.3 214.7 175.8 163.2

Standard 4 262.2 110.3 90.3 79.5

Standard 5 469.5 192.6 160.0 153.7

Standard 6 134.8 57.5 47.4 43.0

Standard 7 517.9 221.1 182.1 167.4

Standard 8 126.6 53.4 40.5 40.0

Standard 9 101.6 41.6 33.2 35.9

Standard 10 128.2 54.2 43.6 40.5

FALSE POSITIVES (%)
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Table 72: For wristband 1, TPRs ranged from 0-4%, 0-3%, 0-5%, and 0-6% for the aqueous C18 
reversed phase positive and negative ion-modes, and the HILIC positive and negative ion-
modes, respectively. 

 

TPRs for wristband 2 are shown in Table 73. These were higher than wristband 1 and 

suggested that wristband 2 had been fortified. The highest TPR was for standard mixture 5, 

therefore it was concluded that wristband 2 had been fortified with standard mixture 5. This 

conclusion was incorrect as wristband 2 had in-fact been fortified with standard mixture 4. 

Standard mixture 5 was found to also be a subset of standard mixture 4, with all 95 chemicals 

found in standard mixture 5 also found in standard mixture 4, which had an additional 90 

other compounds for a total of 185 compounds. This explains the high TPRs for this standard 

mixture when in-fact standard mixture 4 had been spiked into wristband 2. TPRs for wristband 

2 in the Phase II experiments were much lower than those obtained in the Phase I 

experiments, which ranged from 0-56%, 0-22%, 0-35% and 0-35%, respectively. This reflects 

on the incompleteness of the small databases as has already been discussed. 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 4.2 0.0 3.2 6.3

Standard 2 2.1 0.0 5.3 5.3

Standard 3 2.1 0.0 2.1 5.3

Standard 4 1.1 0.5 2.2 4.3

Standard 5 3.2 3.2 5.3 6.3

Standard 6 0.0 0.0 0.0 0.5

Standard 7 0.0 0.0 0.0 0.0

Standard 8 2.7 1.1 3.6 1.4

Standard 9 1.6 1.1 1.4 2.2

Standard 10 1.1 0.8 1.6 1.6

TRUE POSITIVES (%)
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Table 73: For wristband 2, TPRs ranged from 0-35%, 0-14%, 0-26%, and 0-23% for the aqueous 
C18 reversed phase positive and negative ion-modes, and the HILIC positive and negative ion-
modes, respectively. 

 

For wristband 1, FPRs for wristband 1 and 2 are shown in Table 74 and Table 75, showing a 

similar reduction in FPR as the serum and house-dust samples. 

 

 

Table 74: For wristband 1, FPRs ranged from 8-42%, 4-20%, 13-65%, and 20-79% for the 
aqueous C18 reversed phase positive and negative ion-modes, and the HILIC positive and 
negative ion-modes, respectively. 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 8.4 3.2 7.4 8.4

Standard 2 4.2 1.1 12.6 10.5

Standard 3 11.6 1.1 7.4 7.4

Standard 4 18.4 2.7 13.5 8.6

Standard 5 34.7 13.7 26.3 23.2

Standard 6 0.0 0.0 0.3 0.5

Standard 7 0.0 0.0 0.0 0.0

Standard 8 3.8 1.6 6.0 2.5

Standard 9 1.6 1.1 2.5 3.0

Standard 10 1.4 0.3 2.7 1.9

TRUE POSITIVES (%)

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 37.9 20.0 62.1 77.9

Standard 2 40.0 20.0 60.0 78.9

Standard 3 40.0 20.0 63.2 78.9

Standard 4 20.5 9.7 31.4 38.9

Standard 5 38.9 16.8 60.0 77.9

Standard 6 11.0 5.2 17.0 21.4

Standard 7 42.1 20.0 65.3 84.2

Standard 8 8.2 4.1 13.4 20.5

Standard 9 9.3 4.1 15.6 19.7

Standard 10 9.9 4.4 15.3 20.3

FALSE POSITIVES (%)
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Table 75: For wristband 2, FPRs ranged from 61-251%, 11-50%, 48-206%, 39-156% for the 
aqueous C18 reversed phase positive and negative ion-modes, and the HILIC positive and 
negative ion-modes, respectively. 

 

FPRs for Phase II experiments were significantly lower than those observed for Phase I 

experiments, where a large reference list of 4,462 chemicals without RT data were screened 

and results here demonstrated the extent to which FPR can be reduced.  

 

4.2.4 Phase II: Summary 
All four assay annotations were combined for each sample type, and TPR and FPR are shown 

in Table 76 and Table 77, respectively.  

 

 

Table 76: Combined U(H)PLC-MS assays yielded TPRs of 0-74%, 0-11%, 0-56%, 0-30%, 0-66%, 
7-21%, 0-58% for the standard mixtures, serum, house-dust, and wrsitband samples. 

 

AqRP Positive AqRP Negative HILIC Positive HILIC Negative

Standard 1 242.1 46.3 198.9 147.4

Standard 2 246.3 48.4 193.7 145.3

Standard 3 238.9 48.4 198.9 148.4

Standard 4 110.3 22.7 92.4 71.4

Standard 5 215.8 35.8 180.0 132.6

Standard 6 65.2 12.9 53.4 40.0

Standard 7 250.5 49.5 206.3 155.8

Standard 8 61.4 11.2 47.7 38.1

Standard 9 63.6 11.8 51.2 37.5

Standard 10 63.8 12.6 51.0 38.6

FALSE POSITIVES (%)

Standards Serum 1 Serum 2 House-dust 1 House-dust 2 Wristband 1 Wristband 2

Standard 1 31.6 3.2 11.6 17.9 25.3 12.6 22.1

Standard 2 70.5 8.4 12.6 26.3 30.5 13.7 26.3

Standard 3 60.0 5.3 6.3 23.2 25.3 9.5 24.2

Standard 4 66.5 7.6 31.9 25.4 46.5 13.5 57.8

Standard 5 65.3 10.5 55.8 25.3 66.3 13.7 55.8

Standard 6 1.1 1.1 1.1 0.5 1.1 0.5 1.1

Standard 7 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Standard 8 66.8 2.7 5.2 12.9 17.3 7.4 11.2

Standard 9 71.0 6.0 18.4 17.0 62.5 9.0 21.4

Standard 10 68.1 5.4 9.2 19.5 24.3 10.3 13.0
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Table 77: Combined U(H)PLC-MS assays yielded FPRs of 23-130%, 8-52%, 17-130%, 30-213%, 
55-424%, 18-119%, 32-250% 

 

Standard mixture 6 and 7 had very few or no correct annotations (already discussed in section 

4.2.2). The combined U(H)PLC-MS assays annotated against the RT databases had lower TPRs 

than the (nano)ESI-DIMS combined assays, whose TPRs for the standards ranged from 53-

83%. Only two standard mixtures (6 and 7) had TPRs below 50%. The other standard mixtures 

had TPRs greater than 72%. This reflects the completeness of the small databases created 

during Phase II of the (nano)ESI-DIMS studies, which contained all chemicals present in the 

standard mixtures. By contrast, databases created for annotation of the U(H)PLC-MS assays 

were incomplete. This was because the data collected for the standard mixtures in a clean 

solvent matrix were used to construct RT databases. To accurately record RTs, only 

compounds for whom a peak was detected in all three MS1 injections were retained, thus 

resulting in incomplete databases where peaks were not detected in all 3 MS1 replicate 

injections. Compounds detected in a only one or two injections were not investigated as only 

reproducibly detected compounds were desired in the databases, although this could have 

improved TPRs if a higher number of compounds were present in the database. Indeed, this 

missing information from the small databases is reflected when these U(H)PLC-MS Phase II 

results are compared to Phase I results, where despite the larger database used for matching 

the TPRs yielded were higher (0-94%). 

FPRs for the standard mixtures were much lower than those observed during the Phase I 

experiments, which ranged from 650-2031%; the reduction in the FPR is observed at factors 

>20. The use of small RT databases reduced FP annotation greatly. FPRs for the (nano)ESI-

DIMS Phase II experiments ranged from 0-24%. These were lower than those observed for 

the combined U(H)PLC-MS assays, but the (nano)ESI-DIMS data were more strictly filtered 

Standards Serum 1 Serum 2 House-dust 1 House-dust 2 Wristband 1 Wristband 2

Standard 1 121.1 51.6 124.2 212.6 424.2 115.8 249.5

Standard 2 123.2 46.3 123.2 204.2 418.9 114.7 245.3

Standard 3 129.5 49.5 129.5 207.4 424.2 118.9 247.4

Standard 4 71.4 20.5 37.8 93.0 184.3 52.4 81.6

Standard 5 102.1 44.2 80.0 205.3 383.2 114.7 215.8

Standard 6 23.3 7.7 19.7 29.9 74.2 17.5 32.1

Standard 7 93.7 50.5 116.8 207.4 396.8 107.4 235.8

Standard 8 29.6 11.5 30.1 47.1 99.7 26.0 59.5

Standard 9 41.9 8.2 17.0 43.0 54.5 24.4 49.3

Standard 10 70.8 22.7 60.5 98.9 206.5 55.7 126.5

FALSE POSITIVES (%)
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using mass error < 1ppm, thereby removing some additional false positive annotations 

through the filtering process.  

The low TPRs for serum 1 correctly suggested that this sample had not been fortified. Serum 

2, which had higher TPRs, was concluded to have been fortified. The highest TPR was for 

standard mixture 5, therefore it was correctly concluded that serum 2 had been fortified with 

standard mixture 5. The combined U(H)PLC-MS assays performed worse than the combined 

(nano)ESI-DIMS assays during Phase II of the ENTACT experiments, which yielded higher TPRs 

of 2-62% for the fortified serum 2 sample. Standard mixture 5 had a TPR of 62% in the 

(nano)ESI-DIMS combined assays, ~6% lower than the U(H)PLC-MS combined assays. As 

already discussed, the (nano)ESI-DIMS data correction and strict matching criteria may have 

influenced this. Moreover, the RT databases created for the U(H)PLC-MS assays had missing 

chemicals as had already been discussed, thus lowering the TPR. 

FPRs for serum 1 and 2were singnificantly lower than those observed during the Phase I 

experiments, which ranged from 356-1458% and 376-1570% for serum 1 and serum 2, 

respectively, highlighting the main advantage of using smaller RT databases so to reduce the 

FP annotation rate. The FPR observed in the (nano)ESI-DIMS Phase II analyses of serum 

yielded FPRs of 1-60% for the fortified serum 2 sample. The FPRs for the U(H)PLC-MS 

combined assays were ~ twice as high, illustrating the impact of strict data processing 

parameters applied to the DIMS data.  

House-dust 2 had much higher TPRs than house-dust 1, therefore it was concluded that 

house-dust 2 had been fortified and house-dust 1 had not been fortified. The highest TPR for 

house-dust 2 suggested that standard mixture 5 had been spiked in. The combined U(H)PLC-

MS assays were able to correctly determine that house-dust 2 had been fortified, but 

incorrectly suggested which standard mixture had been spiked in. However, this can be 

explained by the overlap between standard mixture 5 and 9, with all 95 chemicals found in 

standard mixture 5 also being present in standard mixture 9, which had 270 other compounds 

present for a total of 365. Indeed, the TPR for standard mixture 9 in the house-dust 2 matrix 

was 63% (Table 76). It can therefore be concluded that xenobiotics can be successfully 

analysed using the U(H)PLC-MS assays applied here, and matching against small RTdatabases.  
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For the combined (nano)ESI-DIMS  Phase II experiments, house-dust 2 was also incorrectly 

concluded to have been spiked with standard mixture 5. The TPRs for house-dust 2 using DIMS 

ranged from 2-54%, with standard mixture 5 having a 54% TPR. This is also excusable due to 

the overlap between standard mixtures 5 and 9 as described above, and indeed the TPR for 

standard mixture 9 being spiked into house-dust was 48%, the 2nd highest TPR in the range. 

The combined U(H)PLC-MS assays performed better than the (nano)ESI-DIMS combined 

assays, yielding a higher TPR for both standard mixture 5 (66%) and standard mixture 9 (63%), 

compared to the 54% and 48% for standard mixtures 5 and 9 for the combined (nano)ESI-

DIMS assays. This highlights an important result. In the relatively less complex sample 

matrices of solvent and serum, (nano)ESI-DIMS methods matching against small reference 

lists containing only the chemicals revealed to be in each standard mixture and were able to 

outperform U(H)PLC-MS assays by yielding higher TPRs. However, for the analysis of the more 

complex house-dust samples, the use of small RT databases containing only chemicals 

revealed to be in each standard mixture yielded better results for the U(H)PLC-MS combined 

assays, with higher TPRs obtained compared to the (nano)ESI-DIMS assays. 

FPRs for house-dust 1 and 2 during the Phase II experiments were constrained by the use of 

small RT databases during annotation, compared to FPRs during Phase I (815-3377% and 852-

3535% for house-dust 1 and house-dust 2, respectively). The lower FPRs observed in the 

Phase II U(H)PLC-MS assays were, however, still larger than those observed for the (nano)ESI-

DIMS experiments, which ranged from 2-186% for the fortified house-dust 2., demonstrating 

the impact of strict data processing and how effective this can be at filtering out non-

biological data. The U(H)PLC-MS assays applied for these analyses therefore could 

successfully be used for the analysis of xenobiotics in a complex house-dust matrix when 

annotation is carried out using small RT databases. The advantages of using these RT 

databases are demonstrated best in the house-dust matrix, reducing false positive annotation 

by factors of >4 and up to ~10.  

The higher TPRs observed for wristband 2 correctly suggested that it had been fortified. The 

highest TPR was for fortification with standard mixture 4, and it was correctly concluded that 

wristband 2 had been spiked with standard mixture 4. The TPRs observed during Phase II 

expeirments, using small retention databases for annotation, were lower than those observed 

during the Phase I experiments, which ranged from 0-38% and 0-77% for wristband 1 and 
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wristband 2, respectively. This was due to the missing chemicals for which RT information was 

not available during database creation.  

FPRs for the wristbands were significantly lower than those observed during the Phase I 

experiments, which ranged from 425-1747% and 455-1944% for wristband 1 and wristband 

2, respectively. This demonstrated the impact of using RT databases on FP annotations, 

reducing FPRs by factors of ~10-20. U(H)PLC-MS assays could therefore successfully be 

applied for the analysis of xenobiotics in a silicone wristband extract matrix, correctly 

determining which sample had been fortified and with which standard mixture.  

 

4.3 Conclusions 
The University of Birmingham’s metabolomics group participated in a global ring trial created 

by the US-EPA called ENTACT, which has been extensively described in sections 3.1 and 3.3. 

Work presented in this chapter is identical to work in chapter 3, except that U(H)PLC-MS 

assays were applied instead. The objectives of this ring trial were to evaluate the performance 

of commonly applied NTA for the analysis of xenobiotics in sample matrices of varying 

complexities. Four U(H)PLC-MS assays (aqueous C18 reversed phase and HILIC, positive and 

negative ion-mode assays) were applied for the analysis of ten standard mixtures, and 

fortified and unfortified serum, house-dust, and wristband extracts. Method performance for 

Phase I experiments involved calculating the TPRs and FPRs yielded when data were 

annotated against a large reference list with 4,462 chemicals, but without the use of RT data. 

Additionally, the fortified and unfortified samples were also to be annotated against this 

reference list without using RT matching, and method effectiveness was evaluated by 

whether the fortified sample and the standard mixture it had been fortified with could be 

correctly identified. Method performance at Phase II involved the creation of small RT 

databases from the standards analysed during Phase I. These databases contained only the 

chemicals known to be present in the standard mixtures and were detected by each assay 

(thus four databases were created for each of four assays). Moreover, for a RT to be retained 

in the database, at least one ion form of the compound required detection in all three MS1 

injections of the standard mixture. Annotation of the ten standard mixtures and the fortified 

and unfortified serum, house-dust, and wristband extracts was then carried out by matching 

against these RT databases.  
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Phase I results demonstrated that the four U(H)PLC-MS methods can be applied for the 

successful analysis of xenobiotics in increasingly complex sample matrices, yielding the 

highest TPRs for the standard mixtures in a clean solvent matrix, and correctly identifying 

which of the two samples of the same type had been fortified. These methods correctly 

identified which standard mixture had been spiked into the serum and wristband matrices 

but were unable to correctly identify which of two standard mixtures had been spiked into 

the house-dust matrix. However, the ambiguity of which standard mixture had been spiked 

into the house-dust matrix was due to the overlap in the chemicals present in the two 

standard mixtures, 5 and 9, with the former being a full subset of the latter. This experimental 

design was crucial as it allowed accurate evaluation of method specificity. Therefore, the 

analysis of xenobiotics in a house-dust matrix was successful, yielding a TPR of >90%. For all 

standard mixtures and the fortified samples, FPRs at Phase I experiments were high, but this 

did not impact the high TPRs observed. The U(H)PLC-MS results at Phase I were better than 

those for the (nano)ESI-DIMS results at Phase I, which had lower TPRs for the standard 

mixtures and the fortified samples. However, these methods were still able to correctly 

determine which samples had been fortified, and with which standard mixture. This shows 

the utility of high throughput screening methods such as (nano)ESI-DIMS, which can be used 

in combination with other analytical techniques to screen through very large reference lists 

such as KEGG (418) and ChemSpider (419) to shortlist suspect chemicals. These suspect lists 

can then be used for annotation of data collected using other techniques that do not suffer 

the same disadvantages as (nano)ESI-DIMS such as ion suppression, and the initial use of 

(nano)ESI-DIMS serves to provide a reduced search space. 

During annotation of U(H)PLC-MS Phase I data, RT matching was not carried out. Data were 

therefore annotated based on MS1 m/z data alone.  A limited comparison could therefore be 

carried out between the U(H)PLC-MS and (nano)ESI-DIMS Phase I results, both matching 

against the same reference list of 4,462 chemicals. This comparison was limited by the 

different MS instruments and settings used to collect the data. The (nano)ESI-DIMS methods 

were collected on Thermo Fisher Scientific’s LTQ-Orbitrap Elite mass spectrometer (394), 

whilst the U(H)PLC-MS data were collected on Thermo Fisher Scientific’s Q-Exactive Plus mass 

spectrometer (420). This was because the ring trial aimed to evaluate existing metabolomics 

methods applied globally, and these were the instrument configurations in the UoB 
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metabolomics groups. During data collection, different mass resolutions were applied. The 

(nano)ESI-DIMS data were collected at a mass resolution of 240,000 (FWHM at m/z 400) 

whilst the U(H)PLC-MS data were collected at a mass resolution of 70,000 (FWHM at m/z 200). 

Lower mass resolution during data collection can impair the detection of isotopes, which have 

been shown to aid reduction in false positive annotation by >95% (403). However, the most 

significant differences likely occurred at the data processing stage. Due to the lack of 

separation, the (nano)ESI-DIMS data underwent extensive data filtering prior to annotation 

and were crudely mass corrected. Database matching for these data therefore used a very 

narrow matching tolerance of just 1ppm, whilst the U(H)PLC-MS data used a database 

matching tolerance of 5ppm and did not undergo any post-acquisition mass correction. It is 

therefore inappropriate to extensively compare these two types of analysis. However, some 

observations can still be made, having clearly stated the limitations of comparing the data in 

this way. The U(H)PLC-MS TPRs for the standard mixtures and the fortified samples were 

higher than the (nano)ESI-DIMS TPRs for the same samples, even though the U(H)PLC-MS 

results had much higher FPRs. This demonstrates a characteristic of U(H)PLC-MS data called 

anisotropy (292), which reduces data complexity of each analyte and in turn can increase TPRs 

of annotation. The lower FPRs observed in the (nano)ESI-DIMS methods demonstrated a very 

important consideration. Despite the inherent pros or cons of an analytical technique, data 

processing parameters can greatly influence the results. The (nano)ESI-DIMS data underwent 

a crude mass correction, and database matching was carried out using the strictest possible 

matching criteria (mass error of <1ppm). This yielded noticeably lower FPRs compared to the 

U(H)PLC-MS assays, for which similar corrections and strict database matching criteria were 

not applied. Application of stricter parameters could have improved this result, but methods 

were applied as they were in routine metabolomics experiments as per the ENTACT 

experimental design.  

It is interesting to note that the (nano)ESI-DIMS methods yielded a TPR of ~48% for standard 

mixtures 6 and 7, where the U(H)PLC-MS methods had TPRs of ~1 and 0% for standard 

mixtures 6 and 7, respectively. This reinforces the value of the (nano)ESI-DIMS high-

throughput screening approach, demonstrating that in combination with other analytical 

methods, it serves as a vital tool in screening through large reference lists and providing 

putative annotations, approximately half of which are correct. The major challenge lies in 
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filtering these results and determining which are correct and which are not. This challenge is 

compounded by complex matrices, increasing the number of annotations requiring filtering. 

Finally, standard mixtures 6 and 7 bring forward a growing concern as they reflect the reality 

of environmental samples, which often do contain isomers and isobars and can be of low 

complexity. Although sample clean up methods are applied and recommended in some 

research groups (421), the requirement for specificity impedes the non-targeted nature of 

exposomics. Here, more evaluations are required to fully characterise the coverage and 

recovery rates of clean up methods such as solid-phase extraction (see (422). 

During annotation of Phase II U(H)PLC-MS data, annotation was carried out by matching 

against small RT databases. These databases had missing chemicals depending on which ion 

forms of the standard mixture constituents were detected in all three of the MS1 injections 

for that standard mixture, but this was done to ensure only reproducibly detected chemicals 

were added to the database. Phase II results demonstrated that the four U(H)PLC-MS assays 

could successfully be applied for the successful analysis of xenobiotics in increasingly complex 

sample matrices. However, relative to Phase I results, TPRs were reduced for all sample types 

because of the incomplete RT databases. This highlights a common issue in the creation of RT 

databases for NTA. Since RT matching requires that authentic chemical standards be analysed 

on the same analytical system and applying the same assay as the sample will be analysed, 

purchasing standards for all suspected chemicals is a challenge, with standards often 

unavailable or are costly to purchase all chemical standards. Sharing of RT databases or 

creation of open-source RT databases is also challenged by the varying RTs which analytes are 

observed at due to system set-up and assay, although research is emerging that proposes 

creation of retention indexes as described here (423).These standardise retention times 

across different instruments, allowing more universal databases to be constructed. The real 

advantage of using RT databases is observed in the huge reduction in FP annotations of the 

data during the Phase II experiments. This drastic fall in FP annotation can make data 

interpretation much simpler and more accurate, whilst also facilitating easier validation of 

results. For example, purchasing ten chemical standards to confirm the identity of a single 

peak of interest is much more feasible than purchasing fifty chemical standards. 

Results derived from the Phase II studies, and which applied U(H)PLC-MS assays demonstrate 

the need for larger RT databases that can be shared across the exposomics and metabolomics 
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communities. Although this is currently challenged by the requirement that authentic 

chemical standards be analysed on the same analytical system as the samples will be, much 

headway has been made to find alternative ways to create such databases. Over the last few 

years, many groups in metabolomics have investigated efficient ways to predict RTs. For 

example, Creek and co-authors illustrated a RT prediction-model for HILIC assays in 

metabolomics studies, finding that these predicted RTs reduced FP annotation by 40% (424). 

It is, however, difficult to accurately predict RTs due to RT drift, but this can be improved by 

analysis of standards to aid prediction with each NTA analysis (424). Indeed, many 

metabolomics tools have appeared in the last five years for exactly this purpose (425–428). A 

similar effort is required for analysis of xenobiotics, particularly in complex sample matrices 

such as house-dust. This has begun for the creation of chemical databases (429), but not for 

the implementation of RT prediction for these chemicals. 

The US-EPA’s ENTACT study demonstrated that both (nano)ESI-DIMS and U(H)PLC-MS assays 

can be used to measure xenobiotics in various and increasingly complex sample matrices, but 

highlighted the challenges of applying each technique, particularly in the complex house-dust 

matrix. The (nano)ESI-DIMS assays are challenged by a lack of separation before m/z analysis, 

therefore ion suppression and/or enhancement can be observed. As a result of the lack of 

separation, isomers and isobars cannot be differentiated. Moreover, (nano)ESI-DIMS data are 

very large and complex, and the lack of a third dimension of data (away from m/z and 

response) can make removal of background ions more challenging and increases FPRs during 

the annotation process. However, TP annotation in these datasets is ~50% in a clean solvent 

matrix, and slightly lower in more complex sample matrices. This makes this technique useful 

for screening through very large reference lists. However, the use of U(H)PLC-MS circumvents 

the issues of ion suppression and/or enhancement, and the third dimension of data in the RT 

domain reduces data complexity and makes removal of background peaks more efficient. This 

reduced data complexity increases TP annotation rates, but without the use of RT matching 

the FPRs are very high. Creation of RT databases is difficult and is the next step in improving 

applicability of NTA in exposomics.  

Finally, the comparison between the (nano)ESI-DIMS and U(H)PLC-MS methods highlighted 

the value of selecting data processing parameters carefully during database matching. During 

Phase I experiments, FP annotations were lower for the (nano)ESI-DIMS methods. These data 
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were very strictly filtered and appropriate database matching criteria selected, reducing FP 

annotation even in the absence of a separation strategy. The next chapter presented in this 

thesis will do the same for U(H)PLC-MS data, investigating which parameters affect 

annotation the most.  
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5 CHAPTER 5: Optimising U(H)PLC-MS Metabolite Annotation 

Parameters for Full-Scan Data using the Birmingham mEtabolite 

Annotation for Mass Spectrometry (BEAMS) Tool  
Abstract 

Data processing parameters such as intensity correlation coefficients (R) and annotation 

parameters such as adduct, and isotope reference lists can play a crucial role in reducing false 

positive rates (FPRs) by ensuring that different ion forms of the same analyte (degenerate 

features) are grouped together. There is, however, currently no standardisation on optimal 

parameters. To this end, the Birmingham mEtabolite Annotation for Mass Spectrometry 

(BEAMS), a software tool dedicated to annotation of metabolomics U(H)PLC-MS data, was 

used to characterise the impact of annotation parameters, and changing the length of various 

annotation reference lists in relation to FPRs. 

 Correlation coefficient thresholds of 0. 0.25, 0.7, 0.7, and 0.9, and p-value thresholds of 0.05, 

0.005, and 0.0005 were tested, whilst mass error tolerances of 0.5, 1.0, 3.0, 5.0, 10, and 

25ppm were also tested on metabolomics data collected for serum samples. Finally, varying 

lengths of adducts, isotopes, and neutral loss lists used to annotate degenerate features were 

tested. When correlation analysis and retention time (RT) similarity were applied to group 

and annotate degenerate features, and then match against metabolite databases using 

BEAMS, the TPRs and FPRs were most affected by the correlation thresholds, mass error 

tolerances, and adduct, isotope, and neutral loss lists used to annotate degenerate features. 

Generally, for both the polar and the non-polar assays, stricter correlation thresholds 

decreased both the TPRs and FPRs, but the optimal threshold was 1. The strictest mass error 

tolerances reduced both TPRs and FPRs, with the maximum TPRs observed between mass 

error tolerances of 3-10ppm. An optimal mass error tolerance of 5ppm was selected. Finally, 

longer adducts, isotope, and neutral loss lists increased both TPRs and FPRs of degenerate 

features for the positive ion-mode datasets, whilst they reduced TPRs in the negative ion-

mode datasets whilst still increasing FPRs.  

Shorter, more conservative reference lists can decrease FPRs, and it is recommended that 

anyone processing NTA data investigate degeneracies within their datasets and group them 

accordingly. 
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5.1 Introduction 
There are relatively few investigations into the impact of the grouping parameters 

(correlation analysis of different ion forms of the same analyte, and reference lists for 

annotation of these ion forms) applied during annotation in metabolomics, even though such 

studies offer insight into how to maximise this step. As such, this chapter will focus on just 

that, investigating the impact of varying grouping, isotope peak pattern matching, and 

database matching criteria. Not only will this work recommend optimised parameters for 

application within the Analytical and Clinical Metabolomics Group (ACMG) at the University 

of Birmingham, but this work is also relevant to anyone within the metabolomics community 

applying unsupervised clustering annotation tools that perform retention time (RT) similarity 

matching, correlation analysis, and subsequent annotation of degenerate features like 

RAMClust (332), MSClust (327), and PUTMEDID (334). 

The Analytical and Clinical Metabolomics Group (ACMG) at the University of Birmingham 

developed an open-source metabolite annotation tool called the Birmingham mEtabolite 

Annotation for Mass Spectrometry (BEAMS) tool, available at 

(https://more.bham.ac.uk/BEAMS/contact/). This is a more recent version of the tool 

PUTMEDID (334), which has had success in many metabolomics studies (430–438). The BEAMS 

tool similarly operates in multiple serial steps, divided into grouping features of the same 

metabolite, annotating peak patterns, annotating molecular formulae, and annotating 

compounds/metabolites. The feature grouping involves RT similarity matching and pairwise 

correlation analysis between two features, both governed by parameters including maximum 

RT difference, correlation threshold, correlation method (Pearson or Spearman Rank) and 

correlation p-value threshold. The maximum RT difference is a filtering parameter used to 

filter correlating features that are considered to belong to different metabolites, i.e., all 

correlating m/z features within a user specified RT difference tolerance and greater than or 

equal to the user defined correlation threshold are considered as different features of the 

same metabolite. The correlation threshold is user defined and is applied to filter the 

correlation coefficients (r) of two m/z features, which measures the strength of the 

relationship between the two m/z feature’s analytical responses. An r value of 1 reflects a 

quintessential synchronicity in intensity increase between two features, whilst a score of -1 

reflects an inverse relationship. The grouping method is a selection between two statistical 

https://more.bham.ac.uk/beams/contact/
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tests used to calculate correlations, Pearson’s correlation coefficient (439), and Spearman’s 

rank correlation coefficient (440), whilst the p-value threshold filters out correlating features 

below a user defined p-value threshold. The grouping method can impact annotation 

accuracy as well as the number of true positives (TP or true positive rate (TPR)), false positives 

(FP or false positive rate (FPR)), and false negatives (FN or false negative rate (FNR)). If the 

grouping criteria are too strict, then features belonging to a single metabolite can be divided 

into separate metabolites. Conversely, too liberal grouping criteria can result in forced 

grouping of features that do not belong together, thereby interpreting two separate 

metabolites as a single metabolite and its degenerate features. This phenomenon is 

exacerbated by the fact that correlation coefficients between related m/z features are not 

always high, as discussed briefly by Kachman and co-authors (322). In such a scenario, RT 

similarity is important, and must be carefully considered.  

Once grouping is complete, annotation of peak patterns is carried out by calculating m/z 

differences within each group and matching these to entries in reference lists of adducts, 

isotopes and neutral losses. Matching of m/z differences between features to the reference 

lists is restrained by a user defined mass error tolerance. Since the annotation of adducts, 

isotopes, and neutral losses is limited by the reference lists to match against, this step can 

also be greatly influenced by which degeneracies are searched for, and adduct, isotope, and 

neutral loss lists must be carefully considered. One strategy is to use chemical knowledge to 

create very large and exhaustive reference lists, but it has not been extensively investigated 

how this will impact on results, especially the rates of true and FP annotations.  

The next step is annotation of molecular formulae, which involves matching against a 

reference list of molecular formulae. This step can be toggled on or off. Skipping this step 

means molecular formulae annotations are not made, and database matching (next step) is 

carried out by m/z, whilst including this step annotates molecular formulae and these are 

then used during database matching against a reference list (next step). Finally, database 

matching against a reference list is carried out. Here, the different ion forms within each 

created group are annotated within a user defined mass error tolerance. This too can 

influence the accuracy of annotation and the number of false and TPs. Annotations carried 

out using strict matching criteria can be affected by the mass accuracy of the data collected, 

and this must be considered, albeit difficult to determine in NTA (441). On the other hand, 
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annotations using wide matching criteria will undoubtedly increase FP annotation. A 

summary of the BEAMS annotation workflow is shown in Figure 30 and a summary of the 

grouping is shown in Figure 31. 

 

Figure 30: The BEAMS annotation workflow is summarised here. It involves grouping features 
though calculating correlations between features across all samples and RT similarity 
matching, annotating isotopic peak patterns through calculating m/z differences within each 
RT group of correlating features and matching against a reference list of isotopes, annotating 
molecular formulae by matching against a reference list of molecular formulae, and 
annotating metabolites by matching against a metabolite database or reference list.  
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Figure 31: A summary of how BEAMS executes the grouping is shown. Correlation analysis is 
carried out on m/z feature intensities across all samples in the dataset. Based on the 
correlation analysis results and RT similarity, m/z features are placed into “groups,” whilst 
annotated adducts, isotopes, and neutral losses are assigned a “sub-group.” 

 

The impact of the annotation parameters on FP annotations has already been demonstrated 

in the first two chapters of this thesis. Analysis of the same standard mixtures using an 

(nano)ESI-DIMS method suffering from a lack of analyte separation prior to MS detection still 

managed to yield lower FP annotations than the gold standard U(H)PLC-MS approach. This 

strongly demonstrated the impact of using stricter database matching mass error tolerances, 

and just how effectively this one single parameter can be at reducing FP annotations. The 

objectives of this research chapter were therefore to investigate the impact of the various 

annotation parameters applied in the software tool BEAMS (and in other software), from the 

feature grouping to the database matching. This optimisation was carried out using four 

U(H)PLC-MS methods; HILIC positive ion-mode, HILIC negative ion-mode, lipids positive ion-

mode and lipids negative ion-mode applied to serum samples. The use of these four assays 

enabled characterisation of the impact of annotation parameters on both polar and non-polar 

metabolites. The optimised parameters were recommended for use within the ACGM.  
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5.2 Results and Discussion 

5.2.1 Maximum Retention Time Difference 
Four U(H)PLC-MS methods were applied for the analysis of human blood serum. These data 

were processed using XCMS (292), and the resultant peak matrices used to test the impact of 

varying the maximum RT difference (maxRT) setting during the BEAMS annotation workflow. 

These results were then used to determine an optimal maxRT recommended to all users of 

BEAMS and other software using RT similarity and correlation analysis to group related 

metabolites, or indeed any type of analyte in NTA. MaxRTs of 0.2s, 0.5s, 1.0s, 2.0s, and 5.0s 

were investigated by setting all other parameters as default (section 2.3.8) and varying only 

the maxRT parameter in the sequence. Data analysis of the results considered the following:  

1. How many unique m/z-RT pairs had one or more annotations reported (i.e., 

metabolite ID (HMDB identification number) or lipid ID (LM identification number)? 

2. What was the distribution of the number of annotations for each unique m/z-RT pair? 

3. How many unique m/z were grouped according to the maxRT parameter to form a 

single RT group based on RT similarity? 

4. What was the total number of unique m/z-RT pairs grouped? 

5. How many unique metabolite groups were reported? 

6. For each unique metabolite group, how many annotations were there? 

Results for questions 1-7 are reported and discussed in the sub-sections below.  

 

5.2.1.1 Unique m/z-retention time pairs 
The number of unique m/z-RT pairs was calculated for each of five maximum retention 

difference windows (0.2s, 0.5s, 1s, 2s, and 5s), and for four U(H)PLC-MS datasets separately. 

This calculation informed as to whether the maxRT parameter affected the number of m/z-

RT pairs reported within each dataset.  

For the HILIC positive and negative ion-modes, and the Lipids positive and negative ion-

modes, the number of unique m/z-RT pairs was unaffected by varying maxRTs (0.2s, 0.5s, 1s, 

2s, and 5s), yielding 8819, 6605, 5611, and 6558 unique m/z-RT pairs, respectively.  
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5.2.1.2 Unique m/z-retention time pairs with at least one or more annotations  
The number of unique m/z-RT pairs with at least one metabolite annotation was calculated 

for each of 5 maximum retention difference windows (0.2s, 0.5s, 1s, 2s, and 5s). This 

calculation informed on whether the maxRT parameter affected the number of m/z-RT pairs 

annotated within each dataset.  

For all four assays, the number of unique m/z-RT pairs with at least one metabolite annotation 

was not greatly impacted by the maxRT applied  (Figure 32 and Figure 33).  However, the 0.2s 

maxRT parameter yielded slightly less unique m/z-RT pairs with at least one annotation. This 

was more noticeable in the HILIC negative and Lipids positive ion-mode datasets, where the 

0.2s maxRT parameter yielded ~10% less annotations than the other parameters. This 

suggests that a 0.2s RT window is too small a value to apply when attempting to maximise the 

number of annotated MS1 features using RT similarity matching, and points to dataset 

specific responses to such filtering. The optimised parameters here are therefore suitable for 

serum samples analysed using similar methods and instruments to those applied here, but 

these results still have community wide relevance. With most data processing workflows 

applied using default parameters for ease of use, results here demonstrate the importance of 

carefully considering which parameters to use when RT similarity is carried out. These results 

serve as a soft word of caution on using excessively strict RT similarity parameters. However, 

they do also show that between 0.5-5s, the number of unique m/z-RT pairs annotated is 

largely unchanged, thus there is a wide array of similarity thresholds that could be applied 

without a reduction in the rate of annotation.  
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                                  (a)                                                                                (b) 

 

Figure 32: For the HILIC positive ion-mode dataset on the left-hand side (a), ~4100 of 8819 
(47%) unique m/z-RT pairs had at least one annotation. The changing maxRT parameters 
(0.2s, 0.5s, 1s, 2s, and 5s) did not impact this result much. For the HILIC negative ion-mode 
dataset on the right-hand side (b), ~3300 of 6605 (50%) unique m/z-RT pairs had at least one 
annotation. The changing maxRT parameters (0.2s, 0.5s, 1s, 2s, and 5s) did not impact this 
result much either.  

 

                                  (a)                                                                                (b) 

 

Figure 33: For the Lipids positive ion-mode dataset on the left-hand side (a), ~2300 of 5611 
(41%) unique m/z had at least 1 annotation. The changing maxRT parameters (0.2s, 0.5s, 1s, 
2s, and 5s) did not impact this result. For the Lipids negative ion-mode dataset on the right-
hand side (b), ~2700 of 6558 (41%) unique m/z had at least one annotation. The changing 
maxRT parameters (0.2s, 0.5s, 1s, 2s, and 5s) did not impact this result. 
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5.2.1.3 Distribution of the number of annotations for each unique m/z-retention time 

pair   
The distribution of the number of unique annotations for each m/z-RT pair was calculated for 

each of five maximum retention difference windows (0.2s, 0.5s, 1s, 2s, and 5s) for each of the 

four U(H)PLC-MS datasets. This calculation informed us on whether the maxRT parameter 

affected the number of annotations assigned to each unique m/z-RT pair feature and 

therefore the number of TP and FP annotations. 

The median number of unique annotations for each m/z-RT pair, although different between 

the four assays, was unaffected by changing the maxRT parameters (Figure 34 and Figure 35). 

Moreover, interquartile ranges were also unaffected. As such, any maxRT parameter could be 

applied without impacting the unique annotations for each m/z-RT pair. The median number 

of unique annotations for each unique m/z-RT pair was higher for both Lipid assays than the 

HILIC. This is likely due to the isomeric nature of lipid structures (442), resulting in a higher 

number of isomers being assigned to a single m/z-RT pair. 

                                    (a)                                                                                (b) 

  

Figure 34: For the HILIC positive ion-mode dataset on the left-hand side (a), the median 
number of unique annotations per unique m/z-RT pair was 3, whilst the interquartile range 
was from 1-6. The outliers had distributions as high as 117. For each of the tested maxRT 
parameters (0.2s, 0.5s, 1s, 2s, and 5s), the number of unique annotations assigned to each 
unique m/z-RT pair feature did not change, thus the maxRT parameter did not affect the 
number of unique annotations assigned to each unique m/z-RT pair. For the HILIC negative 
ion-mode dataset on the right-hand side (b), the median number of unique annotations per 
unique m/z-RT pair was 4, whilst the interquartile range was from 2-10. The outliers had 
distributions as high as 117. For each of the tested maxRT parameters (0.2s, 0.5s, 1s, 2s, and 
5s), the number of unique annotations assigned to each unique m/z-RT pair feature did not 
change, thus the maxRT parameter did not affect the number of unique annotations assigned 
to each unique m/z-RT pair. 
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                                 (a)                                                                                (b) 

  

Figure 35: For the Lipids positive ion-mode dataset on the left-hand side (a), the median 
number of unique annotations per unique m/z was 6, whilst the interquartile range was from 
2-28. The outliers had distributions as high as 130. For each of the tested maxRT parameters 
(0.2s, 0.5s, 1s, 2s, and 5s), the number of unique annotations assigned to each unique m/z 
feature did not change, thus the maxRT parameter did not affect the number of unique 
annotations assigned to each unique m/z. For the Lipids negative ion-mode dataset on the 
right-hand side (b), the median number of unique annotations per unique m/z was five, whilst 
the interquartile range was from 2-16. The outliers had distributions as high as 130. For each 
of the tested maxRT parameters (0.2s, 0.5s, 1s, 2s, and 5s), the number of unique annotations 
assigned to each unique m/z feature did not change, thus the maxRT parameter did not affect 
the number of unique annotations assigned to each unique m/z. 

 

 

5.2.1.4 Unique m/z features grouped according to retention time similarity 
The number of unique m/z features grouped together in each RT group was calculated for 

each of 5 maximum retention difference windows (0.2s, 0.5s, 1s, 2s, and 5s) for each of four 

U(H)PLC-MS datasets. This calculation informed on the impact of the maxRT parameter on 

the number of RT groups formed and the number of unique m/z within each group that likely 

represent degenerate feature of the same metabolite.  

All four assays had different median numbers of m/z features grouped but varying the maxRT 

parameter did not affect this. Moreover, for most assays, the maxRT parameter also did not 

impact the outlying number of m/z features grouped, with only the HILIC positive ion-mode 

dataset showing an increase in m/z features grouped with an increase in the maxRT 

parameter (Figure 36, Figure 37, Figure 38, Figure 39). These results can seem a little 

confusing. Creating smaller RT groups by using smaller maxRTs logically should result in less 

m/z per group. However, since this step was used to filter correlating m/z, it makes much 
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more sense, and indeed reveals the importance of correlation analysis for determining related 

metabolites. With the number of m/z within each group remaining constant for 3 out of the 

4 assays (HILIC negative ion-mode, and Lipids positive and negative ion-modes), the results 

suggested that m/z intensity correlation analysis alone was effective at determining related 

metabolites in U(H)PLC-MS data using BEAMS workflows, since the number of m/z features 

grouped according to similar RTs is largely unaffected by the width of the RT window. 

                                  (a)                                                                                (b) 

 

Figure 36: For the HILIC positive ion-mode dataset, the median number of unique m/z 
features per RT group was two, and the interquartile range was from 2-3. The outliers had 
values ranging between 20 and 40, and a general increase in the number of unique m/z per 
RT group was observed for the outlying data. However, for the rest of the data, no change in 
the number unique m/z per RT group was observed when the multiple values of the maxRT 
parameter were tested (0.2s, 0.5s, 1s, 2s, and 5s). 

 

 

 

 

 

 

 

 

 

 

 

 



231 
 

                                    (a)                                                                               (b) 

 

Figure 37: For the HILIC negative ion-mode dataset, the median number of unique m/z 
features per RT group was four, and the interquartile range was from 2-10. The outliers had 
values as high as 117. However, no change in the number unique m/z per RT group was 
observed when the multiple values of the maxRT parameter were tested (0.2s, 0.5s, 1s, 2s, 
and 5s). 

                                     (a)                                                                                (b) 

 

Figure 38: For the Lipids positive ion-mode dataset, the median number of unique m/z 
features per RT group was six, and the interquartile range was from 2-30. The outliers had 
values as high as 130. However, no change in the number unique m/z per RT group was 
observed when the multiple values of the maxRT parameter were tested (0.2s, 0.5s, 1s, 2s, 
and 5s). 
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                                      (a)                                                                                (b) 

 

Figure 39: For the Lipids negative ion-mode dataset, the median number of unique m/z 
features per RT group was five, and the interquartile range was from 2-15. The outliers had 
values as high as 130. However, no change in the number unique m/z per RT group was 
observed when the multiple values of the maxRT parameter were tested (0.2s, 0.5s, 1s, 2s, 
and 5s). 

 

 

5.2.1.5 Total number of unique m/z features grouped according to retention time 

similarity 
The total number of unique m/z features grouped was calculated for each of 5 maximum 

retention difference windows (0.2s, 0.5s, 1s, 2s, and 5s). In this calculation, a unique m/z 

appearing three times with different RTs was only counted once. This calculation sought to 

determine the total number of unique m/z features assigned to a group with other m/z 

features through correlation analysis and RT similarity. This calculation informed on whether 

the maxRT parameter affected the number of m/z grouped overall.  

Results for the HILIC and Lipids positive and negative ion-mode datasets are shown in Figure 

40 and Figure 41.  Degenerate features can inflate the percentage of unannotated m/z data 

in metabolomics. Moreover, considering m/z features of the same metabolite as separate 

metabolites can also increase FP annotation. It is therefore important to group m/z features 

accordingly. Results presented here demonstrate that the 0.2s maxRT is too small, as the 

smallest number of total m/z features grouped is achieved using this parameter. This aligns 

well with expectation. Degenerate features of the same metabolite are expected to co-elute, 

and thus must have the same RT. However, the peak apex for each degenerate feature may 

vary, hence the lower number of m/z features grouped when a 0.2s maxRT is applied, 



233 
 

suggesting a peak apex deviation larger than 0.2s. The changes between 1-5s are minimal, 

thus an appropriate optimal maxRT must be between 1-5s.  

 

                                      (a)                                                                                (b) 

 

Figure 40: For the HILIC positive ion-mode dataset on the left-hand side (a), the total number 

of unique m/z grouped increased with widening maxRT windows, with the largest increase 

observed between 0.2s and 0.5s. Further increases are observed between 0.5s and 5s, but 

these are much smaller. Indeed, counts between 1-5s are minimal, and an optimal maxRT 

value can be selected from any of those values. For the HILIC negative ion-mode dataset on 

the right-hand side (b), the total number of unique m/z grouped increased with widening 

maxRT windows, with the largest increase observed between 0.2s and 0.5s. Further increases 

are observed between 0.5s and 5s, but these are much smaller. Indeed, counts between 1-5s 

are minimal, and an optimal maxRT value can be selected from any of those values. 
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                                        (a)                                                                                (b) 

 

Figure 41: For the Lipids positive ion-mode dataset on the left-hand side (a), the total number 
of unique m/z grouped increased with widening maxRT windows, with the largest increase 
observed between 0.2s and 0.5s. Further increases are observed between 0.5s and 5s, but 
these are much smaller. Indeed, counts between 1-5s are minimal, and an optimal maxRT 
value can be selected from any of those values. For the Lipids negative ion-mode dataset on 
the right-hand-side (b), the total number of unique m/z grouped increased with widening 
maxRT windows, with the largest increase observed between 0.2s and 0.5s. Further increases 
are observed between 0.5s and 5s, but these are much smaller. Indeed, counts between 1-5s 
are minimal, and an optimal maxRT value can be selected from any of those values. 

 

5.2.1.6 Unique retention time groups created 
The number of RT groups created was calculated for each of five maximum retention 

difference windows (0.2s, 0.5s, 1s, 2s, and 5s). A single RT group was comprised of all m/z that 

had correlations above the user defined threshold (a default of r=0.7 and p=0.05 for these 

experiments) and all m/z with RTs that fall within each specified maxRT. Moreover, the 

adducts, isotopes, and neutral losses denoted by each correlated m/z difference and falling 

within the specified maxRT also had to be annotated. Each group therefore comprised of m/z 

features likely belonging to a single metabolite. This calculation informed on whether the 

maxRT parameter affected the number of RT groups created.  

Results for the HILIC and Lipids positive and negative ion-mode datasets, respectively, are 

shown in Figure 42 and Figure 43. Generally, none of the changes observed were significant, 

but the jump from 0.2s to 0.5s maxRT had between 10-25% less annotations than the other 

RT differences tested. This suggests that the 0.2s maxRT parameter was too strict. 

Chromatographic peaks of the same or related analytes should exhibit similar peak shapes, 

influenced by various aspects such as the integration algorithm and method resolution. As 
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such, the peak apex of chromatograms belonging to related, co-eluting analytes can vary 

slightly. Results here demonstrate that a 0.2s RT similarity threshold is too strict, allowing 

insufficient leeway for peak apex detection-related imperfections (443). Researchers using RT 

similarity to group degenerate features must be wary of this. 

                                        (a)                                                                                (b) 

 

Figure 42: For the HILIC positive ion-mode on the left-hand side (a), ~1500 groups were 
created, and this number was similar for all RT windows, although 0.2s window had the least 
groups. The biggest number of groups was observed at 1s maxRT. For the HILIC negative ion-
mode on the right-hand side (b), ~800 groups were created, and this number was similar for 
all RT windows, although 0.2s window had the least groups. The largest number of groups 
was observed at 1s maxRT. 

                                         (a)                                                                                (b) 

 

Figure 43: For the Lipids positive ion-mode on the left-hand side (a), ~1200 groups were 
created, and this number was similar for all RT windows, although 0.2s window had the least 
groups. The largest number of groups was observed at 5s maxRT, although differences 
between 1s and 5s were almost negligible. For the Lipids negative ion-mode on the right-hand 
side (b), ~1200 groups were created, and this number was similar for all RT windows, although 
0.2s window had the least groups. The largest number of groups was observed at 1s and 2s 
maxRTs. 
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5.2.1.7 Annotations per unique retention time group 
The number of unique annotations reported per RT group was calculated for each of 5 

maximum retention difference windows (0.2s, 0.5s, 1s, 2s, and 5s). This calculation informed 

on whether the maxRT parameter affected the number of annotations within each RT group.  

Results for each of the four assays are shown in  Figure 44 and Figure 45. For most RT groups 

for all four assays, the number of annotations per group were largely unaffected by the maxRT 

applied, with the median number of annotations and the interquartile ranges remaining 

constant or varying only by one or two. However, for the HILIC assays, widening the maximum 

RT window increased the outlying number of annotations assigned to each RT group. 

Conversely, for the Lipid positive assay, using a maxRT of 0.2s decreased the spread of the 

number of annotations per group. For the HILIC assays, an increase in the maxRT was 

expected to result in more correlating m/z features falling within the RT similarity threshold. 

As such, it was therefore likely to increase the number of annotations. However, for the bulk 

of the HILIC data, no increase in the number of annotations per RT group was observed. This 

was because increased grouping of correlating m/z features based on RT similarity did not 

instantly translate into more annotations. As described in section 5.2, a RT group comprised 

of m/z-RT pairs assigned a group_id and sub_group_id. To be assigned a sub_group_id, the 

m/z defects of the m/z within a user specified RT similarity threshold had to be annotated. 

The m/z features that were highly correlated despite not belonging to the same metabolite 

and fell within the user defined maxRT were not counted as they were not assigned a 

sub_group_id. However, as the maxRT increased, so did the chance of grouping m/z features 

that were above the specified correlation threshold and within the specified RT similarity 

threshold but did not actually belong to the same metabolite. This undoubtedly resulted in 

an increase in the number of annotations for a small subset of the data (outliers), albeit 

incorrect ones as there are some metabolites within HMDB that have mass defects that could 

be annotated as different adducts (Table 78).  
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accession chemical_ 

formula 

monisotopic_molecular 

weight 

[M+H]+ m/z_diff 

HMDB001202

5 

C90H158N4O4

2 

1967.035065 1968.042 21.88911 

HMDB003357

0 

C92H148O46 1988.924177 1989.931 

HMDB001196

5 

C96H168N4O4

7 

2129.087889 2130.095 21.88911 

HMDB003357

5 

C98H158O51 2150.977001 2151.984 

Table 78: Two sets of metabolites in HMDB are shown. The [M+H]+ ions of these compounds 
have a defect that could be misannotated as a Na adduct. If these two sets of metabolites 
correlated above the specified threshold, and also had sufficiently similar RTs, then these 
could be grouped together in a RT group, having a group_id and sub_group_id. It is also 
possible that one of these could then be annotated as the [M+Na] adduct of the other. 
Instances like this are unlikely but possible, explaining why for the majority of the HILIC data, 
an increase in the number of annotations per RT group is not observed, but an increase in the 
number of annotations with increasing maxRT is observed for the outlying data. 
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                                        (a)                                                                                (b) 

  

Figure 44: For the HILIC positive ion-mode dataset on the left-hand side, the median number 
of annotations per RT group was three and remained the same across the different maxRT 
parameter values applied. The interquartile range was from 1-5 unique annotations per RT 
group. For the HILIC negative ion-mode dataset on the right-hand side, the median number 
of annotations per RT group was two and remained the same across the different maxRT 
parameter values applied. The interquartile range was from 2-3 unique annotations per RT 
group. 

                                           (a)                                                                                (b) 

  

Figure 45: For the Lipids positive ion-mode dataset on the left-hand side (a), the median 
number of annotations per RT group was two and remained the same across the different 
maxRT parameter values applied. The interquartile range was from 2-3 unique annotations 
per RT group for the 0.2s maxRT, and 2-4 for the other maximum RT parameters tested. For 
the Lipids negative ion-mode dataset on the right-hand side (b), the median number of 
annotations per RT group was one and remained the same across the different maxRT 
parameter values applied. The interquartile range was from 1-6 unique annotations per RT 
group. 

 



239 
 

5.2.2 Maximum Retention Time Difference: Conclusion 
Metabolite annotation was performed on four U(H)PLC-MS datasets (HILIC and Lipids assays 

in positive and negative ion-modes) applying the BEAMS software tool. To provide optimal 

BEAMS processing parameters, the maxRT parameter, which is applied during the grouping 

step of BEAMS annotation, was investigated. Five parameters were run seriatim (0.2s, 0.5s, 

1s, 2s, and 5s) and results used to determine the impact, if any, of changing these parameters.   

Varying the maxRT did not have much of an impact on the number of unique m/z-RT pairs 

created [1], the unique m/z features with at least one annotation [2], the distribution of the 

number of annotations per unique m/z [3], and the number of m/z features grouped together 

per RT group [4]. It did, however, impact the total number of unique m/z features grouped 

together [5], with more features grouped when using wider maximum RT windows. The 0.2s 

maximum RT window demonstrated the lowest number of groups, with an increase at 0.5s 

and a further increase at 1.0s. The number of groupings were similar at 1, 2 and 5s. An optimal 

maximum RT can therefore be selected as 1.0s, since minimal changes are observed 

thereafter.  

Varying the maxRT also impacted the number of RT groups formed [6]. For the HILIC assays, 

the largest number of RT groups was observed when a maxRT of 1s was used, whilst for the 

Lipids positive ion-mode, the highest number of RT groups was formed when a 2s maxRT was 

applied, although the difference in the number of RT groups formed varied negligibly between 

1-5s. For the Lipids negative ion-mode the largest number of RT groups was formed jointly by 

either a 1s or 2s maxRT. Indeed, for all assays, the variation in the number of RT groups formed 

was negligible between maxRTs of 1-5s.  

Finally, the number of unique annotations per RT group [7] was also not impacted by varying 

the maxRT applied, with median values staying constant with each assay. However, for the 

HILIC assays, increasing the maxRT values also increased the number of unique annotations 

in a small subset of the data considered to be outliers.  

Based on the total number of unique m/z grouped together, and the number of RT groups 

formed, a 1s maximum retention difference was selected as optimal. It was comforting to 

observe that application of varying maximum retention differences did not have a huge 

impact, thus application of different parameters is acceptable and does not come at a huge 
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detriment to the results obtained. Indeed, RT similarity filtering applied in BEAMS is not the 

most impactful parameter, but rather simply a filtering step accompanying m/z intensity 

correlation analyses. Moreover, it is left to the user to determine what is most important to 

them. Applying a tight maxRT can aid in data reduction, and indeed may reduce FP 

annotation. Conversely, one may choose to use wider maxRTs to increase the number of RT 

groups obtained, and potentially the number of annotations, particularly when MS1 data is 

accompanied by MS2 for increased confidence.  

 

5.2.3 Correlation Threshold and p-value 
Four U(H)PLC-MS methods, HILIC positive and negative ion-mode, and lipids positive and 

negative ion-modes, were applied for the analysis of human blood serum. These data were 

processed using XCMS (292), and then used to test the impact of changing the correlation 

threshold and p-value settings during the BEAMS annotation workflow. Correlation 

thresholds (r) of 0.00, 0.25, 0.50, 0.70, and 0.90 were investigated. For each correlation 

threshold, three p-value thresholds, 0.05, 0.005, and 0.0005, were also tested. For example, 

a correlation threshold of zero was operated three times using the three p-value thresholds 

(0-0.05, 0-0.005, 0-0.0005), and the same done for other correlation thresholds to be 

investigated. The maxRT was set to 1s, as was found to be optimal in the previous section 

5.2.1, and all other parameters were set to default (see 2.4.3 for default parameters).  Data 

analysis of the results considered the following:  

1. How does changing the correlation and p-value thresholds impact a subset of the data 

known to be TPs (through identification applying matching to RT and MS/MS data for 

authentic chemical standards)? 

2. How many RT groups were formed using each set of parameters, where a RT group 

was comprised of correlating m/z features with maxRTs of 1s as was found optimal in 

section 5.2.1? 

3. How many of the formed RT groups were annotated? 

4. How many unique annotations were there for each RT group? 
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5.2.3.1 True and false positive rates  
A subset of confidently identified metabolites (described in 2.4.5), considered to be TPs, were 

used to investigate the impact of varying the correlation and p-value thresholds. True and 

FPRs were calculated as described in section 2.4.5. This calculation informed on whether the 

correlation and p-value threshold parameters affected the true and FPRs during BEAMS 

annotation.   

Results for the HILIC positive and negative ion-mode assays, showing TPRs and FPRs, 

respectively, are shown in Figure 46 and Figure 47.  

 

                                     (a)                                                                                (b) 

 

Figure 46: For the HILIC positive ion-mode dataset on the left-hand side (a), TPRs for 
correlation thresholds of 0-0.5 did not change, remaining at 94%. TPRs dropped to 90% when 
a correlation threshold of 0.7 was applied, and even further to 88% when a correlation 
threshold of 0.9 was applied. For all tested correlation thresholds, varying p-value thresholds 
did not have an impact on TPR. For the HILIC negative ion-mode dataset shown on the right-
hand side (b), TPRs for correlation thresholds of 0-0.7 did not change, remaining at 94%. TPRs 
dropped to 93% when a correlation threshold of 0.9 was applied. For all tested correlation 
thresholds, varying p-value thresholds did not have an impact on TPR. 
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                                     (a)                                                                                (b) 

 

Figure 47: For the HILIC positive ion-mode dataset on the left-hand side (a), FPRs for 
correlation thresholds of 0-0.5 remained constant at ~760%, exhibiting only minor and 
negligible variations. This FPR was not affected by varying p-value thresholds. When 
correlation thresholds of 0.7-0.9 were applied, the FPR increased to 820%, and this was also 
unaffected by varying p-value thresholds. For the HILIC negative ion-mode dataset on the 
right-hand side (b), the FPR for correlation thresholds of 0-0.7 was 1 600%. This was 
unimpacted by varying p-value thresholds and decreased to 1 200% when correlation 
thresholds of 0.9 were applied. Once again, this FPR was not impacted by carrying p-value 
thresholds.  

 

It was expected that applying stricter correlation thresholds (thereby grouping only features 

with high correlation coefficients) would decrease FP annotation, but this was not the case 

for the HILIC positive ion-mode, where the FPR increased by 40% for correlation thresholds 

of 0.7-0.9. This was investigated by taking the list of all correct m/z-RT pairs and searching for 

these in the BEAMS outputs when correlations of 0.5 and 0.7 were applied with a p value 

threshold of 0.05. From this subset, a randomly selected m/z-RT pair was used for 

investigative purposes (M809T259). It was immediately noted that applying the higher 

correlation threshold of 0.7 resulted in assignment of sodium adducts which were not 

assigned when a correlation threshold of 0.5 was applied. When correlation thresholds of 0.5 

are applied, the sodium adduct may end up correlated to another feature, thus becomes 

unavailable for assignment as a sodium adduct. When the correlation threshold is increased, 

the previously accepted incorrect annotation is now unaccepted, and this sodium adducts are 

“free” to be assigned as such. This assignment of sodium adducts increased the number of 

annotations assigned to m/z-RT pair M809T259. Indeed, when a correlation threshold of 0.5 

was applied, this m/z-RT pair had a total of 51 annotations and only the protonated forms of 
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each assignment were present. However, when a correlation threshold of 0.7 was applied, 

both protonated and sodiated adducts were present, and the m/z-RT pair M809T259 had a 

total of 80 annotations. It was not entirely clear if this was a positive or a negative result. One 

the one hand, it could be that applying higher correlation thresholds excluded grouping of 

degenerate features of the same metabolite that had lower correlations, and instead only 

grouped features that were likely biologically related. As has already been shown in this 

chapter (5.2.3.4, Table 78), some HMDB entries have m/z defects between their protonated 

ions that could be annotated as sodium adducts. This would explain the increase in sodium 

adducts observed when higher correlation thresholds were applied, which in turn resulted in 

an increase in FP annotation. On the other hand, perhaps the lower correlation thresholds 

were not sufficiently high, increasing the number of m/z grouped together as degenerate 

features of the same metabolite. Perhaps this higher number of m/z was too noisy and 

masked the annotation of sodium adducts, thus reducing the number of FP annotations. 

Either way, the behaviour of the HILIC positive ion-mode dataset could be explained, and the 

HILIC negative ion-mode dataset behaved as expected, exhibiting a reduction in FP annotation 

when higher correlation thresholds were applied.  

Results for the Lipids positive and negative ion-mode assays, showing TPRs and FPRs, 

respectively, are shown in Figure 48 and Figure 49.  
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                                     (a)                                                                                (b) 

 

Figure 48: For the Lipids positive ion-mode dataset shown on the left-hand side (a), TPRs for 
correlation thresholds of 0-0.5 did not change, remaining at 77%. TPRs dropped to 74% when 
a correlation threshold of 0.7 is applied, and even further to 65% when a correlation threshold 
of 0.9 was applied. For all tested correlation thresholds, varying p-value thresholds did not 
have an impact on TPR. For the Lipids negative ion-mode dataset shown on the right-hand 
side (b), TPRs for correlation thresholds of 0-0.5 did not change, remaining at 83%. TPRs 
dropped to 79% when a correlation threshold of 0.7 is applied, and even further to 69% when 
a correlation threshold of 0.9 was applied. For all tested correlation thresholds, varying p-
value thresholds did not have an impact on TPR. 

                                 (a)                                                                                (b) 

 

Figure 49: For the Lipids positive ion-mode dataset on the right-hand side (a), the FPR for 
correlation thresholds of 0-0.25 was 820%. This was unimpacted by varying p-value 
thresholds and decreased to 730% when correlation thresholds of 0.5-0.7 were applied. Once 
again, this FPR was not impacted by varying p-value thresholds. Finally, then a correlation 
threshold of 0.9 was applied, the FPR was at its lowest at 520% and was not changed by 
varying p value thresholds. For the Lipids negative ion-mode dataset on the left-hand side (b), 
FPRs for correlation thresholds of 0-0.5 remained constant at ~2 450%, exhibiting only minor 
and negligible variations. This FPR was not affected by varying p-value thresholds. When a 
correlation threshold of 0.7 was applied, the FPR decreased to 2 300%, and this was also 
unaffected by varying p-value thresholds. Finally, at a correlation threshold of 0.9, the FPR 
dropped to its lowest at 1 500%. 
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Overall, TPRs were constant and highest between r = 0 to 0.5 for the HILIC positive and Lipids 

positive and negative ion-modes. The HILIC negative ion-mode had the highest TPRs for 

correlation thresholds 0 to 0.7. The FPRs were lowest when r =0.9 for the HILIC negative, and 

Lipids positive and negative ion-modes. For the HILIC negative ion-mode, an opposite trend 

was observed, with lower correlation thresholds of 0-0.5 yielding the lowest FPRs. For all 

assays, the p-value thresholds did not have an impact on TPRs. The HILIC negative and Lipids 

positive and negative ion-mode datasets all exhibited a reduction in FPR with increasing 

correlation threshold parameters. However, the HILIC positive ion -mode dataset showed an 

increase in FPR as higher correlation thresholds were applied. An investigation of this 

phenomenon showed that application of the higher correlation thresholds in this dataset 

introduced annotation of sodium adducts that were otherwise not present at lower 

correlation thresholds. It was unclear whether this was due to an increase in grouping of 

different metabolites as a single metabolite, and thus an increase in FP annotation, or if the 

stricter correlation parameters resulted in less noisy metabolite spectra that revealed 

otherwise unannotated adducts. Based on these results, a correlation threshold of 0.5 could 

be applied for all assays to yield the highest TPRs. Although this yielded higher FPRs, additional 

strategies such as MS/MS and RT database matching could be used to further reduce FP 

annotation. Since the p-value thresholds did not impact TPRs, a liberal p-value threshold of 

0.05 would suffice.  

 

5.2.3.2 Unique retention time groups created 
The number of RT groups formed when applying different correlation and p-value thresholds 

was calculated. A RT group comprised of m/z features with RTs within 1s of one another, as 

was found to be optimal in section 5.2.1. This calculation informed on whether the correlation 

and p-value thresholds affected the number of RT groups formed.  

Results for the HILIC and Lipids positive and negative ion mode assays, respectively, are shown 

in Figure 50 and Figure 51. For all assays, the number of groups formed dropped at r =0.7 and 

was lowest for r =0.9. Where p values affected the number of RT groups, the p value threshold 

of 0.05 yielded the largest number. The number of groups formed dropped more drastically 

at r =0.9 for the Lipids assays, decreasing by approximately half for both ion-modes. Based on 

these results, a correlation threshold of 0.5 using a p value threshold of 0.05 would yield the 
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largest number of RT groups and was therefore concluded to be optimal. However, it is once 

again demonstrated that BEAMS parameters can be a very powerful tool for data reduction 

through grouping, and thus it is up to the user to determine what is most important outcome 

for their results.  

                                  (a)                                                                                (b) 

 

Figure 50: For the HILIC positive ion-mode (a), the number of RT groups formed is ~1,800 and 
does not change much for correlation thresholds ranging from 0 to 0.5. However, a minimal 
increase in the number of RT groups formed is observed as larger p-value thresholds are 
applied. The number of RT groups formed decreases to 1 600 when a correlation threshold of 
0.7 is applied, and further still to 1 400 when a correlation threshold of 0.9 is applied. For both 
these larger correlation thresholds (0.7 and 0.9), the p value thresholds tested (0.05, 0.005, 
and 0.0005) did not affect the number of RT groups formed. The highest number of groups 
therefore resulted from correlation thresholds anywhere between 0 and 0.5, and a p value 
threshold of 0.05.  

For the HILIC negative ion-mode (b), the number of RT groups formed was ~1 000 and did not 

change much for correlation thresholds ranging from 0 to 0.25. However, an increase in the 

number of RT groups formed was observed as larger p-value thresholds were applied. The 

number of RT groups formed decreased to 900 when a correlation threshold of 0.5 was 

applied, and further still to 850 and then 700 when correlation thresholds of 0.7 and 0.9 were 

applied, respectively. For these larger correlation thresholds (0.5, 0.7, and 0.9), the p value 

thresholds tested (0.05, 0.005, and 0.0005) did not affect the number of RT groups formed. 

The highest number of groups therefore resulted from correlation thresholds anywhere 

between 0 and 0.25, and p value thresholds of 0.05. 
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                                (a)                                                                                (b) 

 

Figure 51: For the Lipids positive ion-mode (a), the number of RT groups formed was ~1 500 
and did not change much for correlation thresholds ranging from 0 to 0.5. The p value 
threshold setting in this range also did not impact the number of RT groups formed, remaining 
constant at ~ 1 500 groups. The number of RT groups formed decreased to 1 300 when a 
correlation threshold of 0.7 was applied, and further still to 800 when a correlation threshold 
of 0.9 was applied. For both these larger correlation thresholds (0.7 and 0.9), the p value 
thresholds tested (0.05, 0.005, and 0.0005) did not affect the number of RT groups formed. 
The highest number of groups therefore resulted from correlation thresholds anywhere 
between 0 and 0.5, and a p value threshold of 0.05. 

For the Lipids negative ion-mode (b), the number of RT groups formed was ~1 550 and did 

not change much for correlation thresholds ranging from 0 to 0.5. The p value threshold 

setting in this range also did not impact the number of RT groups formed, remaining constant 

at ~ 1 550 groups. The number of RT groups formed decreased to 1 400 when a correlation 

threshold of 0.7 was applied, and further still to 700 when a correlation threshold of 0.9 was 

applied. For both these larger correlation thresholds (0.7 and 0.9), the p value thresholds 

tested (0.05, 0.005, and 0.0005) did not affect the number of RT groups formed. The highest 

number of groups therefore resulted from correlation thresholds anywhere between 0 and 

0.5, and a p value threshold of 0.05. 

 

 

5.2.3.3 Retention time groups annotated 
The number of RT groups with at least one annotation when applying different correlation 

and p-value thresholds was calculated. A RT group comprised of m/z features with RTs within 

1s of one another, as was found to be optimal in section 5.2.1.  This calculation informed on 

whether the correlation and p-value thresholds affected the number of RT groups which 

include one or more metabolite annotations.  
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Results for the HILIC and Lipids positive and negative ion mode assays, respectively, are shown 

in Figure 52 and Figure 53. For all assays, a general trend was observed. As the correlation 

threshold increased, the percentage of RT groups annotated decreased. N.B. that this may 

have been due to less RT groups formed with increasing correlation thresholds. The p value 

thresholds impacted the number of groups annotated at lower correlation thresholds (0 and 

0.25) and in the negative ion-mode, although any changes were observed were only minor. 

Where p value thresholds impacted results, only small increases were observed as the p value 

threshold decreased, and ultimately the changes in counts were never >100 when compared 

for the same correlation coefficient. Based on these results, a correlation threshold between 

0 and 0.5 would be optimal. Although not yielding the largest percentage of the number of 

RT groups annotated, these lower correlation thresholds resulted in more RT groups being 

formed, and thus could be more suitable. This result brings up an interesting point of 

discussion. Although the highest number of RT groups annotated occurs at correlation 

thresholds between 0-0.5 for all assays, earlier investigations into an optimal maxRT revealed 

that the number of unique m/z grouped into a single RT group based on RT similarity did not 

increase in any meaningful way for data within the interquartile range for all four assays. This 

demonstrates that grouping of degenerate features of a single metabolite relies heavily on 

correlation analysis. Indeed, without correlation analysis, and using only similarity in RT to 

group degenerate features, issues can arise resulting from co-eluting analytes. To minimise 

such issues, a 0.5 correlation threshold is recommended over 0 and 0.25.  
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                                    (a)                                                                                (b) 

 

Figure 52: For the HILIC positive ion-mode dataset (a), ~900 RT groups were annotated out of 
the ~1 800 RT groups formed (~50%) for correlation thresholds of 0 to 0.5. The p value 
thresholds applied (0.05, 0.005, and 0.0005) did not have an impact on the number of RT 
groups annotated. Application of a correlation threshold of 0.7 resulted in the annotation of 
900 out of a total of 1 600 RT groups (56%). Once again, the p value thresholds applied had 
no impact on the number of RT groups annotated. Finally, application of a correlation 
threshold of 0.9 resulted in the annotation of 850 out of a total of 1 400 RT groups (61%), and 
this number was not impacted by varying p value thresholds.  

For the HILIC negative ion-mode dataset (b), ~600 RT groups were annotated out of the ~1 

000 RT groups formed (~60%) for correlation thresholds of 0 to 0.25. The p value thresholds 

applied (0.05, 0.005, and 0.0005) yielded the highest numbers of RT groups annotated for 

0.05. Application of a correlation threshold of 0.5 resulted in the annotation of 580 out of a 

total of 900 RT groups (64%). The p value thresholds applied had no impact on the number of 

RT groups annotated. The application of a correlation threshold of 0.7 resulted in 850 out of 

850 RT groups being annotated (100%), with p value thresholds having no impact on this 

annotation rate. Finally, application of a correlation threshold of 0.9 resulted in the 

annotation of 700 out of a total of 700 RT groups (100%), and this number was also not 

impacted by varying p value thresholds. 
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                              (a)                                                                                (b) 

 

 

Figure 53: For the Lipids positive ion-mode dataset (a), ~650 RT groups were annotated out 
of the ~1 500 RT groups formed (~43%) for correlation thresholds of 0 to 0.5. The p value 
thresholds applied (0.05, 0.005, and 0.0005) did not have an impact on the number of RT 
groups annotated. Application of a correlation threshold of 0.7 resulted in the annotation of 
600 out of a total of 1 300 RT groups (46%). Once again, the p value thresholds applied had 
no impact on the number of RT groups annotated. Finally, application of a correlation 
threshold of 0.9 resulted in the annotation of 380 out of a total of 800 RT groups (48%), and 
this number was not impacted by varying p value thresholds. 

For the Lipids negative ion-mode dataset (b), ~780 RT groups were annotated out of the ~1 

550 RT groups formed (~50%) for correlation thresholds of 0 to 0.5. The p value thresholds 

applied (0.05, 0.005, and 0.0005) for correlation thresholds of 0 and 0.25 resulted in a small 

increase in the number of annotated RT groups, with the highest number observed at p value 

threshold = 0.0005.  For the correlation threshold of 0.5, the p value thresholds applied did 

not have an impact on the number of RT groups annotated. Application of a correlation 

threshold of 0.7 resulted in the annotation of 780 out of a total of 1 400 RT groups (56%). 

Once again, the p value thresholds applied had no impact on the number of RT groups 

annotated. Finally, application of a correlation threshold of 0.9 resulted in the annotation of 

400 out of a total of 700 RT groups (57%), and this number was not impacted by varying p 

value thresholds. 
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5.2.3.4 Unique annotations per retention time group 
The number of unique annotations per RT group when applying different correlation and p-

value thresholds was calculated. This calculation informed on whether the different 

correlation and p-value threshold parameters affected the number of annotations in each RT 

group.  

Results for HILIC positive and negative ion mode datasets are shown in Figure 54 and Figure 

55. The maximum number of annotations per RT group were between correlation thresholds 

and 0 and 0.5 (~300 unique annotations per RT group). A threshold of 0.7 yielded a maximum 

number of annotations per group of 180, whilst this number was reduced to 120 when a 

correlation threshold of 0.9 was applied. 

                              (a)                                                                                (b) 

 

Figure 54: For the HILIC positive ion-mode, the median number of annotations for correlation 
thresholds of 0-0.5 for all three p value thresholds was three and did not change. The 
interquartile ranges 5 also did not change, ranging from 1-8, and were unaffected by varying 
p value thresholds. For the correlation threshold of 0.7, the interquartile range was 2-5, and 
was unaffected by varying p value thresholds. For the correlation threshold of 0.9, the 
interquartile range was 1-6, and was unaffected by varying p value thresholds. The spread of 
the number of annotations per RT group decreased as higher correlation thresholds were 
applied, but these values were not impacted by changing p value thresholds. The maximum 
number of annotations per RT group were obtained between correlation thresholds and 0 
and 0.5 (~300 unique annotations per RT group). A threshold of 0.7 yielded a maximum 
number of annotations per group of 180, whilst this number was reduced to 120 when a 
correlation threshold of 0.9 was applied. 
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                              (a)                                                                                (b) 

 

Figure 55: For the HILIC negative ion-mode, and for correlation thresholds of 0 and 0.25, the 
median numbers of annotations per RT group were four, five, and four for p value thresholds 
of 0.0005, 0.005, and 0.05, respectively. For the correlation threshold of 0.5, the median 
numbers of annotations per RT group were five, six, and six for p value thresholds of 0.0005, 
0.005, and 0.05, respectively. For correlations of 0.7 and 0.9, the median number of 
annotations per RT group remained the same at four. The interquartile ranges for correlation 
thresholds from 0 to 0.25 ranged from 2-17, 2-18, and 2-17 for p value thresholds of 0.0005, 
0.005, and 0.05, respectively. The interquartile range for the correlation thresholds of 0.5 and 
0.7 were 2-18, whilst for 0.9 these were 2-17. The maximum number of annotations for 
correlation thresholds of 0 and 0.5 were ~300 unique annotations per RT group. A threshold 
of 0.7 yielded a maximum number of annotations of 180, whilst this number was reduced to 
120 when a correlation threshold of 0.9 was applied. 

 

For the Lipids positive ion-mode dataset, the median number of annotations for each tested 

correlation and p value threshold varied slightly. For correlation thresholds of 0, the median 

numbers of annotations per RT group were ten, ten, and eight for p value thresholds of 

0.0005, 0.005, and 0.05, respectively. For the correlation threshold of 0.25, these were ten, 

nine, and, and nine for p value thresholds of 0.0005, 0.005, and 0.05, respectively. For the 

correlation threshold of 0.5, the median numbers of annotations per RT group were nine, ten, 

and nine for p value thresholds of 0.0005, 0.005, and 0.05, respectively. For correlations of 

0.7 the number of annotations per RT group were ten, nine, and ten for p value thresholds of 

0.0005, 0.005, and 0.05, respectively. For the correlation threshold of 0.9, the numbers of 

annotations per RT group were ten, ten, and nine for p value thresholds of 0.0005, 0.005, and 

0.05, respectively. The interquartile ranges for correlation threshold of 0 were 2-29 for the p 

value threshold of 0.0005 and 3-31 for p value thresholds of 0.005 and 0.05. This interquartile 

range was the same for the correlation threshold of 0.25. For the 0.5 correlation threshold, 
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the interquartile range is from 2-29, whilst for the 0.7 correlation threshold it is 3-29, 2-27, 

and 3-29 for p value thresholds of 0.005 and 0.05, respectively. For correlation threshold 0.9, 

the interquartile range is from 3-29 for all applied p value thresholds. The maximum number 

of annotations per RT group is highest for correlations of 0 and 0.25, both of which have 320 

annotations for all applied p-value thresholds, with minimal changes resulting from changing 

the p value thresholds. This value dropped slightly when a correlation threshold of 0.5 and 

0.7 was applied, yielding maximum numbers of annotations of 300. These drop once more to 

250 when a correlation threshold of 0.9 is applied (Figure 56). 

For the Lipids negative ion-mode dataset, the median number of annotations for each tested 

correlation and p value threshold remained the same at three for correlation thresholds 

between 0 and 0.5 and were unimpacted by varying p value thresholds. When a correlation 

threshold of 0.7 was applied, the median numbers of annotations per RT group were three, 

five, and five for p value thresholds of 0.0005, 0.005, and 0.05, respectively. When a 

correlation threshold of 0.9 was applied, the median numbers of annotations per group were 

three, five, and four for p value thresholds of 0.0005, 0.005, and 0.05, respectively. 

The interquartile ranges for the correlation threshold of 0 ranged from 2-18, 2-18, and 2-20 

for p value thresholds of 0.0005, 0.005, and 0.05, respectively. The interquartile range for the 

correlation threshold of 0.25 was 2-18, whilst for correlation thresholds 0.5 and 0.7 it was 2-

17 and 2-16 respectively. For these correlation thresholds, no variation occurred in response 

to changing p value thresholds. For correlation threshold 0.9, the interquartile range was from 

2-15, 2-15, and 2-15 for p value thresholds of 0.0005, 0.005, and 0.05, respectively. The 

highest maximum numbers of annotations per RT group were obtained between correlation 

thresholds and 0 and 0.25 (~480 unique annotations per RT group). A threshold of 0.5 yielded 

a maximum number of annotations per group of 300, whilst this number was reduced to ~120 

when a correlation threshold of 0.7 and 0.9 was applied (Figure 57). 
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                                   (a)                                                                                (b) 

 

Figure 56: For the Lipids positive ion-mode, the median numbers of annotations per RT group 
vary depending on the varying p-value thresholds. However, it must be noted that any 
deviations are always small, and generally there are no major differences in the median 
number of annotations per RT group with changing correlation and p value thresholds. The 
median number of annotations for all tested conditions is around 9, whilst the interquartile 
range is approximately 2-31 for all tested parameters. The spread of the numbers of 
annotations per RT group were more informative, with the highest maximum numbers 
obtained for the 0 and 0.25 correlation thresholds at 320. This value dropped to 300 for the 
0.5 and 0.7 correlation thresholds, and further to 250 for a correlation threshold of 0.9. 

                                      (a)                                                                                (b) 

 

Figure 57: For the Lipids negative ion-mode, the median numbers of annotations per RT group 
varied depending on the varying p-value thresholds. However, it must be noted that any 
deviations were always small, and generally there were no major differences in the median 
number of annotations per RT group with changing correlation and p value thresholds. The 
median number of annotations for all tested conditions was around 5, whilst the interquartile 
range was approximately 2-18 for all tested parameters. The spread of the numbers of 
annotations per RT group were more informative, with the highest maximum numbers 
obtained for the 0 and 0.25 correlation thresholds at ~480. This value dropped to 300 for the 
0.5 and 0.7 correlation thresholds, and further to 120 for a correlation threshold of 0.9. 
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5.2.4 Correlation Threshold and p value: Conclusion 
Four U(H)PLC-MS methods, HILIC positive and negative ion-mode, and Lipids positive and 

negative ion-modes, were applied for the analysis of human blood serum. These data were 

processed using XCMS (292), and then used to test the impact of changing the correlation 

threshold and p-value settings during the BEAMS annotation workflow. Correlation 

thresholds of 0, 0.25, 0.5, 0.7, and 0.9 were investigated. For each correlation threshold, three 

p-value thresholds, 0.05, 0.005, and 0.0005, were also tested. The maxRT was set to 1s, as 

was found to be optimal in the previous section, and all other parameters were set to default.   

The highest TPRs [1] were found at correlation thresholds between 0 to 0.5 for the HILIC 

positive and Lipids positive and negative ion-mode, whilst this range was between 0 and 0.7 

for the HILIC negative ion-mode dataset. The lowest FPRs were found at correlation 

thresholds of 0.7-0.9 for the HILIC negative and Lipids positive and negative ion-mode 

datasets, whilst for the HILIC positive ion-mode dataset the lowest FPR was found between 

correlation thresholds of 0-0.5. Varying p value thresholds did not have an impact on TPR, 

meaning the significance threshold of the correlations did not vary much and thus had no 

impact on the results. Many a word of caution has been given about the relationship between 

p value and sample size, and this must be noted here. Although the datasets used in this 

chapter had >100 samples (including QC samples), which is well above the minimum of 10 

samples recommended for a good p value calculation, some researchers recommend sample 

sizes as high as 250 for better accuracy (444), but such large-scale studies come with their own 

challenges, including batch to batch variation and subsequent challenges in dealing with this 

variation (445,446). It must also be noted that Pearson correlation assumes linearity and does 

not give a good p value estimate for non-linear relationships (447). Although Spearman’s rank 

performs better for non-linear relationships and is more rugged towards outliers, it relies 

even more heavily on a larger sample size than Pearson’s correlation analysis (447). It is 

possible that most results presented here were not impacted/were only impacted negligibly 

by varying p value thresholds because the sample sizes (2017 participants were included in 

this study but only ~100 samples were selected to increase computational efficiency) were 

insufficiently large and thus p values calculated were inaccurate. There are tools available that 

can be used to estimate appropriate sample sizes for metabolomics datasets that consider 

intended data analysis techniques (448). 
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Based on TPR and FPRs of annotation presented here, an optimal correlation threshold must 

be between 0 and 0.5 for these datasets. The highest number of RT groups formed [2] was 

also found between correlation thresholds of 0 and 0.5 for the HILIC positive and Lipids 

positive and negative ion-modes. For the HILIC negative ion-mode dataset, the largest 

number of RT groups was found between correlation thresholds of 0 to 0.25. Once again, p 

value thresholds did not impact results in any meaningful way, hence a correlation threshold 

of 0.5 would be optimal. The number of RT groups annotated [3] increased when higher 

correlation thresholds were used. However, using higher correlation thresholds was shown 

to decrease the number of groups formed, and most importantly the TPR. As such, a lower 

correlation threshold remained in favour. The median number of annotations per RT group 

and the interquartile ranges for each correlation and p value threshold demonstrated no clear 

and large differences. However, the distribution of the outlying data demonstrated that lower 

correlation thresholds yielded more annotations per RT group. The optimal correlation 

threshold was selected as 0.5 based on the results presented herein, and a p value threshold 

of 0.05 was also selected as optimal. It could be considered to use different parameters for 

the different ion-modes, but this introduces more computational tax to an already extensive 

workflow, thus applying the same parameters for both ion-modes is more time efficient. 

Moreover, although the difference between methods is not huge, it is still sensible to change 

parameters for each assay to improve the accuracy of results, even if only moderately.  

 

5.2.5 Mass Error 
Four U(H)PLC-MS methods, HILIC positive and negative ion-mode, and lipids positive and 

negative ion-modes, were applied for the analysis of human blood serum. These data were 

processed using XCMS (292), and then used to test the impact of the mass error setting during 

the BEAMS annotation workflow. Mass errors of 0.5, 1.0, 3.0, 5.0, 10.0, and 25.0 ppm were 

investigated. Although accurate mass instruments were used, it is still worth considering large 

mass errors as true instrument accuracy cannot be known in NTA in the absence of internal 

standards. The maxRT was set to 1s, and the correlation and p value thresholds were set to 

0.5 and 0.05, respectively, as was found to be optimal in sections 5.2.1 and 5.2.3. All other 

parameters were set as default and only the mass error was varied. Data analysis of the results 

considered the following:  



257 
 

1. How was the TP and FP rate of metabolites identified using MS/MS and RT matching 

to data for authentic chemical standard affected by changing mass error? 

2. How many RT groups were annotated with varying mass error? 

3. How many annotations were there for each RT group with varying mass error? 

 

5.2.5.1 True and false positive rate  
A subset of confidently identified metabolites (described in 2.4.5), considered to be TPs were 

used to investigate the impact of varying the mass error tolerance. TPRs and FPRs were 

calculated as described in 2.4.5.This calculation informed on whether the mass error 

threshold affected annotation during the BEAMS workflow and would facilitate selection of 

an appropriate mass error tolerance for datasets collected with the ACMG.  

TPR and FPR results for the HILIC and Lipids positive and negative ion-mode assays, 

respectively, are shown in  Figure 58 to Figure 61. For all four assays, the highest TPRs were 

found at mass error tolerances between 3-10ppm. For both HILIC assays, the FPR increased 

with widening mass error tolerances. However, the rate of increase was smaller for mass error 

tolerances between 3-10ppm, meaning these mass error tolerances were not introducing 

large amounts of false annotations. Complementary to the mass error tolerances yielding the 

highest TPRs, a mass error tolerance of 5ppm was selected as optimal. This seemed 

appropriate considering that the mass error of the Q Exactive was 3ppm with external 

calibration. For both Lipids assays the smallest increase in FPRs was observed between 3-

10ppm. Complementary to the TPR, a 5ppm mass error tolerance would be optimal for all 

four assays. 
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                                          (a)                                                                                (b) 

 

Figure 58: For the HILIC positive ion-mode dataset (a), the lowest TPR was 18% and was 
observed when a mass error tolerance of 0.5ppm was applied. The highest TPR was 96% and 
was observed at a mass error tolerance of 5ppm. The TPR decreased when mass error 
tolerances of 10 ad 25ppm were applied, thus a 5ppm error tolerance was selected to be 
optimal, maximising the TPR within the dataset. For the HILIC negative ion-mode dataset (b), 
the lowest TPR was 22% and was observed when a mass error tolerance of 0.5ppm was 
applied. The highest TPR was 96% and was observed at mass error tolerances of 3 and 5ppm. 
The TPR decreased when mass error tolerances of 10 ad 25ppm were applied, thus a 5ppm 
error tolerance was selected to be optimal, maximising the TPR within the dataset. 

 

                                   (a)                                                                                (b) 

 

Figure 59: For both HILIC assays (positive ion-mode (a), negative ion-mode (b)), the FPR 
increased with widening mass error tolerances. The lowest FPR was observed when a mass 
error tolerance of 0.5ppm was applied, and the highest obtained when a mass error tolerance 
of 25ppm was applied. The rise in the FPR was steep and large between 0.5-3ppm, and 
between 10-25ppm. However, between 3-10ppm, the rise in FPR was much lower, and thus 
mass error tolerances in this region did not introduce a very large amount of false positive 
annotation. As such, complementary to the TPR, a mass error tolerance of 5ppm was selected 
as optimal.  
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                                  (a)                                                                                (b) 

 

Figure 60: For the Lipids positive ion-mode dataset (a), the lowest TPR was 23% and was 
observed when a mass error tolerance of 0.5ppm was applied. The highest TPR was 84% and 
was observed at mass error tolerances of 5-25ppm. For the Lipids negative ion-mode dataset 
(b), the lowest TPR was 17% and was observed when a mass error tolerance of 0.5ppm was 
applied. The highest TPR was 83% and was observed at mass error tolerances of 10-25ppm. 

 

                                        (a)                                                                                (b) 

 

Figure 61: For both Lipids assays (positive ion-mode (a), negative ion-mode (b)), the FPR 
increased with widening mass error tolerances. The lowest FPR was observed when a mass 
error tolerance of 0.5ppm was applied, and the highest obtained when a mass error tolerance 
of 25ppm was applied. The rise in the FPR was steep and large between 0.5-3ppm, and 
between 10-25ppm. However, between 3-10ppm, the rise in FPR was much lower, and thus 
mass error tolerances in this region did not introduce a very large amount of false positive 
annotation. As such, complementary to the TPR, a mass error tolerance of 5ppm was selected 
as optimal.  
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5.2.5.2 Retention time groups annotated 
The number of RT groups with at least one annotation was calculated for each of 6 mass error 

tolerances (0.5, 1, 3, 5, 10, and 25ppm). This was done for the 4 U(H)PLC-MS datasets, HILIC 

positive and negative ion-mode, and Lipids positive and negative ion-modes. This calculation 

demonstrated the impact of using increasing mass error tolerances on the number of RT 

groups annotated. 

Results for the HILIC and Lipids positive and negative ion mode datasets, respectively, are 

shown in Figure 62 and Figure 63. This increase in annotation with increasing mass error 

tolerance undoubtedly also coincides with an increase in FP annotation, and a compromise is 

required to maximise annotations but considering the increase in the FPR. The smallest 

increases in the number of RT groups annotated occurred between 3-10ppm for the Lipids 

positive mode dataset, and 3-25ppm for the Lipids negative ion-mode dataset. Thus, an 

optimal mass error tolerance could be selected anywhere from these ranges.  

For all four assays, increasing the mass error tolerance increased the number of RT groups 

annotated. Testing these mass error tolerances was required without additional information 

about the actual mass error achieved for the datasets collected in NTA. In particular, this is 

important for low intensity features, whose mass accuracies can be impacted by imprecise 

apex selection. These low intensity features could be crucial information, as such just filtering 

them out is not a reasonable approach. Such features can increase the mass accuracy of the 

raw data irrespective of instrument specifications, thus evaluating wider mass errors was 

necessary. This increase in annotation undoubtedly coincides with an increase in false positive 

annotation, and a compromise is required to maximise annotations but considering the 

increase in the FPR. Although the highest number of RT groups annotated was found at a mass 

error tolerance of 25ppm, results in section 5.2.5.1 show that applying a mass error tolerance 

of 25ppm yielded the highest FPR. As such, more RT groups were annotated at this mass error 

tolerance, but a large proportion of them incorrectly so. 
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                                           (a)                                                                                (b) 

 

Figure 62: For the HILIC positive ion-mode dataset, the smallest number of RT groups 
annotated was 150 and was observed when a mass error tolerance of 0.5ppm was applied, 
whilst the highest number of annotated RT groups was 1 200 and occurred when a mass error 
tolerance of 25ppm was applied. For the HILIC negative ion-mode dataset, the smallest 
number of RT groups annotated was 50 and was observed when a mass error tolerance of 
0.5ppm was applied, whilst the highest number of annotated RT groups was 650 and occurred 
when a mass error tolerance of 25ppm was applied. 

                                           (a)                                                                                (b) 

 

 

Figure 63: For the Lipids positive ion-mode dataset, the smallest number of RT groups 
annotated was 100 and was observed when a mass error tolerance of 0.5ppm was applied, 
whilst the highest number of annotated RT groups was 800 and occurred when a mass error 
tolerance of 25ppm was applied. For the Lipids negative ion-mode dataset, the smallest 
number of RT groups annotated was 180 and was observed when a mass error tolerance of 
0.5ppm was applied, whilst the highest number of annotated RT groups was 900 and occurred 
when a mass error tolerance of 25ppm was applied. 
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5.2.5.3 Annotations per peak 
The number of annotations per RT group was calculated for six mass error tolerances (0.5, 

1.0, 3.0, 5.0, 10.0, and 25.0ppm). This was done for the 4 U(H)PLC-MS datasets, HILIC positive 

and negative ion-mode, and Lipids positive and negative ion-modes. This calculation informed 

on whether the mass error tolerance parameter affected the number of annotations per RT 

group.   

Results for the HILIC and Lipids positive and negative ion mode datasets, respectively, are 

shown in Figure 64 and  Figure 65. Increasing the mass error tolerance increased the median 

number of annotations and the interquartile range of annotations per RT group, with the 

highest median and interquartile range observed at 25ppm. However, as described in 5.2.5.1, 

a mass error tolerance of 25ppm yields the highest true positive rates. Minimal changes in 

the annotations per RT group were observed between 1-5ppm, as such an optimal mass error 

tolerance can be selected for any of those mass errors.  

                                  (a)                                                                                (b) 

 

Figure 64: For the HILIC positive ion-mode dataset (a), the median number of annotations per 
RT group for mass error tolerances of 0.5-5ppm was three. This increased to four and eight 
when mass error tolerances of 10 and 25ppm were applied, respectively. The interquartile 
ranges were 1-8, 1-7, 1-8, and 1-8 for mass error tolerances of 0.5, 1, 3, and 5, respectively. 
These increased to 2-13 when a mass error tolerance of 10ppm was applied, and further to 
3-22 when a mass error tolerance of 25ppm was applied. For the HILIC negative ion-mode 
dataset (b), the median number of annotations per RT group for the 0.5ppm mass error 
tolerance was two.  This increased to seven when a mass error tolerance of 1ppm was applied 
and then decreased slightly to six when mass error tolerances of 3 and 5ppm were applied. A 
median of eight and 11 was obtained when mass error tolerances of 10 and 25ppm were 
applied. The interquartile range for the 0.5ppm mass error tolerance was 1-22. The 
interquartile ranges for mass error tolerances between 1 and 5ppm were 2-16, 2-17, and 2-
18 for mass error tolerances of 1, 3, and 5, respectively. The interquartile ranges for mass 
error tolerances of 10 and 25pmm were 3-22 and 4-33, respectively. 



263 
 

                                    (a)                                                                                (b) 

 

Figure 65: For the Lipids positive ion-mode dataset (a), the median number of annotations 
per RT group when a mass error tolerance of 0.5ppm was three. This value increased to six 
when a mass error tolerance of 1ppm was applied, and further to ten for mass error 
tolerances of 3, 5, and 10ppm, respectively. The median number of annotations per RT group 
was 11 when a mass error tolerance of 25ppm was applied. The interquartile ranges were 1-
11, 1-25, 1-33, 3-33, 3-31, and 5-44 when mass error tolerances of 0.5, 1, 3, 5, 10, and 25ppm, 
respectively. For the Lipids negative ion-mode dataset (b), the median number of annotations 
per RT group when mass error tolerances of 0.5-3ppm were applied was five. This value 
increased to eight when a mass error tolerance of 5ppm was applied, and further to 10 for 
the mass error tolerances of 10ppm. The median number of annotations per RT group was 13 
when a mass error tolerance of 25ppm was applied. The interquartile ranges were 1-11, 1-11, 
1-13, 1-18, 3-27, and 5-45 when mass error tolerances of 0.5, 1, 3, 5, 10, and 25ppm were 
applied, respectively. 
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5.2.6 Mass Error: Conclusion 
Four U(H)PLC-MS methods, HILIC positive and negative ion-mode, and lipids positive and 

negative ion-modes, were applied for the analysis of human blood serum. These data were 

processed using XCMS (292), and then used to test the impact of the mass error setting during 

the BEAMS annotation workflow. Mass errors of 0.5, 1, 3, 5, 10, and 25 ppm were 

investigated. The maxRT was set to 1s, and the correlation and p value thresholds were set to 

0.5 and 0.05, respectively, as was found to be optimal in sections 5.2.1 and 5.2.3. All other 

parameters were set as default and only the mass error was varied.  

The highest TPRs [1] were observed at mass error tolerances of 5ppm for the HILIC positive 

ion-mode dataset, and 3 and 5ppm for the HILIC negative ion-mode dataset. The highest TPRs 

were observed at mass error tolerances of 5, 10, and 25ppm for the Lipids positive ion-mode 

dataset, and 10 and 25ppm for the Lipids negative ion-mode dataset, likely due to imprecise 

peak apex selection as discussed in section 5.2.5.2. The biggest changes (increases) in TPRs 

were observed for mass error tolerances of 0.5-3ppm for all assays. Thereafter, minimal 

changes in TPRs occurred between 5-25ppm. Therefore, an optimal mass error tolerance 

could be selected anywhere between 5-25ppm. However, for the HILIC assays, a slight decline 

in TPR was observed when mass error tolerances of 10 and 25ppm were applied. As such, 

5ppm was selected as the optimal mass error tolerance for all assays. The FPRs for all four 

assays increased when mass error tolerances were increased, with the lowest FPRs observed 

at 0.5ppm and the highest at 25pm. The increase in FPR between 0.5-3pm was steep, whilst 

FPRs between 3-10ppm exhibited much smaller increases as mass error tolerance increased. 

Thereafter, between 10-25pm, steep increases in FPRs were observed once more. With the 

smallest rate of increase in FPRs observed between 3-10ppm, an optimal mass error tolerance 

was selected as optimal, complementing the mass error tolerance yielding the highest TPR as 

well. The largest number of RT groups with at least one annotation [2] was observed when a 

mass error tolerance of 25ppm was applied for all four assays. The biggest increase in the 

number of RT groups annotated occurred from 0.5-3ppm for all assays. For the HILIC assays, 

the increase in the number of groups annotated is smallest between 3-10ppm. Thereafter, a 

larger increase is observed when a mass error tolerance of 25ppm is applied. This trend was 

similar for the Lipids positive ion-mode, with the smallest increases in the number of RT 

groups annotated observed when mass error tolerances of 3, 5, and 10ppm were applied. 
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When a mass error tolerance of 25ppm was applied, a larger jump in the number of RT groups 

annotated was observed. Finally, the Lipids negative ion-mode dataset generally had a 

constant and linear increase in the number of RT groups annotated. For three out of the four 

assays, the steeper increase in the number of RT groups annotated between 0.5-3ppm 

suggested that the lower mass error tolerances were likely too low. Changes in mass error 

between 3-10ppm did not result in any major increase in the number of RT groups annotated, 

suggesting an optimal mass error tolerance could be selected anywhere in this range. As such, 

a 5ppm mass error tolerance was selected as optimal, yielding many annotated RT groups, 

and resulting in the highest TPR. The number of annotations within each RT group [3] did not 

vary in any significant way for mass error tolerances between 0.5-5ppm for the HILIC positive 

ion-mode dataset, and 1-5ppm for the HILIC negative ion-mode dataset. For the Lipids 

positive ion-mode dataset, the number of annotations per RT group also did not vary 

significantly for mass error tolerances of 3-10ppm for the Lipids positive ion-mode dataset, 

and 0.5-3ppm for the Lipids negative ion-mode dataset. Therefore, for all assays, a mass error 

tolerance of 5ppm could be selected as optimal to coincide with the mass error tolerance 

yielding the highest TPR and a mid-range FPR, and this was recommended for application 

within the ACMG.  

 

5.2.7 Adduct, Isotope, and Neutral Loss Lists 
Four U(H)PLC-MS methods, HILIC positive and negative ion-mode, and lipids positive and 

negative ion-modes, were applied for the analysis of human blood serum. These data were 

processed using XCMS (292), and then used to test the impact of customising the adduct, 

isotope, and neutral loss list settings during the BEAMS annotation workflow. Default adduct, 

isotope, and neutral loss lists were applied first and then customised lists were created and 

applied as described in the methods section (2.4.3).  

Data analysis of the results considered the following:  

1. How many TP and FPs (%) were there using (i) the default adduct, isotope, and neutral 

loss lists (ii) the adduct, isotope and neutral loss lists produced by an R package 

created within the ACMG used to calculate what adducts, isotopes, and neutral losses 

are present within a dataset? 
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2. How many unique m/z features were grouped together overall applying (i) the default 

adduct, isotope, and neutral loss lists (ii) the adduct, isotope and neutral loss lists 

produced by an R package created within the ACMG used to calculate what adducts, 

isotopes, and neutral losses are present within a dataset? 

3. How many RT groups were formed, and how many m/z features were in each RT group 

applying (i) the default adduct, isotope, and neutral loss lists (ii) the adduct, isotope 

and neutral loss lists produced by an R package created within the ACMG used to 

calculate what adducts, isotopes, and neutral losses are present within a dataset? 

4. How many unique annotations were in each RT group applying (i) the default adduct, 

isotope, and neutral loss lists (ii) the adduct, isotope and neutral loss lists produced by 

an R package created within the ACMG used to calculate what adducts, isotopes, and 

neutral losses are present within a dataset? 

 

 

5.2.7.1 True and false positive rate 
A subset of confidently identified metabolites (described in 2.4.5), considered to be TPs ion- 

used to investigate the impact of varying the mass error tolerance. True and FPRs were 

calculated as described in 2.4.5. This calculation informed on whether the adduct, isotope, 

and neutral loss lists applied affected annotation during the BEAMS workflow and would 

facilitate selection of appropriate lists for datasets collected within the ACMG.  

For the HILIC positive ion-mode dataset, using the customised adduct, isotope, and neutral 

loss lists (see 2.4.3) yielded an impressive 98% TPR, whilst the default adduct, isotope, and 

neutral loss lists yielded a TPR of 94% (Figure 66). However, for the HILIC negative ion-mode 

dataset the use of the customised adduct, isotope, and neutral loss lists resulted in a TPR of 

59% whilst the default adduct, isotope, and neutral loss lists yielded a TPR of 96%. The FPRs 

for both HILIC assays increased from 750% to 1,600% and 1,600% to 2,200% for the HILIC 

positive and HILIC negative ion-modes, respectively (Figure 67).  
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                                     (a)                                                                                (b) 

 

Figure 66: For the HILIC positive ion-mode dataset (a), application of customised adduct, 
isotope, and neutral loss lists yielded a TPR of 98%, whilst the default adduct, isotope, and 
neutral loss lists yielded TPRs of 94%. For the HILIC negative ion-mode dataset (b), application 
of customised adduct, isotope, and neutral loss lists yielded a TPR of 59%, whilst the default 
adduct, isotope, and neutral loss lists yielded TPRs of 96%. 

 

                                        (a)                                                                                (b) 

 

Figure 67: For the HILIC positive ion-mode dataset on the left-hand side (a), application of 
customised adduct, isotope, and neutral loss lists yielded a FPR of 1 600%, whilst the default 
adduct, isotope, and neutral loss lists yielded TPRs of 750%. For the HILIC negative ion-mode 
dataset on the right-hand side (b), application of customised adduct, isotope, and neutral loss 
lists yielded a TPR of 2 200%, whilst the default adduct, isotope, and neutral loss lists yielded 
TPRs of 1 600%. 

 

The lower TPR observed when the non-default lists were applied for the HILIC negative ion-

mode dataset was unexpected. The prevalence of degenerate features and the advantages of 

more exhaustively annotating them have been documented (322,449,450). It was therefore 

expected that the use of longer lists would improve TP annotation, or at the very least have 
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no impact. It was not expected to decrease the TPR. Data spot checking was carried out to 

determine why the TPR had decreased so drastically when customised lists were applied. The 

metabolite 3-methylxanthine (HMDB0001886) was identified through RT and MS/MS 

matching and was known to be present within the HILIC negative ion-mode dataset. This was 

manually searched for in the BEAMS outputs where default and customised adduct, isotope, 

and neutral loss lists were applied. In the former output, 3-methylxanthine was annotated in 

the [M-H] adduct form, assigned a single 13C isotope, and was not assigned any neutral losses 

(Table 79).  

 

name M165T81 M166T81_2 

m/z 165.0420 166.0454 

RT(s) 81 81 

intensity 69 431.1 8 930 783 

isotope_labels_a 12C (13C) 

isotope_ids M166T81_2 M165T81 

isotope_labels_b (13C) 12C 

nl_labels   

exact_mass 165.0418 166.0452 

ppm_error 1.4 1.5 

rt_diff   

adduct [M-H]- [M-H]- 

molecular_formula C6H6N4O2 C6H6N4O2 

compound_name 3-Methyxanthine 3-Methyxanthine 

compound_id HMDB0001886 HMDB0001886 

Table 79: 3-methylxanthine (HMDB0001886) was correctly annotated when default adduct, 
isotope, and neutral loss lists were used as an [M-H] ion, was assigned a single 13C isotope, 
and was not assigned any neutral losses. 

 

However, when the customised adduct, isotope, and neutral loss lists were applied, the same 

m/z feature (M165T81), at the same RT of 81.235145s, was not annotated as 3-

methylxanthine. It was, in-fact not annotated at all, instead being assigned 3 isotopes (13C, 
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15N, and 17O), and a neutral loss of H2. Since the difference between the two sets of 

annotations is the additional assignment of isotopes and neutral losses, it can be posited that 

these impeded the annotation of 3-methylxanthine when the longer customised adduct, 

isotope, and neutral loss lists were applied (Table 80).  

 

name M165T81 M165T81 

m/z 165.0420 165.0420 

rt 81 81 

intensity 69,431 69,431 

isotope_labels_a C, N, O C, N, O 

isotope_ids M166T81_2, M166T81_1, 

M166T81_2 

M166T81_2, M166T81_1, 

M166T81_2 

isotope_labels_b (13C), (15N), (17O) (13C), (15N), (17O) 

nl_labels H2 H2 

exact_mass   

ppm_error   

rt_diff   

adduct   

molecular_formula   

compound_name   

compound_id   

Table 80: The m/z feature 165.042022, at RT 81.235145s, was not annotated at all when 
customised adduct, isotope, and neutral loss lists were applied. The difference between the 
assignments here and the assignments yielded by applying the default adduct, isotope, and 
neutral loss lists is that when the customised lists were applied, 3 isotopes were assigned to 
this feature (where only one was assigned using the default lists), and a neutral loss was 
assigned using the customised lists whereas no neutral losses were assigned using the default 
lists. Since these are the only differences between the two results, it can be posited that the 
assignment of additional isotopes and neutral losses impeded the annotation of this peak.  

 

Although the [M-H]- ion form of 3-methylxanthine was not annotated using the customised 

adduct, isotope, and neutral loss lists described above, the [M+Br]- ion form was annotated 

instead (Table 81).  
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name M245T75 M247T75 

m/z 244.9683 246.9663 

rt 74 74 

intensity 125,276 1,996,395 

isotope_labels_a Cl, K, S (34S), (37Cl), (41K) 

isotope_ids M247T75, M247T75, 

M247T75 

M245T75, M245T75, 

M245T75 

isotope_labels_b (34S), (37Cl), (41K) Cl, K, S 

nl_labels   

exact_mass 244.9682989 246.966255 

ppm_error 3.61 2.92 

rt_diff   

adduct [M+Br]- [M+Br]- 

molecular_formula C6H6N4O2 C6H6N4O2 

compound_name 3-Methyxanthine 3-Methyxanthine 

compound_id HMDB0001886 HMDB0001886 

Table 81: Although the [M-H]- in form of 3-methylxanthine was not annotated when 
customised adduct, isotope, and neutral loss lists were applied, the [M+Br]- ion form was 
annotated instead.  

 

The examples shown here highlighted an important consideration and served as a cautionary 

tale. To create the customised adduct, isotope, and neutral loss lists, some common and 

expected adducts, isotopes, and neutral losses were used to annotate the various m/z 

differences present within each dataset. Such an approach can introduce various challenges. 

Firstly, if the reference list used for annotation is incomplete, then degenerate features within 

the dataset will not be annotated since the adduct, isotope, or neutral loss will not be added 

to the list. Moreover, incorrect annotation of the m/z differences observed in each dataset 

can lead to poor quality lists, assigning incorrect adducts, isotopes, and neutral losses. This in 

turn can impact on TP annotation. The common adducts, isotopes, and neutral losses used to 

annotate the m/z differences within each dataset were by no means exhaustive as the BEAMS 

package was still in early development. Thus, a smaller list of adducts, isotopes, and neutral 

losses was used to ensure the workflow worked accurately (see lists here 2.4.3). Moreover, 
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this type of scenario reinforces the importance of manual curation and user expertise when 

evaluating U(H)PLC-MS data, especially when fully computational workflows are applied. Data 

must always be evaluated, and manual adjustments made if or when required. Indeed, a fully 

automated workflow and some manual spot-checking are complementary approaches and 

can reduce the likelihood of applying parameters that worsen the quality of the results (451). 

For the Lipids positive ion-mode dataset, using the customised adduct, isotope, and neutral 

loss lists yielded a TPR of 84%, whilst the default adduct, isotope, and neutral loss lists yielded 

a TPR of 79% (Figure 68). For the Lipids negative ion-mode dataset, the use of the customised 

adduct, isotope, and neutral loss lists resulted in a TPR of 76%, whilst use of the default lists 

yielded a TPR of 79%. Once again, a decrease in the TPR is observed when customised lists 

are applied to the negative ion-mode data, although not to the extent observed in the HILIC 

negative ion-mode dataset. The FPRs for the Lipids positive ion-mode dataset increased from 

800% to 2,800% but decreased for the Lipids negative ion-mode dataset from 2,400% to 

2,100% (Figure 69).  

It is interesting to note that for all four assays, the TPR was never 100% (94-98%). This may 

be due to the way the data were filtered to only leave m/z-RT features that had a group_id 

and sub_group_id assigned. It may have been that some of the TP annotations had no 

annotated degenerate features and thus no sub_group_id assigned, hence were filtered out 

and not counted, reducing the TP annotation rate. Nonetheless, these results demonstrate 

the positive impact of considering degenerate features and attempting to annotate them 

more comprehensively. Customised adduct, isotope, and neutral loss lists are recommended 

to maximise the TPR of annotation. However, use of longer lists can reduce the quality of the 

results, decreasing the TPR of annotation whilst increasing FP annotation rates. Caution must 

be taken when applying longer lists of adducts, isotopes, and neutral losses (see 2.4.3). This 

can be done through inspection of results and evaluation of where longer lists may mask 

annotation. It is not believed that customised lists will always cause issues such as those 

observed herein, but rather that these data may reflect on the quality of the lists applied.  
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                               (a)                                                                                (b) 

 

Figure 68: For the Lipids positive ion-mode dataset (a), application of customised adduct, 
isotope, and neutral loss lists yielded a TPR of 84%, whilst the default adduct, isotope, and 
neutral loss lists yielded TPRs of 79%. For the Lipids negative ion-mode dataset (b), application 
of customised adduct, isotope, and neutral loss lists yielded a TPR of 76%, whilst the default 
adduct, isotope, and neutral loss lists yielded TPRs of 79%. 

 

                                 (a)                                                                                (b) 

 

Figure 69: For the Lipids positive ion-mode dataset on the left-hand side (a), application of 
customised adduct, isotope, and neutral loss lists yielded a FPR of 2,800%, whilst the default 
adduct, isotope, and neutral loss lists yielded TPRs of 800%. For the Lipids negative ion-mode 
dataset on the right-hand side (b), application of customised adduct, isotope, and neutral loss 
lists yielded a FPR of 2,100%, whilst the default adduct, isotope, and neutral loss lists yielded 
TPRs of 2,400%. 
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5.2.7.2 Unique m/z features grouped according to retention time similarity 
The total number of unique m/z features grouped when applying the default and customised 

adduct, isotope, and neutral loss lists was calculated.  This was done for the 4 U(H)PLC-MS 

datasets, HILIC positive and negative ion-mode, and Lipids positive and negative ion-modes. 

This calculation informed on how longer and customised adduct, isotope, and neutral loss 

lists affected the total number m/z features deemed to be related to at least one other m/z 

feature.  

Results for the HILIC and Lipids positive and negative ion mode assays, respectively, are shown 

in Figure 70 and Figure 71. For all four assays, the increase in m/z features grouped according 

to RT similarity indicated more annotation of degenerate features resulting from the 

customised and longer adduct, isotope, and neutral loss lists applied. 
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                                  (a)                                                                                (b) 

 

Figure 70: For the HILIC positive ion-mode dataset (a) 5,400 total grouped m/z features rose 
to 6,000 when customised adduct, isotope, and neutral loss lists were applied compared to 
when default adduct, isotope, and neutral loss lists were used. For the HILIC negative ion-
mode dataset (b), 3,800 total grouped m/z features rose to 4,200 when customised adduct, 
isotope, and neutral loss lists were applied compared to when default adduct, isotope, and 
neutral loss lists were used. 

 

                                   (a)                                                                                (b) 

 

Figure 71: For the Lipids positive ion-mode dataset (a) 4,350 total grouped m/z features rose 

to 4,900 when customised adduct, isotope, and neutral loss lists were applied compared to 

when default adduct, isotope, and neutral loss lists were used. For the Lipids negative ion-

mode dataset (b), 5,000 total grouped m/z features rose to 5,800 when customised adduct, 

isotope, and neutral loss lists were applied compared to when default adduct, isotope, and 

neutral loss lists were used.   
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5.2.7.3 Retention time groups formed 
The total number of RT groups formed when applying the default and customised adduct, 

isotope, and neutral loss lists was calculated.  This was done for the 4 U(H)PLC-MS datasets, 

HILIC positive and negative ion-mode, and Lipids positive and negative ion-modes. This 

calculation informed on how longer and customised adduct, isotope, and neutral loss lists 

affected the number of RT groups formed. 

For all four assays, application of the customised adduct, isotope, and neutral loss lists 

resulted in a reduction in the number of RT groups formed. This corresponded to the higher 

number of m/z features deemed to be related to at least one other m/z feature, with less RT 

groups formed as more m/z features are grouped together and the size of each group 

increases. For the HILIC positive and negative ion-mode datasets, the number of RT groups 

formed decreased from 1,700 and to 1,100 to 1300 and 650, respectively (Figure 72). This 

could have resulted from the HILIC data containing broader chromatographic peaks, thus 

more m/z features could be grouped into a single, wide retention time window. For the Lipids 

positive and negative ion-mode datasets, the number of RT groups formed decreased from 

1,850 and 1,150 to 700 and 480, respectively (Figure 73).  
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                                  (a)                                                                                (b) 

 

Figure 72: For the HILIC positive ion-mode dataset, the number of RT groups formed 
decreased from 1 700 to 1 300 when customised adduct, isotope, and neutral loss lists were 
applied compared to when default adduct, isotope, and neutral loss lists were applied. For 
the HILIC negative ion-mode dataset, the number of RT groups formed decreased from 1 100 
to 650 when customised adduct, isotope, and neutral loss lists were applied compared to 
when default adduct, isotope, and neutral loss lists were applied. 

 

                                (a)                                                                                (b) 

 

Figure 73: For the Lipids positive ion-mode dataset, the number of RT groups formed 
decreased from 1 850 to 700 when customised adduct, isotope, and neutral loss lists were 
applied compared to when default adduct, isotope, and neutral loss lists were applied. For 
the Lipids negative ion-mode dataset, the number of RT groups formed decreased from 1 150 
to 480 when customised adduct, isotope, and neutral loss lists were applied compared to 
when default adduct, isotope, and neutral loss lists were applied. 
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5.2.7.4 Unique m/z per group 
The number of unique m/z per RT group formed when applying the default and customised 

adduct, isotope, and neutral loss lists was calculated.  This was done for the 4 U(H)PLC-MS 

datasets, HILIC positive and negative ion-mode, and Lipids positive and negative ion-modes. 

This calculation informed on how longer and customised adduct, isotope, and neutral loss 

lists affected the number of unique m/z per RT group. 

For the HILIC positive ion-mode dataset, the median number of unique m/z per RT group 

increased from 2 to 3 when customised adduct, isotope, and neutral loss lists were applied. 

The interquartile range also increased from 2-3 to 2-4 when these customised lists were 

applied. The distribution of the outliers too increased when customised adduct, isotope, and 

neutral loss lists were applied, with the maximum number of unique m/z per RT group 

increasing from 50 to 330 (Figure 74). For the HILIC negative ion-mode dataset, the median 

number of unique m/z per RT group remained the same when customised adduct, isotope, 

and neutral loss lists were applied. The interquartile range also was unaffected, ranging from 

1-3 when these customised lists were applied.  However, the distribution of the outliers also 

increased when customised adduct, isotope, and neutral loss lists were applied, with the 

maximum number of unique m/z per RT group increasing from 200 to 450 (Figure 75).  
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                                          (a)                                                                                (b) 

 

Figure 74: For the HILIC positive ion-mode dataset, the median number of unique m/z per 
retention group increased from two to three when customised adduct, isotope, and neutral 
loss lists were applied. The interquartile range yielded by applying the customised adduct, 
isotope, and neutral loss lists was 2-4, whilst this was 2-3 when default adduct, isotope, and 
neutral loss lists were applied. The distribution for the outliers was much higher when 
customised adduct, isotope, and neutral loss lists were applied, with a maximum number of 
unique m/z per RT group of 330 (compared to 50 when default adduct, isotope, and neutral 
loss lists were applied).  

 

                                        (a)                                                                                (b) 

 

Figure 75: For the HILIC negative ion-mode dataset, the median number of unique m/z per 
retention group was unaffected when customised adduct, isotope, and neutral loss lists were 
applied, remaining constant at two. The interquartile range yielded by applying both the 
customised and default adduct, isotope, and neutral loss lists also did not change, ranging 
from 1-3. The distribution for the outliers was much higher when customised adduct, isotope, 
and neutral loss lists were applied, with a maximum number of unique m/z per RT group of 
450 (compared to 200 when default adduct, isotope, and neutral loss lists were applied). 
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For the Lipids positive ion-mode dataset, the median number of unique m/z per RT group 

decreased from 3 to 2 when customised adduct, isotope, and neutral loss lists were applied. 

However, the interquartile range increased from 2-3 to 2-5 when these customised lists were 

applied. The distribution of the outliers also increased when customised adduct, isotope, and 

neutral loss lists were applied, with the maximum number of unique m/z per RT group 

increasing from 50 to 980 (Figure 76). For the Lipids negative ion-mode dataset, the median 

number of unique m/z per RT group remained the same at two when customised adduct, 

isotope, and neutral loss lists were applied. The interquartile range, however, increased from 

2-3 to 2-5 when these customised lists were applied.  The distribution of the outliers also 

increased when customised adduct, isotope, and neutral loss lists were applied, with the 

maximum number of unique m/z per RT group increasing from 470 to 790 (Figure 77).  
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                                                (a)                                                                                (b) 

 

Figure 76: For the Lipids positive ion-mode dataset, the median number of unique m/z per 
retention group decreased from three to two when customised adduct, isotope, and neutral 
loss lists were applied. The interquartile range yielded by applying the customised adduct, 
isotope, and neutral loss lists, however, was 2-5, whilst this was 2-3 when default adduct, 
isotope, and neutral loss lists were applied. The distribution for the outliers was much higher 
when customised adduct, isotope, and neutral loss lists were applied, with a maximum 
number of unique m/z per RT group of 980 (compared to 50 when default adduct, isotope, 
and neutral loss lists were applied). 

 

                                       (a)                                                                                (b) 

 

Figure 77: For the Lipids negative ion-mode dataset, the median number of unique m/z per 
retention group remained the same at two when customised adduct, isotope, and neutral 
loss lists were applied. The interquartile range yielded by applying the customised adduct, 
isotope, and neutral loss lists, however, was 2-5, whilst this was 2-3 when default adduct, 
isotope, and neutral loss lists were applied. The distribution for the outliers was much higher 
when customised adduct, isotope, and neutral loss lists were applied, with a maximum 
number of unique m/z per RT group of 790 (compared to 470 when default adduct, isotope, 
and neutral loss lists were applied). 
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5.2.7.5 Unique annotations per retention time group 
The number of unique annotations per RT group formed when applying the default and 

customised adduct, isotope, and neutral loss lists was calculated.  This was done for the 4 

U(H)PLC-MS datasets, HILIC positive and negative ion-mode, and Lipids positive and negative 

ion-modes. This calculation informed on how longer and customised adduct, isotope, and 

neutral loss lists affected the number of unique annotations per RT group. 

For the HILIC positive ion-mode dataset, the median number of annotations per RT group 

increased from 3 to 5 when customised adduct, isotope, and neutral loss lists were applied. 

The interquartile ranges also increased from 1-8 to 2-14 when customised adduct, isotope, 

and neutral loss lists were applied (Figure 78). For the HILIC negative ion-mode dataset, the 

median number of annotations per RT group decreased slightly from 7 to 6 when customised 

adduct, isotope, and neutral loss lists were applied. The interquartile ranges also decreased 

slightly from 2-22 to 2-20 when customised adduct, isotope, and neutral loss lists were 

applied. The decrease in the median number of annotations per RT group observed, was, 

however, only minor (Figure 78).   

For the Lipids positive ion mode dataset, the median number of annotations per RT group 

increased from 8 to 10 when customised adduct, isotope, and neutral loss lists were applied. 

The interquartile ranges also increased from 3-35 to 3-38 when customised adduct, isotope, 

and neutral loss lists were applied (Figure 79). For the Lipids negative ion-mode dataset, the 

median number of annotations per RT group increased from 5 to 10 when customised adduct, 

isotope, and neutral loss lists were applied. The interquartile ranges also increased from 3-20 

to 3-37 when customised adduct, isotope, and neutral loss lists were applied (Figure 79). 
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                                      (a)                                                                                (b) 

 

Figure 78: For the HILIC positive ion-mode dataset, the median number of annotations per RT 
group increased from 3 to 5 when customised adduct, isotope, and neutral loss lists were 
applied. The interquartile ranges also increased from 1-8 to 2-14 when customised adduct, 
isotope, and neutral loss lists were applied. For the HILIC negative ion-mode dataset, the 
median number of annotations per RT group decreased slightly from 7 to 6 when customised 
adduct, isotope, and neutral loss lists were applied. The interquartile ranges also decreased 
slightly from 2-22 to 2-20 when customised adduct, isotope, and neutral loss lists were 
applied. 

 

                                   (a)                                                                                (b) 

 

Figure 79: For the Lipids positive ion-mode dataset, the median number of annotations per 
RT group increased from 8 to 10 when customised adduct, isotope, and neutral loss lists were 
applied. The interquartile ranges also increased from 3-35 to 3-38 when customised adduct, 
isotope, and neutral loss lists were applied. For the Lipids negative ion-mode dataset, the 
median number of annotations per RT group increased from 5 to 10 when customised adduct, 
isotope, and neutral loss lists were applied. The interquartile ranges also increased from 3-20 
to 3-37 when customised adduct, isotope, and neutral loss lists were applied. 
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5.2.8 Adduct, Isotope, and Neutral Loss Lists: Conclusion 
Four U(H)PLC-MS methods, HILIC positive and negative ion-mode, and lipids positive and 

negative ion-modes, were applied for the analysis of human blood serum. These data were 

processed using XCMS (292), and then used to test the impact of customising the adduct, 

isotope, and neutral loss list settings during the BEAMS annotation workflow. Default adduct, 

isotope, and neutral loss lists were applied first and then customised lists were created and 

applied as described in the methods section (2.4.3).  

The highest TPRs [1] were observed when customised adduct, isotope, and neutral loss lists 

were applied to the positive ion-mode data (HILIC and Lipids). However, application of these 

customised lists reduced the TPRs for both negative ion-mode datasets. The decrease was 

large in the HILIC negative ion-mode dataset (from 96% to 59%), and investigations showed 

that assignment of additional isotopes and neutral losses can sometimes impede annotation 

of some features. The reduction in the Lipids negative ion-mode dataset was only minor (from 

79% to 76%), and it is important to note that only a small number of identifications were used 

for these calculations, thus a decrease of only one or two can translate to a large percentage 

difference. In particular, the negative ion-mode datasets had the lowest number of 

identifications, with 27 for the HILIC negative ion-mode dataset, and 29 for the Lipids negative 

ion-mode dataset. The FPRs increased when the customised adduct, isotope, and neutral loss 

lists were applied. Despite this, for the positive ion-mode datasets this increase in FP 

annotation did not impact the TPRs, although it did for the negative ion-mode datasets. As 

such, customised adduct, isotope, and neutral loss lists were concluded to be overall 

advantageous, although these must be applied with caution and manual checking of results 

is highly recommended.  

For the number of adducts assigned to each of the TP annotations [2], the customised lists 

increased or had no impact on the median number in the positive ion-mode datasets, whilst 

generally less adducts were assigned to each TP annotation in the negative ion-mode 

datasets.  For both the number of isotopes [3] and neutral losses [4] assigned to each TP 

annotation, an increase in the median was observed for three out of four assays (HILIC 

positive and Lipids positive and negative ion-modes) when customised adduct, isotope, and 

neutral loss lists were applied. For the HILIC negative ion-mode dataset, the median number 
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of isotopes and neutral losses assigned to each TP annotation was unaffected by using the 

customised lists and remained the same.  

The number of m/z features grouped [5] increased for all four assays when customised 

adduct, isotope, and neutral loss lists were applied, whilst the number of RT groups formed 

[6] decreased. The number of m/z features within each RT group [7] increased (both the 

interquartile ranges and the distribution of the outliers) when customised adduct, isotope, 

and neutral loss lists were applied, whilst the number of annotations per RT group [8] also 

increased when customised adduct, isotope, and neutral loss lists were applied.  

Overall, customised lists are advised as they clearly increase the annotation of isotopes and 

neutral losses. Moreover, more features are grouped together when such lists are applied, 

and more metabolite annotations are made as well. However, long lists can negatively impact 

annotation, increasing both FP and false negative annotation whilst decreasing TP annotation. 

It is therefore important not to simply apply excessively long lists for the sake of 

comprehensive annotation. Rather, exploration of the data in the form of discerning what 

m/z differences exist within the data must be made to determine what m/z differences are 

present within, and from this information appropriate lists can then be created.  
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5.3 Conclusions 
BEAMS parameters were optimised using 4 U(H)PLC-MS datasets (HILIC positive and negative 

ion-mode, and Lipids positive and negative ion-modes). Each parameter was changed one at 

a time, and data evaluated by considering various calculations such as the TPRs and FPRs, the 

number of RT groups created, the number of unique m/z-rt pairs, the number of m/z features 

grouped overall, and the number of m/z and annotations per RT group. Generally, a lower 

number of RT groups with more m/z features grouped together within each group was 

desirable, highlighting more grouping of features that would otherwise be considered 

individual metabolites when they are in-fact degenerate features. Moreover, a high number 

of annotated groups would be optimal, and a high number of annotations per group was also 

desirable.  

A 1s maxRT was found to be optimal for all four datasets, whilst optimal Pearson’s correlation 

coefficient parameters were r=0.5 and p=0.05. A 5ppm mass error tolerance was found to 

maximise TPRs and therefore optimal, and the customised adduct, isotope, and neutral losses 

lists were advantageous in increasing annotation, particularly in the positive ion-mode 

datasets (Table 82).  
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BEAMS ANNOTATION 

STEP 

OPTIMISED PARAMATER 

Maximum RT Diff (s) 1 

Pearson Correlation (r, p) r=0.5 

p=0.05 

Mass error (ppm) 5 

Adducts pos=[M+H]+, [M+Na]+, [M+K]+, [M+NH4]+ 

neg=[M-H]-, [M+Cl] -, [M+Na-2H]-, [M+K-2H]-, [M+Hac-H]-, [M+Br]-

, [M+NH4-2H]-, [M+C2H4O2-H]-, [M+C2HF3O2-H]- (preferably these 

must be customised for each dataset) 

Isotopes pos= 13C, 33S, 34S, 41K, 15N, 17O, 18O 

neg= 37Cl, 13C, 15N, 17O, 18O, 33S, 34S 

Neutral Losses H2O, CO, NH3, C2H2, C2H4, CO2, C2H4O, C, O, Na, H2, CHCl3, CH2O2, 

HCOOK, HCOONa, C2F3NaO2, NaCl, CH3OH, H3O4P, C2, CH3CN, 

NaNO3, HCl, C2H4O2, C2HF3O2 

Table 82: Optimised and recommended BEAMS parameters for use within the ACMG. 

 

The parameters recommended herein are suitable for data collected on the same analytical 

instruments and methods as the data presented here and using the same data pre-processing 

parameters. Application of different analytical instruments and methods is likely to yield 

different results. For example, different methods will have varying chromatographic peak 

widths and therefore resolution and require a wider or narrower maxRT. In these data, there 

were minimal changes in m/z features grouped when maxRT thresholds of >=0.5s were 

applied, but less when a threshold of 0.2s was applied. This reduction in grouped m/z results 

from peak apex variation. Although degenerate features of the same analyte co-elute, peak 

apex detection can be impeded by smoothing algorithms during peak-picking, and noise-

peaks, as has been discussed (443,452). Consequently, for these data, which are expected to 

have peak-widths of 3-10s, a 1s maxRT was optimal as minimal increase in grouped m/z was 

observed after this. Moreover, using a wider window would increase the risk of grouping m/z 

features of different, closely eluting metabolites, thereby increasing FPRs. Correlation analysis 

results demonstrated correlation thresholds of 0-0.5 resulted in the highest number of 
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annotations, and the highest TPRs and FPRs. Applying stricter correlation thresholds reduced 

both TPRs and FPRs. As such, to maximise annotations, lower correlation thresholds can be 

applied, but strict thresholds facilitate data filtering, reducing the number of candidate 

annotations. P-value thresholds also had minimal impacts on the number of annotations 

achieved, but stricter thresholds in some datasets reduced the total number of annotations. 

As such, correlation analysis is an important parameter, but applying strict thresholds can 

reduce both TPR and FPR.  

The customised adduct, isotope, and neutral loss lists are an important parameter, but the 

lists recommended are not fixed, and it is important that each user investigate their datasets 

to determine which m/z differences are present and use this information to guide the creation 

of appropriate lists. Different mobile phase compositions may give a sample type tendency 

towards certain adducts. Indeed, analytical sensitivity may impact the detection of low 

intensity isotopic peaks and thus make redundant the need to have extensive isotopic 

reference lists. Lists applied for this work, although longer than the default lists, were still not 

comprehensive. Application of longer lists may further improve annotation of degenerate 

features. The mass accuracy of the dataset may also impact on an appropriate mass error 

tolerance. Whilst not to be taken verbatim, the recommended BEAMS parameters presented 

are still of community wide relevance, demonstrating to anyone applying RT similarity and 

correlation analysis for annotation of degenerate features which annotation steps need more 

careful consideration.  

Finally, it is important that each user carefully consider their priorities. The parameters 

offered herein maximise the number of annotations obtained and the grouping of degenerate 

features of the same metabolite. However, an increase in annotation can be a negative thing, 

as has been demonstrated throughout this thesis. More annotations often mean more FPs; 

thus, one may decide that their objectives are to filter the number of annotations and leave 

only those that survive this strict filtering. Results in this chapter demonstrate that smaller 

maxRTs, higher r and lower p-value thresholds, lower mass error tolerances, and smaller 

adduct, isotope, and neutral loss lists can all reduce the number of annotations yielded using 

BEAMS. However, this reduction in annotations is often accompanied by a reduction in TPRs. 

The optimisation work carried out here highlighted an important community wide issue. The 

use of slightly longer adduct, isotope, and neutral loss lists resulted in more m/z features 
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being annotated as such. This demonstrates clearly that there are many degenerate features 

often not looked for during metabolomics annotation workflows. The issue is not availability 

of tools to do this, but rather lies in the multi-faceted nature of metabolomics. Many users 

lack sufficient computational skills to delve deeply into the annotation process, and often 

default parameters are applied for ease. Although these parameters do indeed yield viable 

results, the future of metabolomics must include further computational training. Moreover, 

the use of different tools, and therefore different approaches, further complicates matters, 

making it more challenging to amalgamate and integrate community wide knowledgebases. 

Indeed, the use of different tools means many different platforms are used for data 

annotation, such as tools based in R and Python, adding further complexity. Online resources 

such as the new GNPS (453), and MetaboAnalyst (454) which offer a single open-source 

platform for various processing steps are desirable. Last, but certainly not least, is the need 

for more integration of sources, especially when constructing customised adduct, isotope, 

and neutral loss lists. Constructing an infinitely long list is not useful without some other 

information. For example, it is not clear how prevalent some ion forms may be, and indeed 

many m/z differences found within datasets are unannotated. This type of information could 

help guide the formation of more sensible lists. This is particularly demonstrated in the 

negative ion-mode datasets herein, where longer adduct lists resulted in a reduction in the 

TPRs.  

To conclude, optimal BEAMS parameters for processing polar and non-polar datasets are 

recommended to the reader, but caution is advised when applying such parameters, and 

community wide efforts are required to further address the issues of degenerate features and 

how best to annotate them, and more computational training would be beneficial within the 

metabolomics community.  Further work is required using other datasets from different 

instruments and labs to ascertain which parameters are dataset-dependent and which 

parameters are dataset-independent. 
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6 Conclusions 

6.1 Limitations and Future Work 

6.1.1 (nano)ESI-DIMS Method Performance 
Application of (nano)ESI-DIMS comes with inherent limitations. The lack of separation means 

FPRs are often very high and TPRs are relatively low, particularly in biological and 

environmental matrices, and as such it is next to impossible to derive conclusions with much 

confidence. The increased sensitivity compounds the matter, resulting in detection of a larger 

number of m/z that cannot confidently be annotated. A potential reason for the lower TPRs 

in the biological and environmental matrices presented here was the lower concentration at 

which the xenobiotics were in the sample extracts due to both the experimental design and 

the extraction process. This experimental design reveals an important lesson for exposomics. 

Xenobiotics in biological and environmental samples are unlikely to be highly concentrated 

(455). As such, their detection may be inhibited. This means that development of future 

(nano)ESI-DIMS NTA methods for the detection of xenobiotics in such matrices must carefully 

consider analyte concentration. The use of nano(ESI) already serves to improve sensitivity, 

but if collection of MSn data is considered to improve annotation confidence, albeit its pitfalls 

(456), then this issue must also be considered. (nano)ESI-DIMS NTA for chemical analysis in 

the serum matrix is an excellent candidate for detection of the chemical exposome in clinical 

samples. Indeed, an increasing number of publications exist analysing the blood exposome 

(455,457,458), and as such makes (nano)ESI-DIMS methods an exceptionally attractive high 

throughput option offering decent TPRs of annotation. Moreover, (nanoESI-DIMS has already 

been applied for analysis of roach (458), human cancer cells (459), mosquito cells (460),  and 

Daphnia magna (461), widening its potential for detection of xenobiotics in various matrices. 

To alleviate issues relating to the lack of separation, results presented in this thesis applied a 

data correction. This had its limitations as many assumptions were made about mass 

accuracy. Mass error histograms were plotted, and it was assumed that the mass error region 

within which most annotations clustered likely contained TP annotations. To correct data, the 

median ppm of this region was calculated and then added or subtracted (whichever direction 

moved towards 0ppm) from each recorded m/z within the dataset. This assumed that all mass 

errors were equal for all m/z. Moreover, it also shifted other m/z away from 0ppm. This theory 

was not validated due to time constraints, and as such it is unknown how accurate it was. 

However, based on the number of true annotations still found, particularly in the clean 
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solvent matrix, there is some indication that the data correction was effective. Future work 

could further investigate this approach to data correction and validate this strategy. However, 

post-acquisition data correction is fast becoming a dated strategy. In the last few years, new 

Orbitrap instruments have been released (e.g., Orbitrap IDX, Fusion, and Exploris) which have 

an internal calibrant (462). In these instruments, a second ion source, called the reagent ion 

source (RIS), continuously introduces a regulated number of calibrant ions into the larger 

population of analyte ions, whilst the location of the RIS allows the quadrupole mass filter to 

isolate these reference ions to be used as a lock mass. This significantly improves instrument 

mass accuracy to less than 1ppm, rendering any post-acquisition correction moot. Future 

studies must therefore make use of these newer instruments if feasible, as these instruments 

offer much improved mass accuracies.  

Annotation of (nano)ESI-DIMS using MI-pack did not apply correlation analysis to attempt to 

group degenerate features. Future work must also investigate the impact of such a grouping 

strategy on these data as this may further reduce FPRs. There is a large influx of computational 

tools increasingly focused on grouping of degenerate features such as MSClust (327) and 

RAMClust (332). However, most of these tools focus on U(H)PLC-MS data, where retention 

time similarity can be used to aid grouping. There is currently little research focused on 

grouping feature degeneracy in DIMS data, and indeed how accurate or effective such 

grouping is. This must be investigated to further improve annotation of (nano)ESI-DIMS data.  

Finally, Phase II annotations were carried out on databases containing <400 chemicals. Such 

a scenario is highly unfeasible in real life, and although the results demonstrate the value of 

such small databases, future work must design more appropriate strategies to create smaller, 

more accurate databases that do not miss out on vital information. One novel strategy to 

create smaller databases is to apply (nano)ESI-DIMS methods to screen large databases such 

as KEGG (463) and ChemSpider (464) to create smaller suspect lists or databases relevant to 

each sample type with the lowest number of irrelevant components. These methods are 

quick, sensitive, and will yield TPRs of at least ~40%. Although this will cost time and money, 

the benefits of using such smaller databases are undeniable, and this must be investigated 

further. There is also scope for building species-specific databases (465–467), although this 

strategy remains challenged by how common metabolites appear across various species, and 

by current analytical capabilities as metabolome coverage is still not complete. Creating more 
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specific databases, e.g., the blood exposome database (468) is difficult as there are many 

unknown unknowns that constitute the chemical exposome, and thus cannot be added to 

databases or reference lists. Moreover, sensitivity to detect low abundance chemicals in 

biological and environmental samples, and confident identification of such chemicals, 

impedes the creation of specific databases. Moreover still, most NTA are exploratory, making 

it challenging to create any specific databases without removing potentially relevant 

chemicals from such databases.  Despite this, these results should at least discourage the use 

of excessively large databases and continue to encourage more collaborative work for the 

continued sharing of resources and data to create more accurate databases. Exposomics has 

an advantage over metabolomics as there are likely to be more standards available, so level 

1 identification of chemicals can be achieved, and databases can be constructed more 

confidently. Nonetheless, steps towards building such databases would serve to begin 

reducing current search spaces, and therefore FDR of annotation. 

 

6.1.2 U(H)PLC-MS Method Performance 
Application of the HILIC assays showed that most chemicals eluted in the void volume. 

Although still detected and annotated, these results are not an accurate representation of the 

benefits of HILIC separation. Moreover, isomers and isobars cannot always be separated just 

by applying a separation technique. This is where application of multiple complementary 

assays is vital. Some assays applied in a study should offer the maximum global coverage, but 

some must be tailored to maximise separation of isomers and isobars which are prevalent in 

nature. Future work must therefore optimise the HILIC assays applied to analyse xenobiotics. 

Moreover, there are a wide variety of analytical strategies that are suitable for small, polar 

analytes such as those amenable to HILIC analyses, whose methods can be challenging to 

develop due to poorly understood retention mechanisms (469). For example, ion-exchange 

chromatography (IEC) and capillary electrophoresis (CE), which separate charged analytes, 

have been shown to yield more reproducible data than HILIC when analysing metabolites 

(470). Preliminary results for ENTACT show that neither IEC nor CE were included in this global 

ring trial (396), and as such there is scope for testing these methods for the analysis of 

xenobiotics. Irrespective of which column chemistry is selected, there are still challenges with 

separation of isomers. Several studies have demonstrated the utility of LC coupled first to ion 
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mobility (IM), which separates analytes based on their movement through an inert gas such 

as nitrogen, and subsequently detected using MS (LC-IM/MS) (471–474). Few studies have 

investigated LC-IMS/MS for analysis of xenobiotics, yet it can offer improved separation of 

isomers and therefore reduced FDR. There is therefore scope for development of such 

methods in future work.  

Retention time databases applied at Phase II were created using MS1 extracted ion 

chromatograms due to time constraints. As such, these were not identifications but rather 

annotations. Inclusion of MS2 spectra for confident identification of analytes added to any 

retention time database is crucial, therefore future work must curate these retention time 

databases using MS2 spectra to increase confidence of identified analytes. Additionally, 

spectral libraries can be created using the standard mixtures available, creating much needed 

public spectral libraries. Creation of RT databases or libraries is challenging, and it is extremely 

difficult to create comprehensive RT libraries. As a result, care must be taken when matching 

against a RT database as they are unlikely to contain comprehensive lists of chemicals. In lieu 

of this, a lack of annotation against a RT database is not a strong enough indicator on its own 

that a chemical is not present in a sample, as some of the constituents of the sample are likely 

not in the database. This is the case for creation of all databases but is particularly 

exacerbated in databases that require collection of data to create as data collection can be 

impeded by many different factors such as chemical concentration, analyte retention, and 

ionisation efficiency.  

 

6.1.3 BEAMS Optimisation 
The datasets applied for BEAMS optimisations represent only a small subset of available 

U(H)PLC-MS systems and set-up in metabolomics. This means that optimal parameters 

presented are most relevant to the ACMG at Birmingham and the Birmingham Phenome 

Centre, which use the same analytical instruments. Future work must therefore include a 

much larger number of datasets across the community to derive more global 

recommendations on optimal processing parameters. These datasets can be gathered 

through public data repositories such as MetaboLights (475) and Metabolomics Workbench 

(476). Moreover, a few automated tools have recently emerged for parameter optimisation 
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such as AutoTuner and Isotopologue Paramter Optimization (IPO) (477,478) which could be 

used to achieve this objective.  

Only a small number of identified compounds were used to calculate TPRs. Future work must 

use a much larger number of confidently identified metabolites to provide a more accurate 

estimation of TPR.  

Customised adduct, isotope, and neutral loss lists applied for BEAMS optimisations were 

longer than the default lists, but not sufficiently long as annotation of commonly observed 

adducts is on-going within the ACMG. Future work must focus on extensive characterisation 

of the prevalence and annotation of degenerate features so longer lists can be tested. To 

annotate degenerate features, more comprehensive lists of expected degeneracies within 

each dataset must be on the reference lists, and it is recommended that this type of 

investigation be incorporated into the workflows applied in metabolomics.  Moreover, any 

such approach must be manually curated by the analyst to ensure that these longer lists are 

not negatively impacting annotation. In future experiments, similar testing of how annotation 

parameters impact grouping of degenerate features, creation of more comprehensive 

adduct, isotope, and neutral loss lists, and strategies for determining the mass error of 

collected datasets must all be investigated, using a much larger number of datasets to 

determine which parameters are dataset dependent and which are not. 
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6.2 Closing Statement 
Much work is required to improve annotation of NTA MS1 data. However, any such work is 

limited by analytical capabilities such as sensitivity and selectivity. MS-based NTA is 

approaching technological limits, and innovative ideas are required. With so many techniques 

available, NTA could benefit from combinations of technologies, such as coupling of two 

separation techniques like LC and ion-mobility (IM) to MS or two-dimensional separation 

techniques (e.g., 2D-LC). There exist many factions in metabolomics and other NTA in general. 

Some sing praises of the high resolution of Orbitraps, others revere the fast scan speeds of 

TOFs, whilst others swear loyalty to different ionisation sources. This author strongly 

disagrees with these divisions. All these different technologies have played major roles in how 

far NTA has come, and efforts are required to come up with new and interesting analytical 

combinations. More collaboration amongst researchers is required to unclog the metabolite 

and chemical annotation bottleneck and using each technologies inherent biases is surely the 

next step to push metabolomics above and beyond. Either that or a new high speed, high 

resolution, and high mass accuracy mass spectrometer! 
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