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ABSTRACT

In this thesis we study the particular rare �uctuation of emptiness formation prob-

ability in a one dimensional harmonically trapped system, and the associated last particle

distribution. Inspired by the Tracy-Widom distribution we present the last particle distribu-

tion in the weakly interacting regime. We then construct a hydrodynamic formalism which

allows us to extend the region of study of these phenomena to include dynamical proper-

ties. Using this new formalism we show two key results. First, how to link the Gaussian

unitary ensemble of random matrix theory to the Kardar�Parisi�Zhang equation using a

hydrodynamic approach. In doing so we gain understanding of why the Tracy-Widom distri-

bution appears in the edge �uctuations of an equilibrium system of fermions in a harmonic

trap as well as the surface �uctuations of the non equilibrium surface growth with speci�c

initial conditions. Second, using the now available dynamics of our formalism we calcu-

late time dependent emptiness con�gurations. Analysis of these con�gurations shows that a

good description of emptiness con�gurations is that of the algebraic curve and its associated

topology. We use this to analyse known emptiness con�gurations and �nd new ones.
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Introduction

One dimensional systems di�er greatly from their higher dimensional counterparts. Having

greatly restricted degrees of freedom, particles in one dimension must interact in order to

move past each other. Additionally, local excitations in one dimension are unique in the fact

that they can be converted into collective excitations, which are the only type of excitations

that exist in one dimension [1]. It is due to the reduced amount of freedom that one dimen-

sional models often have exact solutions via analytical and computational techniques, some

of which are designed for one dimension [2]. For example; the Fermi liquid theory breaks

down in one dimension and is replaced by the Luttinger liquid model which was developed

in the 1950s speci�cally for one dimensional systems. In contrast to Fermi liquid theory

the Luttinger liquids asymptotic properties only depend on velocity and the Luttinger pa-

rameter [3]. More recently these models have been realised experimentally in the form of

spin chains or ultra cold Bose gases [4, 5]. When created experimentally these systems are

under very �ne control. They can be made at very low temperatures in a variety of con�ning

potentials and even be adjusted dynamically to induce quenches in, for example, potential

trapping or interaction strength; allowing quenches to be studied. Due to the low tempera-

tures these systems are in, thermal e�ects can be neglected and a ground state equilibrium

can be achieved. This leaves the dominant �uctuations in the system to be due to quantum

uncertainty and hence are an ideal system in which to study quantum e�ects.
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Introduction

Of all the phenomena available to study in this area, the ones that we will interest

ourselves with in this thesis fall under the banner of rare �uctuations. It is well known that

if you measure a system of quantum particles in the ground state at two di�erent times they

will have slightly di�erent particle positions for each measurement. It is even possible, albeit

with an exponentially low probability, that the second measurement would reveal particles

that have moved substantially from the equilibrium con�guration. This would be a rare

�uctuation. Not con�ned purely to the weird world of quantum mechanics, rare �uctuations

also appear from randomness when large enough sample sizes are used. This connection will

be of fundamental importance in the following chapters, as it is the backbone of techniques

in random matrix theory that we can use to analyse our quantum mechanical problem.

Aside from the bene�t this connection has for our calculations, the bene�ts of studying

rare �uctuations span multiple real world applications. It is often of utmost importance to

understand with what probability a system can be observed far from its intended mode of

operation in some space of variables [6, 7]. This may either be to predict failure rates or to

spot outliers in some set of data.

Returning to our focus for this thesis, we will mainly be interested in a type of

rare �uctuation called emptiness formation probability or EFP. This is the probability of

observing a lack of particles in a region of a system that would normally have a �nite particle

density in the ground state. Our interest in the probability of this particular �uctuation is due

to its close link to the edge distribution of a trapped system, explained in detail in chapter

2. The edge distribution, the main target of our calculations, comes from considering a

deceptively simple question: "Where is the edge of a trapped one dimensional system?" By

simple logic we can deduce that for any trapped one dimensional system there must be a

particle where all the other particles are to the left of it, the location of this particle is by

de�nition the location of one edge of the system. By de�nition of being trapped a similar

particle must exist where all the other particles are to the right hand side of it, this will be

2
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the other edge of the system. If both locations are known we can say that all the particles

in the system lie in in this region. At this point it may seem that our question has been

answered and just the calculation of two points will su�ce. The complications that arise

with quantum particles, as stated above, are that the locations we seek to calculate can and

will change slightly upon each measurement. Therefore instead of an edge point we in fact

have an edge distribution.

One of the simplest con�ning potentials that is available is the harmonic trap. Not

only is this a good choice as it is simple to generate experimentally and relatively easy

to perform calculations on it also has the bene�t of being the leading order behaviour for

any con�ning potential at small distances from the traps centre. The edge distribution for

fermions in a harmonic trap was �rst calculated by Tracy and Widom in 1994 [8] using the

aforementioned link to emptiness formation probability. Since its discovery the Tracy-Widom

distribution has been found in many areas of study, not con�ned to mathematics it appears

in surface growth, stochastic processes and economics to name some examples [9, 10]. The

reasons for its appearance in these areas is largely a mystery. Although we do not attempt

to answer this question in this thesis, we will use the fact that methods from the wide

variety of areas it appears in can be applied to our system. Deep links between areas of

mathematics are surprisingly common and a huge bene�t of working on one dimensional

analytical problems.

We will begin by covering some background knowledge that will be useful for the

rest of the thesis. This section will contain no new results and can safely be skipped by

readers who already have a good understanding of the topics. It will cover the Lieb-Liniger

model [11] which will be the main physical model of the thesis. We will then move onto

relevant sections from random matrix theory, showing how to calculate relevant quantities

and the equivalence to a trapped system of fermions where the free fermion description of

random matrix theory will be shown as equivalent to one end of the interaction space of

3
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Lieb-Liniger. The opposite regime, one of weak interaction, will then be considered in the

form of Gross-Pitaevskii. The �nal background topic will be formulating a hydrodynamic

description of Gross-Pitaevskii, our �rst hint that a hydrodynamic description of certain

random matrix ensembles may be possible.

The following chapter, "Motivation"; starts with a detailed look at the Tracy-Widom

distribution. Including an explicit calculation and how it relates to emptiness formation

probability. One of the initial questions that we had at the beginning of this project is then

considered: "How does the edge distribution depend on interaction strength?" This question

is answered by presenting a new calculation: the edge distribution in the Gross-Pitaevskii

regime. We �nish o� the chapter with some discussion of numerical techniques that can be

used to calculate edge distributions as well as a summary on how best to proceed to more

challenging questions.

In the penultimate chapter we formulate most of the techniques essential to show our

main results. This chapter does not necessarily present any new techniques but the links

between them are new results. This chapter is really a showcase of what can be achieved

mathematically when working with integrable one dimensional systems. The techniques

covered in this chapter come from hydrodynamics, electrostatics and stochastic methods. It

is one of the most exciting features of the systems we discuss in this thesis that all these

approaches from di�erent areas of maths and physics are all applicable to our problem.

Finally we �nish the thesis with a chapter on the main results. We build upon the

work of the previous chapters and show two new results. The �rst is the ability to connect the

Tracy-Widom distribution from random matrix theory to the Kardar�Parisi�Zhang (KPZ)

equation. This equation traditionally comes from surface growth and has links to the Tracy-

Widom distribution discovered before in [9], but here for the �rst time we show an analytical

path from the base theory of random matrix theory through hydrodynamics to the KPZ
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equation. The second new result is the study of the third order phase transition in emptiness

formation probability, originally considered by Dean and Majumdar [12]. In this thesis

however we study the third order phase transition from the dynamic perspective. Examining

the action along the zero energy trajectory, the so called separatrix condition, leads us to

the structure of emptiness in the complex space of a Riemann surface and how this structure

evolves over time. In doing so we see how the emptiness region heals along the separatrix

trajectory and provide interesting links to algebraic curves.

5



Chapter One

Background

Before we begin the main sections of work contained in this thesis, we will cover some

background techniques in this chapter. This should not only help to make the thesis more

self-contained but also show more of an explanation of these techniques and where they orig-

inate from. To be covered are the topics of the Lieb-Liniger model, considering the strong

and weak limits of interaction, the Bethe ansatz solutions and experimental realisation. We

will then move onto select topics in random matrix theory covering basic setup before con-

tinuing to show an exact correspondence to fermions with correlation functions and densities

calculated. Finally we will discuss hydrodynamics starting from the Gross-Pitaevskii equa-

tion and showing scaling solutions. As stated in the introduction this chapter can be safely

skipped by readers who are comfortable with the topics.

1.1 Lieb-Liniger Model

To begin to study any system we need a mathematical model to work with. The starting

point in this thesis will be the famous Lieb-Liniger model [11]. Initially looking like a model

with only theoretical interest, it has since been created experimentally in labs using dilute
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alkali metal gases [13, 14]. These gases are used due to their energy level spacing making

them highly controllable in a laboratory environment. Additionally they exhibit a contact

interaction that is thousands of times stronger than the relevant longer range corrections,

in this case Coulomb interaction. All this means that the Lieb-Liniger model is a good

theoretical description to study; it is complicated enough to accurately describe real world

experiments. In order to be useful a model must also be able to predict real world phenomena.

This can only be achieved if calculations can be performed with the model. The Lieb-Liniger

model can be solved analytically for various relevant quantities [15]. Additionally, it is robust

enough to allow for the inclusion of some external potential and the relevant quantities remain

solvable. So, for our model we will consider a one dimensional system of bosons with mass

m. The system, of length L, is occupied by N bosons that obey the Lieb-Liniger model [11]

of a contact interaction

H = − h̄2

2m

N∑
i=1

∂2

∂x2
i

+ g
N∑
i<j

δ(xi − xj), (1.1)

where g is the interaction strength. As we will work at zero temperature, g is only dependent

on the scattering length of our particles [16,17]. In equilibrium the particles will spread out

uniformly and the probability of �nding them will be the same at any location. Additionally

we will often consider the thermodynamic limit when our system size and number of particles

both tend to in�nity but in such a way that their ratio is still �nite i.e. N,L→∞ but N
L

= n

is kept �nite. In second quantised form our model becomes

Ĥ =

∫
dx

(
− h̄2

2m
∂xψ̂†(x)∂xψ̂(x) +

g

2
ψ̂†(x)ψ̂†(x)ψ̂(x)ψ̂(x)

)
. (1.2)

When the particles are free, the Bose �elds are given by the sum over momentum states of

the single particle free wave function

ψ̂(x) =
∑
k

1√
L
eikxâk. (1.3)

As stated above a key feature of one dimension is that particles must interact in order to

move past each other. It is therefore useful to de�ne a dimensionless interaction strength

7
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γ = h̄2gm
n

to allow investigation of di�erent interaction regimes. When one dimensional

systems are realised the particles are only free to move in the dimension with the weaker

potential creating a one dimensional system in a harmonic trap. As there is still a potential

in the one dimension of interest the particles are no longer uniform in space due to the extra

energy cost required to move away from the origin. Therefore a potential term must be

added to (1.1)

H = − h̄2

2m

N∑
i=1

∂2

∂x2
i

+ g

N∑
i<j

δ(xi − xj) +
N∑
i=1

mω2x2
i

2
. (1.4)

The potential we have chosen to add is a quadratic term called the harmonic trap, this is a

good choice for a few reasons. Firstly, it is simple enough to solve analytically and second, it

is a common potential used in experiments. Additionally in cases where a di�erent con�ning

potential is used near the local minimum of that potential the �rst order Taylor expansion

in the potential will always give the harmonic trap, so for ground state systems the theory

applies to other con�ning potentials as well. To get an estimate of where our gas is con�ned

to with the introduction of a harmonic trap, we will assume that the kinetic energy term of

our system is negligible in comparison to the potential and interaction terms. By comparing

the magnitude of the kinetic, interaction and potential terms it can be shown that this

approximation a valid in the centre of the trap, called the bulk, but less accurate in the edge

region of the gas. This is called the Thomas-Fermi approximation (see appendix A.1). Even

with this approximation we will initially only consider our system in the limits of strong and

weak interactions.

1.1.1 Strong Interaction: Free Fermions

In the limit of strong interactions, de�ned as γ −→ ∞, particles can no longer occupy

the same location, this prevents them passing each other. Therefore the particles behave

like billiard balls and can be accurately described by non interacting, spinless fermions.
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Interaction is accounted for by the fact that the fermions can't share the same location due

to the Pauli exclusion principle. This case of strong interaction is known as an impenetrable,

hardcore or Tonks-Girardeau gas. Under this assumption we can calculate the density pro�le

for the Tonks-Girardeau gas in a harmonic trap using the formula µ + V (x) =
∂E

(∞)
0

∂N
from

statistical mechanics. The ground state energy in the thermodynamic limit, E
(∞)
0 = π2Ln3

2m
,

comes from the Bethe ansatz solution of the Lieb-Liniger model [11]. This can be seen from

a later section (1.36) by restoring the 2m. We get the density pro�le to be

ρTG(x) =
α

π

√
R2 − x2, (1.5)

where we have de�ned α = mω
h̄
. This is known as the Wigner semi circular law [18]. We

�nd that the gas extends up to the Thomas-Fermi radius, given by R =
√

2µ
mω2 where the

chemical potential µ can be found from the normalization condition
∫
dxρTG = N . For a

Tonks-Girardeau gas in a harmonic trap µ = Nωh̄. Therefore the edge of the density pro�le

is located at

RTG =

√
2N

α
. (1.6)

As our system is inhomogeneous a natural length scale, called the correlation length emerges,

this is the typical distance over which e�ects in our system take place and is given by

ξ = h̄√
gnm

. The correlation length ξ will depend on local density and has been calculated

in [19] to be 1√
αN

in the bulk and 1
√

2αN
1
6
in the edge region. This shows that e�ects in the

edge region take place over larger distances than those in the bulk at large particle numbers,

corresponding to the average distance between particles being larger in the edge region than

the bulk.

1.1.2 Weak Interaction: Gross-Pitaevskii Regime

In the opposite case, where γ is very small, we cannot remove interactions via some limit so

we must make approximations. If we use the Hartree approximation we can write the many

9
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body wavefunction as a product of the single particle wavefunctions

Ψ(x1, x2, . . . , xN) =
N∏
k=1

1√
N
φk(xk). (1.7)

We must now �nd the equation that our single particle wavefunctions satisfy. To do this we

add a potential to the second quantised Hamiltonian (1.2); we get

H =

∫
dx

(
h̄2

2m
∂xψ̂†(x)∂xψ̂(x) + V (x)ψ̂†(x)ψ̂(x) +

g

2
ψ̂†(x)ψ̂†(x)ψ̂(x)ψ̂(x)

)
. (1.8)

We will now take a variational approach, treating the above Hamiltonian as an energy

functional and letting the Bose �eld be the complex order parameter φ where |φ|2 = n(x),

which has become position dependent due to the external potential, we seek to optimise

the Hamiltonian while conserving the number of particles
∫
dx|φ|2 = N . Using Lagrange

multipliers we see that

χ(φ) =

∫
dx

(
h̄2

2m
∂xφ

∗∂xφ+ V (x)|φ|2 +
g

2
|φ|4
)
− µ

(∫
dx|φ|2 −N

)
. (1.9)

For a general φ we need to minimise the functional under the variation of φ→ φ+ δφ doing

this we get

δχ =

∫
dx

(
− h̄2

2m
∂2
xφδφ

∗ + V (x)φδφ∗ + g|φ|2φδφ∗ − µφδφ∗
)

+ c.c., (1.10)

where we have used integration by parts along with suitable boundary conditions on the

kinetic energy term. As δφ and δφ∗ are independent to minimise the functional we require

δχ = 0 we get the Gross-Pitaevskii equation

− h̄2

2m
∂2
xφ+ V (x)φ+ g|φ|2φ− µφ = 0, (1.11)

with chemical potential µ. In this case the particles can now move through each other

but at a small cost. For a weakly interacting gas in a harmonic trap the density pro�le

can be obtained simply from the Gross-Pitaevskii equation (1.11) under the Thomas-Fermi

approximation

ρw(x) =
µ

g

(
1− x2

R2
w

)
. (1.12)

10
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The Thomas-Fermi radius for a weakly interacting Bose gas, Rw, is de�ned in the same way

as above but the chemical potential is now µ
3
2 = 3gωN

4

√
m
2
, which means that Rw scales with

particle number as N
1
3 . The correlation length in this case becomes ξ =

(
2m2ω2Rw

h̄2

)− 1
3
giving

an edge region scaling proportional to N−
1
9 . As the Gross-Pitaevskii equation will only hold

for weak interaction we need to de�ne the regime where this is true. We require the number

of particles within a correlation length to be large due to γ = h̄2gm
n

. On rearranging the

de�nition of ξ we �nd that

ξn =

(
mω2R2

2
g
R

) 1
3
γ

1
3

2
, (1.13)

here we have a ratio of the potential energy at the Thomas-Fermi radius and the interaction

energy multiplied by the dimensionless coupling constant γ. This combination is generally

less than 1. Comparing particle number scaling to the strongly interacting regime we see

that the gas cloud does not expand as much for the weakly interacting case and has a

correspondingly higher density in the centre than for the strongly interacting case (Fig. 1.1),

this is to be expected as the weaker interactions allow particles to get closer together.

1.1.3 Bethe Ansatz

Having considered the limits of strong and weak interaction we now examine the regime of

intermediate interaction. The method we will describe here is called Bethe ansatz and was

�rst proposed by Hans Bethe in 1931 [20], but we will be basing this section on a particularly

good set of notes from 2010 [21]. The method consists of an educated guess as to what the

eigenfunctions of the Hamiltonian will be. This can be shown to satisfy the eigenvalue

equation as well as all boundary conditions. From this, a set of integral equations can be

found that give relevant quantities of the system. The Lieb-Liniger Hamiltonian is

H = −
N∑
i=1

∂2

∂x2
i

+ 2c
N∑
i<j

δ(xi − xj), (1.14)
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Strong

Weak

-RTG -Rw 0 Rw RTG
x

ρ(x)

Figure 1.1: Comparison of ground state density pro�le in the strong and weakly interacting

regimes with higher density at the origin for the weakly interacting case and wider support

for the strongly interacting case.

where we have rescaled so that c = mg
h̄
. The corresponding eigenvalue equation is given by

Hχ = E(k1, . . . , kN)χ. (1.15)

To �nd the boundary conditions for our system we will switch to the variables

z = xj+1 − xj, (1.16)

Z =
1

2
(xj+1 + xj). (1.17)

Which gives the derivatives

∂

∂xj+1

− ∂

∂xj
= 2

∂

∂z
, (1.18)

∂2

∂x2
j+1

+
∂2

∂x2
j

= 2
∂2

∂z2
+

1

2

∂2

∂Z2
. (1.19)

Then integrating our eigenvalue equation over the small region |z| < ε → 0 we get the

condition (
∂

∂xj+1

− ∂

∂xj
− c
)
χ = 0, as xj+1 → xj. (1.20)

12
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Here we make the leap of guessing a form for our eigenfunctions

χ = const

[ ∏
1≤l<i≤N

(
∂

∂xj
− ∂

∂xl
+ c

)]
Det

(
eikjxl

)
. (1.21)

We can see that the determinant is a Slater determinant of free particle wave functions and

the derivatives will be enforcing the boundary conditions. It can be seen that this guess does

indeed satisfy the boundary conditions (see appendix A.2). The derivatives can be evaluated

by using the Leibniz form of the determinant to get

χ = const

[
N !
∏
l<j

((kj − kl)2 + c2)

]− 1
2 ∑

P

(−1)P ei
∑N
n=1 xnkPn

∏
l<j

(kPj − kpl − icsgn(xj − xl)).

(1.22)

The typical energy and momentum operators still give the expected eigenvalues on our

function of

E =
N∑
j=1

k2
j , (1.23)

P =
N∑
j=1

kj. (1.24)

Next we will impose periodic boundary conditions on our system of length L giving the

equation

eikjL =
N∏
j 6=l

kj − kl + ic

kj − kl − ic
. (1.25)

Together with the energy and momentum operators these are called the Bethe equations.

For practical use we will take the logarithm of the equation, noting that the exponential is

de�ned up to an integer multiple of 2π, to get

Lkj +
N∑
m=1

i ln

(
ic+ kj − km
ic+ km − kj

)
= 2π

(
nj −

N + 1

2

)
. (1.26)

This equation shows that there is a one to one mapping between the set of integers nj,

which will be quantum numbers, and the set of momenta kj. So these quantities can be used

interchangeably. This can be made clearer by summing over all j's to remove the logarithmic
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term due to antisymmetry. This gives

LP = L

N∑
j=1

kj = 2π
N∑
j=1

(
nj −

N + 1

2

)
. (1.27)

We now wish to consider the ground state of our system, where nj = j, in the thermodynamic

limit. The thermodynamic limit is de�ned as taking the particle number N and length of

the system L to in�nity while keeping the ratio of the two quantities ρ constant. We de�ne

ρ(kj) =
1

L(kj+1 − kj)
. (1.28)

In the thermodynamic limit we can convert our sums to integrals in the following way

N∑
j=1

f(kj)→
∫ Λ

−Λ

dkρ(k)f(k). (1.29)

The value of Λ is �xed by normalizing ρ(k) to the constant ratio of particle number and

system length. Examining the thermodynamic limit of the Bethe equations we note that the

di�erence kj+1 − kj is small and can be used to get a derivative

L(kj+1 − kj) + (kj+1 − kj)
N∑
m=1

Ω′(kj − km) = 2π, (1.30)

where

Ω(k) = i ln

(
ic+ k

ic− k

)
. (1.31)

Now applying our rules (1.29) for converting sums to integrals we have

ρ(k)− 1

2π

∫ Λ

−Λ

dqρ(q)
2c

c2 + (k − q)2
=

1

2π
. (1.32)

The ground state energy can be similarly converted to give

E =
N∑
j=1

k2
j → L

∫ Λ

−Λ

dkρ(k)k2. (1.33)
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The equations we are interested in; the Bethe equation, ground state energy and normaliza-

tion are now rescaled by Λ. k = Λz, c = Λα, ρ(Λz) = g(z) to get

γ

∫ 1

−1

dzg(z) = α, (1.34)

g(z)− 1

2π

∫ 1

−1

dyg(y)
2α

α2 + (y − z)2
=

1

2π
, (1.35)

e(γ) =
γ3

α3

∫ 1

−1

dyg(y)y2 =
E

Nρ2
, (1.36)

where γ = c/ρ. A standard procedure exists to evaluate the above equations. First (1.35)

can be solved for g(z) in terms of α. On substitution into the nominalisation condition (1.34)

a relation between γ and α can be found. Finally using both of the above (1.36) can be

found as a function of γ only. These can then be used to calculate our object of interest for

arbitrary interaction µ(ρ) as

µ =

(
∂E

∂N

)
L

= ρ2(3e(γ)− γe′(γ)). (1.37)

To show the procedure we will check it agrees with the results for strong interaction discussed

earlier. In this limit the integral in (1.35) is lower order in the interaction parameter so at

leading order g(z) = 1/2π is a constant. This means that normalisation gives the relation

γ = πα. To �nish (1.36) gives e(γ) = π2/3 to leading order. The other limit we can check

is the weak interaction limit c→ 0, this is a far harder limit to evaluate but has been done

in [21] and references within resulting in

g(z) ≈
√

1− z2

2πα
, (1.38)

and consequently e(γ) ≈ γ. Therefore our chemical potential in this case is given by µ(ρ) =

2cρ which is linear in density.
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1.1.4 Experiments

In order to study a Bose gas we must �rst contain it to be able to manipulate it [13, 14].

This can be achieved by using a magneto-optical trap (MOT), a wide variety of MOT's can

be made depending on the temperatures, type and amount of atoms that are required. Here

we will describe some general principles of a MOT used to trap and cool a Bose gas of alkali

metal atoms such as 85Rb or 40K.

A typical MOT consists of a three dimensional quadrupole �eld and orthogonal laser

beams along the three Cartesian axes in a vacuum chamber. The quadrupole �eld can be

made, for example, via magnetic coils in anti-Helmholtz con�guration. This creates Zeeman

splitting in the energy levels of the atoms causing them to seek low magnetic �elds. If the

atoms come into the trap with an amount of energy that is large compared to the energy that

the experiments require they need to be cooled. The laser beams achieve this by being tuned

to a frequency slightly less than the resonant frequency of the targeted transition. Hence if

the atom is moving towards the incoming beam, Doppler shift ensures that the light is at

resonant frequency. When the atom absorbs the resonant light it is given a momentum kick

towards the centre of the trap, spontaneous emission then occurs and the atom de-excites

to a lower energy state. Spontaneous emission also produces a momentum kick but in a

random direction, but as the absorption-emission cycles happen multiple times the random

momentum kicks tend to cancel out and the atom remains in the centre of the trap. As the

laser is targeting a speci�c transition, it is bene�cial for the atom to have a closed optical

loop, this is where the exited state can only decay back to the state it came from. If this is

not the case or a small probability exists of it decaying to a lower energy level a pump beam

can be used to force the atom to return to the desired state.

A �nal complication to discuss relates to the lack of magnetic �eld at the centre of

the trap. As the atoms cool down they are more likely to be at the centre where, due to
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zero magnetic �eld, they can �ip into a non trapped state, known as Majorana losses [22].

Adding a constant �eld will prevent this from happening. With all this in place a typical

MOT can capture relatively hot atoms and cool them to about 100mK.

The MOT is an excellent tool for trapping atoms, but in order to change the interac-

tion strength it is useful to be able to exploit Feshbach resonance where a magnetic �eld can

be used to change the scattering length, this in turn directly e�ects the interaction strength.

It is impossible to do this in a MOT as it will disrupt the trapping magnetic �elds. A solution

is to transfer the system to an optical dipole trap which uses light only. When an atom is

placed in the light a dipole moment is induced, the intensity gradient of the light is then

seen as a potential and hence it can be trapped. As the energies involved are far less than

in the MOT the optical dipole trap can reach temperatures of about 10mK [23]. An optical

dipole trap can realize a wider variety of trapping potentials such as strong potentials in

two dimensions and a much weaker one in the third. When this is the case we say that our

system is e�ectively one dimensional.

1.2 Random Matrix Theory

Random matrix theory (RMT) is the study of eigenvalue statistics from de�ned matrix

ensembles. Although this may seem to be of purely mathematical interest RMT has a wide

range of applications starting with Wigner who used it to calculate energy level spacing in

large atoms [18]. Since then techniques from RMT have been instrumental in many areas

of applied maths, physics, chemistry and biology [24]. As random matrix theory is a vast

area of study with many applications we will only discuss the points relevant to this thesis

such as calculation of correlation functions, emptiness formation probabilities and its use as

a description of one dimensional systems.

17



Background

1.2.1 Setting up a Random Matrix

The �rst decision we have is what ensemble to choose for our random matrices. As our

main goal is describing trapped particles we must choose our random variables from a dis-

tribution that has zero or vanishing probability at spacial in�nity. In fact by consulting

the literature [24] we see that choosing the distribution to be Gaussian will correspond to a

harmonic con�nement. The simplest ensemble with a Gaussian distribution is the Gaussian

orthogonal ensemble (GOE). As stated before the selecting of our random variables from a

Gaussian/normal distribution will give harmonic con�nement. The two variables that de�ne

this distribution, mean and variance correspond to the location of the trap and its frequency

respectively. The other de�ning characteristic of the GOE is that the matrices can by diago-

nalised by an orthogonal transformation. This tells us how many independent and identically

distributed (iid) variables to generate from our distribution, in this case N(N + 1)/2 where

N is the size of our matrix. These values will be formed into a real hermitian matrix

M =


N (0, 1) . . . N (0, 1)

...
. . .

N (0, 1)

 . (1.39)

For each of the elements in the above matrix we can write a probability density function

(PDF) as

1 =
1

Z

∫
dM12e

−M
2
12
2 , (1.40)

the factor of Z is just normalisation. Since our matrix has N(N + 1)/2 iid entries we can

multiply them all together to form the joint PDF

1 =
1

ZN

∫ ∏
i,j
i≤j

dMije
−
∑
i<j

M2
ij
2
−
∑
i

M2
ii

4 , (1.41)

It is easy to see that the exponent is equal to the trace of the matrix squared

1 =
1

ZN

∫ ∏
i,j
i≤j

dMije
− 1

4
Tr(M2). (1.42)
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We now wish to change basis to one where our matrix is diagonal, from the symmetry of the

ensemble this can be done by using orthogonal matrices. The trace will transform simply

into the sum of eigenvalues squared but the measure will need to be modi�ed by the Jacobian

as follows

dM = J(Λ, A)dΛ(~x)dA(α1 . . . αN(N−1)/2), (1.43)

where the Jacobian is given by

J =

∣∣∣∣∣∣∣∣∣∣
∂M11

∂x1
. . . ∂M11

∂xN

∂M11

∂α1
. . . ∂M11

∂αN(N−1)/2

...
...

...
...

∂MNN

∂x1
. . . ∂MNN

∂xN

∂MNN

∂α1
. . . ∂MNN

∂αN(N−1)/2

∣∣∣∣∣∣∣∣∣∣
. (1.44)

A derivative of any component of M with respect to an eigenvalue ~x will only depend on the

components of the orthogonal matrix ~α and any derivative with respect to a component of

~α will give an eigenvalue times some function of orthogonal components. Using these facts

we can see that if any two eigenvalues are the same the Jacobian will be zero, there are

N(N −1)/2 factors like this due to the fermionic nature of the determinant. Furthermore as

it can be seen that the Jacobian must be order N(N − 1)/2 in the eigenvalues these factors

are the entire contribution of the x's with the remaining contribution depending only on ~α

J =
∏
i,j
i<j

(xj − xi)h(~α). (1.45)

On completing the change of basis we see that the only dependence on ~α is in the Jacobian

and as such can be integrated over and moved into the normalisation factor

1 =
1

Z̃N

∫
dNx

∏
i,j
i<j

(xj − xi)βe−
β
4

∑
i x

2
i , (1.46)

The calculation we have just done is for β = 1. In general beta can vary and corresponds

to a particular ensemble of random matrices, equivalent to the type of interaction between

particles.

19



Background

1.2.2 Equivalence to Fermions

To see the relation to fermions we consider a system of N fermionic particles of mass m in

a harmonic trap with frequency ω. In one dimension the particles behave like billiard balls

and the many body wavefunction can be accurately described by the Slater determinant

Ψ(x1, x2, . . . , xN) =
1√
N !

Det(ψj(xi)), (1.47)

de�ned as an N × N determinant of single particle wavefunctions where the ith particle

is in the jth energy level. This naturally takes into account the fermionic statistics. In

order to retain a hardcore or Tonks-Girardeau Gas description it is enough to multiply by

an antisymmetric function to account for the sign change. The single particle wavefunction

for a non interacting fermion is given by the Schrodinger equation

i∂tψj = − h̄2

2m
∂2
xψj +

mω2x2

2
ψj. (1.48)

The solutions of which are well known to be the Hermite polynomials times a Gaussian

factor. By substituting this into the Slater determinant (1.47) we arrive at

Ψ(y1, . . . , yN) =
1√
N !

(α
π

)N
4

(
N−1∏
j=0

1√
j!

)
e−

∑N
i

y2
i
4 Det (Hej(yi)) , (1.49)

where we have rescaled our particle positions yi = xi
√

2α and, as before, set the combination

α = mω
h̄
. An important note here is that we are using the monic Hermite polynomialsHen(x),

as opposed to the Hermite polynomials with leading coe�cient 2n which we will denote by

Hn(x), this property that the coe�cient of the highest power of x is one will be used straight

away. As determinants are unchanged under row and column operations, the determinant

of monic Hermite polynomials is equivalent to the Vandermonde determinant, de�ned as

∆(x1, . . . , xN) ≡ Det(xji ) =
N∏
i<j

(xi − xj). (1.50)

Therefore the probability density is

1 =

∫
|Ψ(x1, . . . , xN)|2dNx =

1

N !

(
N−1∏
j=0

1

j!
√

2π

)∫
dNye−

∑N
i

y2
i
2

N∏
i<j

(yi − yj)2. (1.51)
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We now recognise this form as identical to the PDF for the GUE ensemble of random

matrices, where the eigenvalues of the ensemble are equivalent to positions of the particles.

The normalization constant from (1.46) can be easily identi�ed. Fermionic statistics and

interactions are encoded in the Vandermonde determinant where the randomness corresponds

to the probabilistic nature of the particles.

1.2.3 Correlation Functions

In order to get some results from random matrix theory we must be able to calculate ob-

servables. To achieve this we will consider the 1-point correlation function, physically the

average density, we see that our joint PDF for the GUE can be written

1 =
1

N !

∫
Det (KN(xi, xj)) d

Nx, (1.52)

where the kernel is given by

KN(xi, xj) = e−
x2
i
4 e−

x2
j
4

N−1∑
k=0

Hek(xi)Hek(xj)

k!
√

2π
. (1.53)

We now look at the de�nition of the 1-point correlator where the sum over delta functions

shows us the combinatorial factor of N as we can replace any of the xi for x to �nd our

average density.

〈ρ(x)〉 =
1

N !

∫ (
1

N

N∑
l

δ(x− xl)

)
Det (KN(xi, xj)) d

Nx, (1.54)

We can see that each factor of density will e�ectively remove one of the integrals and give

〈ρ(x)〉 =
1

N !

∫
Det (KN(xi, xj)) d

N−1x, (1.55)

To evaluate these integrals we will need the determinant integration formula (see appendix

A.3) which states that∫
Det (KN(xi, xj)1≤i,j≤k+1) dxk+1 = (N − k)Det (KN(xi, xj)1≤i,j≤k) , (1.56)
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Therefore to calculate the expected density, the 1-point correlation function, we will integrate

out all but one of the x's to get

〈ρ(x)〉 =
1

N
e−

x2

2

N−1∑
k=0

Hek(x)Hek(x)

k!
√

2π
. (1.57)

This density is the average over all possible measurements of our microscopic density and is

therefore normalised to one. It can also be shown [25] that in the thermodynamic limit it

converges to the Wigner semi circle (1.5) as expected.
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Figure 1.2: Comparison of exact density from random matrix theory in blue with the Wigner

semi circle for α = 0.5 in orange. The Wigner semi circle is a better approximation closer

to the centre and for higher particle numbers.
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1.2.4 Exact Density

Although the Wigner semi circle is a simple function that holds well at large particle numbers

for Gaussian random matrix ensembles it will never be the exact density for any �nite number

of particles. Starting with one particle we see that the exact density is just the Gaussian

distribution itself (Fig. 1.2), centred around zero the variance of the distribution is in some

way analogous to the uncertainty in the position of our one particle at equilibrium. Moving to

two particles we see that the most likely position is no longer at the origin but in fact at two

symmetric points either side of it. Here we see the repulsive contact interactions come into

play the symmetry being kept by the harmonic trap. As we increase particle number past

two and into the tens of particles we see the bumps in the distribution reduce in size and the

distinctive semi circle shape begins to emerge. We can also observe the increasing full width

half maximum of the density also in accordance with the semi circle. The largest di�erence

between the exact distribution and the semi circle can be seen in the way they decrease to

zero at large position. The semi circle has a square root zero at both ends of the density and

therefore �nite support. In contrast the exact density goes exponentially to zero at larger

positions maintaining a small but �nite chance of a particle being observed past the end of

the support for the semi circle. This is also the most pronounced di�erence in the plots, we

can see that near the origin the bumps converge to the semi circle repetitively fast but even

when the particle number rises into the tens of particles an exponential tail can still be seen

defying the �nite support. This is not surprising as we are working with the Thomas-Fermi

approximation (See appendix A.1) we expect our density to be a better approximation the

closer we get to the origin but less accurate near the Thomas-Fermi radius.
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1.3 Hydrodynamics

In previous sections we saw how the strongly and weakly interacting regimes of the Lieb-

Liniger model di�er greatly in their behaviour. We have also already seen how random

matrix theory can be used to describe the limit of strong interactions in the same model

via the equivalence of free fermions. However in doing this we completely remove the inter-

action strength as a parameter in our calculations when we use the random matrix theory

approach. It is clear then that the same technique can't be used in the weakly interacting

limit as interaction strength must remain in the calculation. To investigate the weakly in-

teracting region we will be using a hydrodynamic approach. This is a very di�erent way

of thinking to random matrix theory where our calculations gave us the microscopic details

like positions of every particle in our system at equilibrium. In contrast hydrodynamics

is a macroscopic approach, we forgo the ability to �nd individual particles in favour of a

macroscopic density. It may seem that this is a bad move as we could also gain density from

our random matrix theory approach using correlation functions. So at �rst glance it seems

although we have just lost access to the microscopic variables for no gain. Hydrodynamics

does however present some advantages over random matrix theory. First in addition to the

density �eld we also get information about the velocity �eld and associated dynamics, this

allows us to examine an entirely new space of time dependent solutions that were previously

unavailable. Second and probably most importantly for describing a weakly interacting gas,

the interaction parameter remains in the calculation. This in principle allows us to perform

calculations on any interaction strength when combined with results from Bethe ansatz. We

can even take our interaction parameter to in�nity to recover the strong interaction limit

and reconnect with random matrix theory, which will be shown in detail in later chapters.
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1.3.1 Euler Equations from Gross-Pitaevskii

In this section we will derive the hydrodynamic equations from the time dependent Gross-

Pitaevskii equation

−h̄2

2m
∂2
xψ + g|ψ|2ψ + V (x)ψ = ih̄∂tψ. (1.58)

We then separate ψ into aptitude and phase ψ =
√
ρ(x, t)eiφ(x,t) and examine the real and

imaginary parts of the resulting equation. Additionally we identify super�uid velocity as

v = h̄
m
∂xφ, this is because in one dimension the �uid is irrotational (∇∧v = 0 holds trivially

when v = ∇φ). From the imaginary part we get

∂tρ+ ∂x(ρv) = 0, (1.59)

which is just conservation of mass. The real part gives

1

2
mv2 − h̄2

4m

∂2
xρ

ρ
+
h̄2

2m

(∂xρ)2

4ρ
+ gρ+ V (x) + h̄∂tφ = 0. (1.60)

Considering the terms in the equation we neglect the two terms with the highest derivatives

as they are due to quantum pressure and identify gρ as the chemical potential, which has

this form due to the fact that we started with the Gross-Pitaevskii equation, in general this

term would be µ(ρ). Finally, we di�erentiate with respect to x to get

m∂tv + ∂x

(
µ(ρ) + V (x) +

1

2
mv2

)
= 0, (1.61)

which is conservation of momentum. We have obtained the hydrodynamic equations (1.59,1.61).

These equations correspond, in the Tonks-Girardeau gas, to the action

S = N2

∫ β
2

−β
2

dt

∫
dx

(
φ∂tρ+

ρ

2

(
π2

3
ρ2 + (ωx)2 − (∂xφ)2

))
, (1.62)

where h̄ and m have been set to one and the external potential has been chosen as the

harmonic trap. This action will be derived in detail in later chapters and will turn out to be

a critical point in this thesis.
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1.3.2 Scaling Solutions

In this section we will seek scaling solutions to the hydrodynamic equations. These types

of solutions are formed, as the name suggests, by scaling a function and its independent

variables by a new parameter [26]. In our case we will use them to solve dynamic problems so

our new parameter will be dependent on time. These types of solutions are always spherically

symmetric and constructed to be normalised. We will �nd that this is particularly e�ective

for poly-tropic gases. Explicitly we seek a form

ρ(x, t) =
1

b(t)
ρ

(
x

b(t)
, 0

)
. (1.63)

Substituting the above into (1.59) we �nd that the scaling form of the velocity is

veff (x, t) =
xḃ

b
. (1.64)

This is equivalent to the following scaling of the wavefunction [26]

ψj(x, t) =
1√
b(t)

ψj

(
x

b(t)
, 0

)
e
imx2 ḃ

2h̄b
−iEjτ(t), (1.65)

where τ̇ = 1/b2. Initial conditions on our scaling function can be obtained by considering

the initial conditions of the wavefunction or equivalent density and velocity �elds. They are

b(0) = 0 and ḃ(0) = 0. When dealing with a strongly interacting Bose gas we have that

the chemical potential depends on the square of the density µ(ρ) ≈ π2ρ2/2 found in section

1.1.3. With this expression, the previous scaling forms of the density and velocity as well as

the ground state density of the Wigner semi circle (1.5) we consider the other hydrodynamic

equation (1.61). This gives an equation in the scaling variable only

b̈− α2

b3
+ ω2b = 0. (1.66)

This is called the Ermakov equation and can be linearised to

ξ̈(t) + ω2(t)ξ(t) = 0, (1.67)
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by the simple transformation ξ(t) = b(t)eiατ(t) and the initial conditions have become ξ(0) = 1

and ξ̇(0) = iα. This process has transformed the non-linear equation (1.66) into the linear

equation (1.67). When dealing with a weakly interacting Bose gas we now have a chemical

potential that only depends on the density in a linear way µ(ρ) ≈ gρ. We use the same

scaling forms of the density and velocity as before but must adjust the ground state density

to (1.12) the other hydrodynamic equation (1.61) then gives

b̈− mω2

b2g
+ ω2b = 0. (1.68)

When generalising to a poly-tropic gas the chemical potential scales like a power of density

µ(ρ) ≈ ργ, this power encodes the interaction strength of the Bose gas. The previous scaling

still applies but as before the ground state density changes but can still be found from the

hydrodynamic equations of motion (1.59,1.61). The result is the equation

b̈− mω2

bγ+1
+ ω2b = 0. (1.69)

The previous cases corresponded to γ = 2 and γ = 1 respectively.

1.3.3 Arbitrary Interaction Procedure

Combining the hydrodynamic action (1.62) and the Bethe ansatz equations (1.34,1.35,1.36)

we have, in principle, a method to calculate the left tail asymptotics of the last particle

distribution. This would allow us to see how the transition between Tracy-Widom at in�nite

interaction and our solution for weak interaction occurs. In particular an interesting property

is whether this is a smooth transition or if a phase transition occurs at some interaction

strength. Although the method is clear it is not viable analytically and anyone attempting

it must resort to numerical calculation.

To begin we would use the Bethe ansaetze to �nd our chemical potential as a function

of density. We note here that although the Bethe ansaetze were derived in the uncon�ned
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case we can use the Thomas-Fermi approximation as shown in the section on Lieb-Liniger

and apply this locally where the density can be considered constant. Our chemical potential

can then be substituted into the hydrodynamic action, which when minimised will give the

equations of motion. We must then �nd solutions to these equations of motion that have an

emptiness boundary condition. Previously we have started with the most likely density to

provide an emptiness but in this case it is not known. However, we do know the equilibrium

solution and as our initial density must relax to equilibrium at long times we can employ

the shooting method in order to �nd it. This is where a guess is made as to the initial

density then after evolving in time according to the equations of motion we see how far from

the desired equilibrium our �nal con�guration is. This information can be used to modify

the initial guess and make it more accurate in an iterative process. After many iterations

of this process a full time dependent solution to our equations of motion is achieved. The

hydrodynamic action can then be evaluated on the solution to the equations of motion in

the same way as in [12] in order to get the left tail asymptotics.
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Chapter Two

Motivation

The background covered in the �rst chapter shows the application of random matrix theory

to the Lieb-Liniger model and most intriguingly allows us to `perform a measurement' of the

system, in a theoretical sense, to �nd the location of every single particle at some time. This

level of resolution is rarely available in theoretical work and even more unusual in experiment.

We will see in this chapter how this can be used to ask incredibly precise questions about

the edge of the support in a gas and prompt questions that fall well outside the realm of

random matrix theory. We start with the original 1994 calculation by Tracy and Widom [8]

and include a more recent viewpoint in connection with polynomials. We then show how

to use the scaling solution from the previous chapter the �nd a time dependent version of

Tracy-Widom to the authors knowledge the �rst time this has been done. Next we cover the

signi�cant new result of the equivalent edge distribution in the weakly interacting regime

before ending the chapter with some numerical simulation of edge distributions.

29



Motivation

2.1 Tracy-Widom Distribution

When a one dimensional system is con�ned by an external potential the particles will come

to rest at the minima in equilibrium. This creates a particle density with a large amount

of particles in the minima, called the bulk, and as we look closer and closer to in�nity no

particles are detected. Thus, upon performing a microscopic measurement, there will exist

a point on either side of the system (Fig. 2.1) where the last particle is detected. This

Figure 2.1: Sketch of a harmonically trapped system with the last particle on either side

shown in red. The bulk is between the last particles and the emptiness regions are on the

outside.

point may �uctuate even under equilibrium conditions due to quantum uncertainty. Two

possibilities exist; the �rst is that the external potential exhibits a discontinuity from a low

value to a high value, in fact if this value is in�nite, for example an in�nite box trap, then the

wave function will drop to precisely zero at that point. Often no �uctuations occur and the

edge is de�ned by a single point. This is known as a hard edge. The other possibility is far

more common. It is where the external potential will increase in a smooth monotonic way in

some region up to in�nity, this means it is energetically unfavourable for the particles to be

found higher up in the external potential but it is still possible under quantum �uctuations

for this to happen. This is called a soft edge. The position of the last particle in a system with

a soft edge is not a single point, as it can move under �uctuations, however, its �uctuations

to di�erent points in space can be measured and a probability distribution of its expected

location calculated. One of the most common external potentials studied is the harmonic

trap. Not only is it a particularly easy external potential to apply but any smooth potential

with a local minima may be approximated by a harmonic trap in a su�ciently small region

near that minima. At equilibrium a gas of fermions under harmonic con�nement will have
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symmetric soft edges. This was originally calculated using the equivalence between random

matrix theory and free fermions and its edge distribution worked out by Tracy and Widom [8]

whose names it bears. In this section we will show this remarkable work from the viewpoint

of a condensed matter physicist.

2.1.1 Emptiness Formation Probability in Random Matrix Theory

Although the question of �nding the last particle distribution is straightforward we must

be able to write down a mathematical procedure to calculate it. One thing that is very

accessible in quantum mechanics is the calculation of various probabilities. From a simple

probability argument it has been shown that the emptiness formation probability is directly

related to the last particle distribution. As mentioned before, the emptiness formation

probability is the probability of measuring a system and �nding a total absence of particles

where under normal conditions they would be expected. This occurs in our system due to

the exponentially small chance of quantum �uctuations allowing particles to be measured

far from their expected location.

We will now show a nice probability argument from [24] to see how this relates to the

last particle distribution. The emptiness formation probability E(0; s) is the probability that

no particles exist in the region (s,∞), formally given by the probability to �nd all particles

in the region (−∞, s)

E(0; s) = 〈Ψ| χ̂ |Ψ〉 =

∫
Ψ(x1, . . . , xN)

N∏
i=1

χ(−∞,s)(xi)Ψ
∗(x1, . . . , xN)dNx, (2.1)

where χ(−∞,s)(x) is the indicator function, which has value 1 when x is in the set (−∞, s)

and 0 otherwise, this ensures that the integral (2.1) will only be one when the region (s,∞)

contains no particles. Therefore the quantity E(0; s− δs) is the probability that no particles

exist in the region (s − δs,∞). If we subtract these two we get E(0; s) − E(0; s − δs), the
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probability for no particles in (s,∞) but at least one in (s− δs, s) (Fig. 2.2). If we take δs

s− δs s0

Figure 2.2: Typical con�guration of particles in relation to required emptiness region, if δs

is very small s can be varied. The probability of exactly one particle in the region (s− δs, s)

with none in the region (s,∞) can then be measured.

to be small we can expand to get

E(0; s− δs) = E(0; s)− δs d
ds
E(0; s) +O(δs2). (2.2)

From this we see that the most likely outcome is one particle anywhere in the region (s,∞),

the next term proportional to δs is the next most probable outcome which is one particle in

the region (s− δs, s). As the probability of higher numbers of particles will be higher order

in δs we ignore them. A simple rearrangement in the limit δs→ 0 gives us the last particle

distribution as

F (0; s) =
d

ds
E(0; s). (2.3)

This argument can be performed for particles other than the last one [8, 24] to give the

probability distribution of the nth particle in from the edge F (n; s). This is given in terms

of the corresponding E(n; s), the probability that n particles exist in the region (s,∞)

F (n; s) =
n∑
k=0

dE(k; s)

ds
. (2.4)

Now we know that the quantity required is the emptiness formation probability we can

calculate it starting with the probability density (1.51)

1 =

∫
|Ψ(x1, . . . , xN)|2dNx =

1

N !

(
N−1∏
j=0

1

j!
√

2π

)∫
dNye−

∑N
i

y2
i
2

N∏
i<j

(yi − yj)2. (2.5)
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We now can calculate the EFP for the Tonks-Girardeau gas by looking at the probability of

�nding all the particles in a region J ′ = (−∞, s), given by

ETG(0; s) =
1

N !

(
N−1∏
j=0

1

j!
√

2π

)∫
dNxe−

∑N
i

x2
i
2

N−1∏
k=0

χJ ′(xk)
N∏
i<j

(xi − xj)2, (2.6)

with the indicator function χJ ′(x) enforcing the EFP condition. We can rewrite the expec-

tation value of an operator by using the fact that the Vandermonde determinant can be

written as a determinant of Hermite polynomials and then move everything else inside the

determinant with the help of the determinant integration formula (see appendix B.1) to get

ETG(0; s) =
1

N !
Det

(∫
Hej(x)Hek(x)√

j!k!2π
χJ ′(x)e−

x2

2 dx

)
. (2.7)

We note that this step is still valid if χJ ′(x) was replaced by an arbitrary function of x. By

splitting the range of integration and using the Hermite orthogonality relation we get the

EFP for a system of N particles to be the N ×N determinant

ETG(0; s) =
1

N !
Det

(
δij −

∫ ∞
s

Hej(x)Hek(x)√
j!k!2π

e−
x2

2 dx

)
. (2.8)

The above function is the probability of having no particles in the region J = (s,∞), we see

that this function tends to 0 and 1 as s tends to −∞ and∞ respectively as expected. To eval-

uate this determinant we will use Sylvester's determinant identity (Det(In×n−An×mBm×n) =

Det(Im×m −Bm×nAn×m)). We will de�ne two kernels

A(j, x) = ψj(x)f(x), (2.9)

B(x, j) = ψj(x), (2.10)

where ψj(x) and f(x) are arbitrary. It is instructive here to think of these kernels like

matrices that have one discrete index and one continuous index. In this way we see that

they don't commute and that the combination of them is either

AB(j, k) =

∫
ψj(x)ψk(x)f(x)dx, (2.11)
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or

BA(x, y) =
N−1∑
k=0

ψk(x)ψk(y)f(y). (2.12)

For the EFP f(x) = χJ and ψk(x) = e−
x2

4 Hek(x)/
√
k!
√

2π, we �nd that BA is the 1-Point

correlator KN(x, y) valid in the region (s,∞). This can be seen by beginning with the

de�nition from before

KN(x, y) = e−
1
4

(x2+y2)

N−1∑
i=0

Hen(x)Hen(y)

n!
√

2π
χJ . (2.13)

A useful formula to evaluate this correlator is the Christo�el Darboux formula (see appendix

B.2) So we can write the emptiness formation probability as

ETG(0; s) = Det (I −KN(x, y)) . (2.14)

We note that this process has transformed the determinant (2.8) with discrete indices into

one with continuous indices called a Fredholm determinant. In general these types of deter-

minants can be evaluated by

Det (I −KN(x, y)) =
∞∑
n=0

(−1)n
∫ ∞
s

· · ·
∫ ∞
s

Det(KN(xi, xj))|1≥i,j≥ndx1 . . . dxn. (2.15)

Now that we have an expression for the EFP we take the thermodynamic limit and consider

the edge region. In the thermodynamic limit the last particle distribution will move o� to

in�nity and become in�nitely thin but still normalised to 1, in accordance with the scaling

shown in section 1.1.1. So we need to expand around
√

2N with a characteristic length scale

proportional to
√

2N−
1
6 . On applying the appropriate scaling, while simultaneously taking

the thermodynamic limit we �nd the 1-point correlator in the edge region (see appendix B.3)

KN(x, y) =
Ai(x)Ai′(y)− Ai′(x)Ai(y)

x− y
χJ ≡ A(s,∞), (2.16)

is a quantity known as the Airy kernel. The Airy functions, Ai(x) and their derivatives Ai′(x),

have come from the asymptotics in the thermodynamic limit of the Hermite polynomials [27].

Finally we have a formula for the EFP in the thermodynamic limit, given by

ETG(0; s) = Det
(
I −A(s,∞)

)
. (2.17)
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Several useful expressions exist for the emptiness formation probability in the thermody-

namic limit. The �rst is shown above but it can also be written using the Fredholm determi-

nant formula or in terms of the Hastings McLeod solution to the Painleve II equation q(x)

(Appendix B.4) as in [8]

ETG(0; s) = Det
(
I −A(s,∞)

)
= e−

∑∞
k=1

Tr(Ak)
k = e−

∫∞
s (x−s)q(x)2dx. (2.18)

To �nd the probability density of the last particle in the trap we simply di�erentiate the

above expression

FTG(0; s) =
dETG(0; s)

ds
. (2.19)

The quantity FTG(0; s) is known as the Tracy Widom distribution and has applications to a

wide variety of problems [24]. If we plot these two expressions for di�erent particle numbers

(Fig. 2.3) we can see that the distribution does indeed move further out and becomes

N=2

N=3

N=4

N=5

N=6

N=7

1 2 3 4 5 6
s

0.2

0.4

0.6

0.8

1.0

F(0;s)

Figure 2.3: The last particle distribution for 2, 3, 4, 5, 6 and 7 particles calculated from (2.8).

The last particle distribution becomes narrower and further from the origin with increasing

particle number.

narrower as particle number increases, as expected from section 1.1.1. This corresponds to

the last particle being pushed further out by the increasing number being added to the gas.
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Furthermore we see that the EFP goes from 0 to 1 as expected (Fig. 2.4) and the probability

E(0;s)

F(0;s)

1 2 3 4 5 6
s

0.2

0.4

0.6

0.8

1.0

Figure 2.4: The last particle distribution in orange is the derivative of emptiness formation

probability in blue plotted for 5 particles calculated from (2.8).

distribution is asymmetric as it decays faster into the bulk than into the emptiness region.

The explanation is that the particle will be prevented from moving out of the gas by the

gradually increasing potential, whereas upon moving into the gas it will be stopped by the

sudden contact interaction with another particle.

This method can be extended to �nd E(n; s) for other values of n. Originally found

by Tracy and Widom [8], it is related to bosons in [28] and is given by

E(n; s) =
(−1)n

n!

dn

dzn
Det

(
I − zA(s,∞)

)∣∣∣∣
z=1

. (2.20)

From this relation we can also �nd F (n; s), the probability density of the particle labelled by

n in the gas (where 0 is the last particle in the trap, 1 is the penultimate particle, etc.) given

by (2.4). To evaluate the decay of the distribution into the bulk and the emptiness regions

we wish to examine the asymptomatic behaviour of the tails. We will look at the form of the

distribution in terms of the Painleve II transcendent (2.18) as the asymptotics of Painleve II

are well known. In the s −→∞ limit our integration variable x is restricted to large values
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only; where the Painleve II transcendent behaves as an Airy function q(x) ≈ Ai(x), we can

therefore expand (2.18) in s to get

ETG(0; s) = e
∫∞
s (x−s)Ai(x)2dx = eAi(s)Ai

′(s)+s2Ai2(s)−sAi2(s), (2.21)

and

FTG(0; s) =
d

ds
ETG(0; s) = (Ai′2(s)− sAi2(s))eAi(s)Ai

′(s)+s2Ai2(s)−sAi2(s). (2.22)

As we wish to examine the asymptotics of FTG(0; s) into the emptiness region we take the

limit s −→∞ to get

FTG(0; s −→∞) ≈ e−
4
3
s

3
2

s
. (2.23)

The power of s in the exponent has come from the asymptotic expansion of the Airy

function [27]. This is the same asymptotic behaviour as the many body probability distri-

bution calculated by setting y −→ x in (2.16). This is expected as the last particle should

provide the largest contribution to the asymptotic behaviour of the many body probability

distribution. In the s −→ −∞ limit the integration variable x can take on a wide range of

values; so the previous method will not work. Instead we seek to evaluate the integral using

the same method as in [8] by writing

R(s) =
d

ds
ln (ETG(0; s)), (2.24)

where

R′(s) = −q(s)2. (2.25)

Now we can insert the form of the Painleve II transcendent for large negative argument

q(x) ≈
√
−x

2
and rearrange to get the bulk asymptotics as

FTG(0; s −→ −∞) ≈ e
s3

12

(−s) 1
8

. (2.26)
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Tracy Widom

Emptiness Asymptotics

Bulk Asymptotics
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Figure 2.5: Asymptotics of the Tracy-Widom distribution from equations (2.23,2.26) plotted

with Mathematica's `TracyWidomDistribution' function have good agreement.

The asymptotic analysis has con�rmed what we found graphically, that the asymptotic

decay into the bulk is greater than the decay into the emptiness region. We now know

that in fact both sides of the last particle distribution exhibit exponential decay (Fig. 2.5).

Our hypothesis at this point is that the left tail of the edge distribution depends mainly

on interaction strength as the last particle will be repelled by the remaining particles in

the system, in contrast the right tail is dominated by the external trapping potential. This

hypothesis makes sense physically and, as we have shown in this chapter, is true in the Tonks-

Girardeau gas but in order to investigate it in general we must see if it holds in di�erent

interaction regimes. As we have seen in the random matrix theory approach all dependence

on interaction strength is removed and so a di�erent formalism must be used. Finally we

note that in order to check this hypothesis we only need to �nd the asymptotics of the last

particle distribution.
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2.1.2 Connection to Polynomials

An alternative derivation of the Tracy-Widom distribution exists that only requires good

knowledge of polynomials and careful study of asymptotics. It was done by Nadal and Ma-

jumdar [29] then generalised further by Akemann [30]. Although it is already known we

will outline the method in this section as it gives a great appreciation for the connection

to polynomials that the emptiness problem has. As was used in previous sections the Van-

dermonde determinant can be written as the determinant of a set of monic polynomials. In

the main derivation we used this to change the Hermite polynomials into the Vandermonde

determinant; the key insight of the method presented in this section is that we can de�ne

any family of monic polynomials that we wish. We begin with the EFP integral

ETG(0; s) =
1

ZN !

∫
dNxe−

∑N
i αx2

i

N∏
k=1

χJ ′(xk)
N∏
i<j

(xi − xj)2. (2.27)

We note here that we have left the scaling of α = mω
h̄

in our integral, this will be used later.

Following the method of [29] we can again move the integral under the determinant (See

appendix B.1) to get

ETG(0; s) = Det

(∫ s

−∞
dxe−x

2αpm(x)pn(x)

)
. (2.28)

Here we employ the main insight of this method and de�ne a family of orthogonal monic

polynomials in such a way as to make the emptiness formation probability easier to calculate∫ s

−∞
dxe−x

2αpm(x)pn(x) = δn,mhn. (2.29)

This allows us, if we wish, to calculate said polynomials, the �rst few are found in [29], they

are relativity complicated but as we will only be interested in their asymptotic properties

the full forms are not required. We also note that in the case of no emptiness (s→∞) they

become the Hermite polynomials as expected. The advantage of de�ning this seemingly

complicated set of polynomials is that our integral now simpli�es greatly to

ETG(0; s) =
N−1∏
n=0

hn, (2.30)
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So we can see that the problem has been changed from one of integration to one of polynomial

analysis. We now must �nd the values of the hn. First, any reasonable set of orthogonal

polynomials obey a recurrence relation of the form

λpn(λ) = pn+1(λ) + Snpn(λ) +Rnpn−1(λ), (2.31)

where Sn and Rn are to be determined. This can be done by taking inner products of (2.31)

and using integration by parts to �nd

Rn(s, α) =
hn
hn−1

, (2.32)

and

Sn(s, α) = − 1

2α

∂ ln(hn)

∂s
. (2.33)

Using these we can relate Sn and Rn via the coupled pair of recurrence relations

Rn+1 = −∂ ln(Rn)

∂α
+Rn−1 − S2

n + S2
n−1, (2.34)

Sn = Sn−1 −
1

2α

∂ ln(Rn)

∂s
. (2.35)

We want to examine the asymptotics of the partition function that can be related to Rn via

(2.30). As we will be considering the edge region the partition function depends only on one

variable which has the scaling found from physical principles in section 1.1.1

ZN (s, α) = f

(
x =
√

2αN
1
6

(
s−

√
2N

α

))
. (2.36)

By Taylor expanding and comparing terms it can be shown [29] that as N −→∞

ETG(0; s) = e−
∫∞
s (x−s)q(x)2dx. (2.37)

Hence the Tracy-Widom distribution can be derived from properties of orthogonal polynomi-

als and careful use of asymptotics. Although this method was di�erent from random matrix

theory both calculations relied on fermionic statistics in order to de�ne determinants, and

hence are only valid for in�nite interaction strength. For this reason neither method can be

generalised to arbitrary interaction and our best course of action is still hydrodynamics.
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2.1.3 Time dependent Tracy-Widom

In this section we will combine two topics that have been discussed previously. The topics

in question are the Tracy-Widom distribution for the position of the last particle and the

scaling solutions that describe time evolution of the gas after an quench in trap strength.

Combining these two we will see how the edge distribution changes over time as the trap

frequency is changed. Although this is a simple combination of two known results it is

not discussed in the literature. We begin by considering the scaling solutions as applied to

the wavefunction, not the hydrodynamics as was previously mentioned. An exact solution

to the Schrödinger equation with time dependent potential can be found using a scaling

transformation as shown in [26]. The solution has the form

ψj(x, t) =
1√
b(t)

ψj

(
x

b(t)
, 0

)
e
imx2 ḃ

2h̄b
−iEjτ(t), (2.38)

with conditions on b(t) and τ(t). In order to have a consistent description we examine

ψj(x, 0) and get the initial conditions b(0) = 1 and ḃ(0) = 0. Next, on substitution of this

scaling solution into the Schrödinger equation we must impose the conditions

b̈+ ω2b =
ω2

0

b3
, (2.39)

and

τ(t) =

∫ t

0

dt′

b2(t′)
. (2.40)

We �nd that ψj(x, 0) is the solution to the Schrödinger equation where the frequency of the

harmonic potential is its initial value ω0 = ω(0) and hence can be expressed in terms of

Hermite polynomials. We now examine (2.39) and as in [31] we note that it can be written

as

ξ̈(t) + ω2(t)ξ(t) = 0, (2.41)

where ξ(t) = b(t)eiω0τ(t) and the initial conditions have become ξ(0) = 1 and ξ̇(0) = iω0.

This process has transformed the non-linear equation (2.39) into the linear equation (2.41).
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Now following the normal procedure for calculating Tracy-Widom we get the many body

wavefunction amplitude squared as

1 =

∫
|Ψ(x1, . . . , xN)|2dNx =

1

bNN !

(
N−1∏
j=0

1

j!
√

2π

)∫
dNye−

∑N
i

y2
i

2b2

N∏
i<j

(yi
b
− yj

b

)2

. (2.42)

We now can calculate the EFP for the Tonks-Girardeau gas by looking at the probability of

�nding all the particles in a region J ′ = (−∞, s), given by

ETG(0; s) =
1

bNN !

(
N−1∏
j=0

1

j!
√

2π

)∫
dNye−

∑N
i

y2
i

2b2

N∏
k=1

χJ ′(xk)
N∏
i<j

(yi
b
− yj

b

)2

. (2.43)

χJ ′(x) is the indicator function, which has value 1 when x is in the set J ′ and 0 otherwise,

this enforces the EFP condition. Changing integration variables to y/b we use the same

rearrangement as before to write the integral as a determinant (see appendix B.1).

ETG(0; s) =
1

N !
Det

(∫
Hej(x)Hek(x)√

j!k!2π
χJ ′(xb)e

−x
2

2 dx

)
. (2.44)

Continuing with this line of reasoning we see that

ETG(0; s) = Det

(
δij −

∫ ∞
s
b

Hej(x)Hek(x)√
j!k!2π

e−
x2

2 dx

)
. (2.45)

Therefore the time dependence of the edge distribution after a quench in trap strength is

simply ETG(0; s(t)) = ETG(0; s/b). From this the last particle distribution can be calculated

in the normal way (see 2.3). The density is given by

〈ρ(x, t)〉 =
1

b

〈
ρ
(x
b

)〉
. (2.46)

We can see that both density and the last particle distribution spread out over time but

remain normalised.

2.2 Edge Distribution in the Weakly Interacting Regime

We have just seen how to derive the last particle distribution for free fermions or equivalently

for the Tonks-Girardeau gas. This distribution is called the Tracy-Widom distribution and
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we noted some of its distinguishing features. It is centred around the edge of the Wigner

semi circle so will slowly move away from the origin as more particles are added. We also

found that the typical width scales with particle number as N−1/6 giving us a sharper, but

still normalised distribution at larger particle numbers. This fact is in agreement with the

convergence of the density to a �nite support in the thermodynamic limit. Probably the most

striking feature of the Tracy-Widom distribution is its asymmetry: the right tail, out of the

gas, has a much slower decay than the left tail, into the gas. Our hypothesis here is that

these two tails are dominated by very di�erent e�ects. For the right tail the e�ect forcing

the distribution to zero will be predominantly the external con�ning potential. However on

the left side the major e�ect causing the distribution to drop to zero are the interactions

from the other particles.

For weak interactions we �nd that our many body wavefunction is given by the Hartree

product (1.7) of single particle wavefunctions that obey the Gross-Pitaevskii equation

− h̄2

2m
∂2
xφ+

mω2x2

2
φ+ g|φ|2φ− µφ = 0. (2.47)

The system is only in the weakly interacting regime when the number of particles within a

correlation length is large enough as explained in section 1.1.2. Again we use the idea of

looking at the probability of �nding all the particles in a given region to get an expression

for the EFP. In general we can write the expectation value of an operator as

〈Ψ| χ̂ |Ψ〉 =

∫ N∏
k=1

1√
N
φ∗(xk)

N∏
i=1

χJ ′(xi)
N∏
j=1

1√
N
φ(xj)d

Nx =

(
1

N

∫
φ∗(x)χJ ′(x)φ(x)dx

)N
,

(2.48)

in order to get the EFP. It is noteworthy that in the bulk region where φ is approximately

a constant we �nd that the EFP scales like e−nl where l is the length of the set J . This is

consistent with a hypothesis made by Abanov in [32]. We are more interested in the edge

region around the Thomas-Fermi radius, R =
√

2µ
mω2 . After approximating the potential as

linear near the edge V − µ = (x− Rw)mω2Rw, we seek the relevant scales in this region by
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introducing the dimensionless variables

y =
x−Rw

ξ
, (2.49)

and

φ = af(y). (2.50)

Physically we see that ξ is the correlation length de�ned in section 1.1.2 and a2 has the di-

mensions of density. As ξ =
(

2m2ω2Rw
h̄2

)− 1
3
we can make a =

√
h̄2

2mgξ2 to get the dimensionless

equation

∂2
yf − yf − 2f 3 = 0. (2.51)

This has the same form of the Painleve II equation (Appendix B.33), so we identify f(y) =

q(y). Compared to the N−
1
6 particle number scaling of the edge region in the Tonks-

Girardeau gas, we can see from the correlation length that the weakly interacting gas has an

edge region with a smaller typical width of N−
1
9 . The scaling equation (2.49) is the counter-

part to that used to calculate (2.16) and ensures that we are using the correct length scales.

After splitting the range of integration in (2.48) and using the normalisation condition, in

a similar vein to the Tonks-Girardeau gas, the EFP for a weakly interacting system can be

written as

Ew(0; s) =

(
1− a2ξ

N

∫ ∞
s′

q(x′)2dx′
)N

, (2.52)

where s′ is s after scaling by (2.49). We can see that as we take the thermodynamic limit

the EFP will diverge. In order to prevent this we must make the quantity a2ξ independent

of particle number. To achieve this we let the trap frequency, ω, scale with particle number

as N−
1
4 . In the thermodynamic limit the EFP can now be written as an exponential

Ew(0; s) = e−a
2ξ
∫∞
s′ q(x

′)2dx′ . (2.53)

This is remarkably similar to (2.18). Another e�ect this has on the system is to change

the dependence on particle number in the Thomas-Fermi radius from N
1
3 to

√
N i.e. the
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same as the strongly interacting case. Physically this corresponds to changing the strength

of the trap as particle number increases so that the lower trap frequency allows the gas to

expand at approximately the same rate as the Tonks-Girardeau gas. The quantity a2ξ can

be thought of as the number of particles that are expected to be in the region (s,∞) as a2

has the meaning of density and ξ has the meaning of correlation length.

We can do the same asymptotic analysis as we did for the Tonks-Girardeau gas for a

weakly interacting gas in a trap. When s −→ ∞ we use (2.53) with fact that the Painleve

II transendent behaves as an Airy function q(x) ≈ Ai(x), to obtain

Ew(0; s) = ea
2ξ
∫∞
s′ Ai(x)2dx = ea

2ξ(s′Ai2(s′)−Ai′2(s′)), (2.54)

and

Fw(0; s) = ξ
d

ds′
Ew(0; s) = a2ξ2Ai(s′)2ea

2ξ(s′Ai2(s′)−Ai′2(s′)). (2.55)

To examine the decay of Fw(0; s) at the edge of the gas we expand the Airy functions for

large values of s to get

Fw(0; s −→∞) ≈ a2ξ
3
2

4π
√
s
e−

4
3

(ξs)
3
2 . (2.56)

Similar to the Tonks-Girardeau gas we �nd that this is the same asymptotic behaviour

as the many body probability distribution found by taking the limit y −→ ∞ in (2.51).

However, in contrast to the Tonks-Girardeau gas, the many body probability distribution

in the thermodynamic limit was obtained only in the edge region whereas in the Tonks-

Girardeau gas it was valid everywhere. In the s −→ −∞ limit the Painleve II transcendent

behaves as q(x) ≈
√
−x

2
and we use the same method as before [8] by noticing that

− a2ξq(s)2 =
d

ds
ln (Ew(0; s)). (2.57)

Inserting the expansion of q(x) and rearranging we �nd the asymptotic behaviour into the

bulk to be

Fw(0; s −→ −∞) ≈ a2ξse
−a2ξs2

4 . (2.58)
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Figure 2.6: Comparison of last particle distributions for both the strong and weak interaction

regimes with zero being the corresponding Thomas-Fermi radius. Log scale inset showing

the similarity of the decay on the right hand side of the distribution and the di�erence in

the decay on the left hand side.

Again we �nd that the asymptotic behaviour into the bulk and emptiness regions are both

given by exponentials with the decay into the emptiness region being the same to leading

order as the Tonks-Girardeau gas. The asymptotic behaviour into the bulk is noticeably

weaker due to correspondingly weak interactions, this can be easily seen by plotting the

asymptotics in both cases (Fig. 2.6). Thus our hypothesis from section 2.1.1 is con�rmed.

However, some consequences were not expected such as the need to scale the harmonic trap

frequency with particle number (2.52). Interestingly this makes the Thomas-Fermi radius

in the weakly interacting case have the same particle number scaling,
√
N , as the Tonks-

Girardeau gas.
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2.3 Numerics

In order to test a theory properly it must be compared with experiments and as discussed

experiments on emptiness are few and far between. The nearest alternative is to simulate

the experiment on a computer. The numerics of these systems is a vast area of study in itself

and as this thesis is primarily an analytical investigation we will only touch on numerics

in this section. Even though we do not perform any original calculations in this section an

appreciation of numerical methods is important to complement our analytical knowledge.

We will cover the discretization of the Lieb-Liniger model in order to make in numerically

tractable and discuss the algorithms used and how the results compare to theory. Through

this we will see how some discrete one dimensional models link together and understand how

some of the algorithms needed here are vastly di�erent in �avour to our analytical approach.

2.3.1 Discrete System

In order to simulate the Lieb-Liniger model on a computer it is easier to transform it from

a continuous model to a discrete one. In this section we will see how this can be done,

examine how the interaction term presents itself in the discrete formalism and take the

in�nite interaction limit to simplify further to the case of free fermions. We begin with the

Hamiltonian

H =

∫
dxψ†

[
−1

2
∂2
x + V (x) +

g

2
ψ†ψ

]
ψ. (2.59)

The terms here have the same meaning as normal, g is the interaction strength and V (x) is

an external potential. The mass and Planks constant have been absorbed by rescaling. The

principle of moving to a discrete system is simple, we will take a continuous dimension with

points denoted by xi and divide it up into L sites that are evenly spaced at intervals of ∆x.

In this way the position will become xi → i∆x, where i has now become a site index that

47



Motivation

runs from 1 to L. The total length of the dimension is given by the last site L∆x, in order to

model longer distances we can either increase the number of sites or the spacing. In practice

increasing the number of sites increases computational time and increasing spacing reduces

the accuracy. This can be seen if we try to take a continuous position between two discrete

sites and place it on the discrete system, the maximum error in this process is half the lattice

spacing. To reduce these errors we can decrease ∆x, but to maintain a constant system size

while doing this we must increase particle number. This in turn will incur a computational

performance hit as described above. This balancing act is an important part of numerics.

So our discreteising procedure for the continuous Hamiltonian is as follows

xi → i∆x, (2.60)

∂2
xψ →

ψ(xi+1) + ψ(xi−1)− 2ψ(xi)

(∆x)2
, (2.61)

ψ(xi)→
âi√
∆x

, (2.62)∫
dx→

∑
i

∆x. (2.63)

On applying these transformations to the Hamiltonian we have

Ĥ =
∑
i

[
−J
(
â†i âi+1 + â†i âi−1

)
+Diâ

†
i âi + Uâ†2i â

2
i

]
. (2.64)

The new parameters are related to the old one by

J =
1

2(∆x)2
, (2.65)

Di =
1

(∆x)2
+ V (i∆x)− µ, (2.66)

U =
g

2∆x
. (2.67)

The discrete model we have derived is the Bose Hubbard model and as we have seen is

the same as the Lieb-Liniger model in the limit of very small spacing between sites. The

�rst term J is a hopping term allowing movement of bosons in the one dimensional lattice.

This came from the kinetic energy term in the continuous Hamiltonian. The next term
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is the external potential and will di�er in strength depending on the site, it also contains

some contribution from the kinetic energy term. The �nal term is on-site interaction and as

expected only comes from the interaction term. This term will only come into play if more

than one boson is present on a site. If we wish to examine the strong interaction limit we

can let g →∞ thus removing the on site interaction term and allowing it to be replaced by

fermionic statistics. The only remaining terms will be the hopping term and the external

potential.

Ĥ =
∑
i

[−Jσ̂iσ̂i+1 +Diσ̂i] . (2.68)

This is the Heisenberg model. Even though it looks very similar to the Bose Hubbard model

the physical interpretation is worth stating. Our hard core bosons are now thought of as

spin half particles where a spin up can be interpreted as the presence of a boson and a spin

down the absence of a boson. The external potential now has the interpretation of a position

dependent magnetic �eld which will cause the particles to have regions of up spin and regions

of down spin. The transition between these regions is what corresponds to the last particle

distribution.

2.3.2 Random Matrix Theory

To simulate a one dimensional Bose gas we wrote a C++ program that generated a N ×N

matrix, where N was the number of particles in the system. The matrix had real values along

the diagonal that were generated from a normal distribution with a mean of 0, variance of

1 and complex numbers on the o� diagonal where the real and complex parts of the matrix

entries came from independent normal distributions both with a mean of 0, variance of 1
2
. As

the matrix was constructed to be hermitian, in total N2 numbers were generated (N from the

diagonal and N(N − 1) from the o� diagonal). The eigenvalues, λ, of the matrix were then

found using the GSL library [33]. It was possible to get both the Wigner semicircular law and
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the Tracy-Widom distribution from this data. For the Wigner semi circle all the eigenvalues

were stored, bin packed and the corresponding histogram plotted. It can be seen from the

N=4000

Wigner semi circular law

-100 -50 50 100
x

0.002

0.004

0.006

0.008

ρ(x)

Figure 2.7: The Wigner semicircular distribution (1.5) with good agreement to data produced

from random matrix theory numerics for 4000 particles packed into 20 bins.

graph (Fig. 2.7) that the Thomas-Fermi radius is indeed
√

2N . To get the Tracy-Widom

distribution only the largest and the smallest eigenvalues are kept and as we are interested in

the thermodynamic limit they are scaled appropriately:
√

2N
1
6 (λ−

√
2N). This process must

be repeated multiple times to collect enough data as in each iteration only two eigenvalues are

recorded. After multiple iterations the eigenvalues are bin packed and a histogram is plotted.

Due to the fact that each iteration is completely independent we could run the program in

parallel multiple times in place of multiple iterations. The results of the program were then

plotted in Mathematica along with Mathematica's own 'TracyWidomDistribution' function.

As the Tracy-Widom distribution is only valid in the thermodynamic limit, we would require

in�nite particles and therefore in�nite computing time to calculate it in this way. Therefore

we restricted ourselves to the last particle distribution for 10, 100 and 1000 particles. As

expected we �nd that the simulation approaches the Tracy Widom distribution as particle
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(b) N = 100
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(c) N = 1000
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(d) N = 10, 100, 1000

Figure 2.8: The last particle distribution calculated numerically for 10,100 and 1000 particles

with increasing agreement at higher particle number. Each set of data has 3×106 data points

packed into 100 bins.
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number increases but will only reach it in the thermodynamic limit (Fig. 2.8).

2.3.3 DMRG

Density Matrix Renormalisation Group (DMRG) is a numerical technique that is commonly

used in one dimensional systems to �nd the ground state. This is ideal for our system. In

order to use this technique we �rst need to map our model to a discrete lattice, this has

been done above and for the strong interacting regime we have our discrete system given

by the Heisenberg model (2.68). We will aim to reproduce results from [34]. Luckily some

python code exists [35] that performs DMRG on this model already. To adjust it for our

purposes all that is needed is the addition of the harmonic trapping potential. This actually

removes the need to specify open or closed boundary conditions as the particles are con�ned

and never come into contact with the edge of the system. We can see from �gure 2.9 that

Tracy Widom
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N=2048
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Figure 2.9: Calculation of Tracy-Widom distribution using DMRG for di�erent particle

numbers with better agreement at higher particle number.

as particle number increases we slowly converge to the Tracy-Widom distribution. As with

random matrix theory the accuracy gains from doubling the number of particles are smaller
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the larger the system is, in other words going from 5 to 10 particles gives far larger accuracy

increase than going from 50 to 100 particles. Therefore the system converges very fast in

particle number. Unlike random matrix theory for �nite particle number the distribution is

displaced to the left as opposed to random matrix theory where it is displaced to the right.

From this we can conclude that random matrix theory over estimates the support of the

system while DMRG underestimates it.

2.4 Motivation Summary

We have seen in this chapter how random matrix theory can be used to �nd edge distributions

of a trapped hardcore Bose gas. We then saw how the opposite interaction regime could be

analysed by a completely di�erent approach and only the inner tail was a�ected signi�cantly.

The question of intermediate interaction regimes has not been addressed in this chapter, but

we have a place to start. It was clear from the beginning that in order to examine any

other interaction regimes in the Lieb-Liniger model a di�erent approach would be needed.

We have already seen hints that a hydrodynamic approach may be useful due to the fact

that the interaction, and the chemical potential as a function of density and interaction, can

be calculated from Bethe ansatz. While this is possible, it has not been until recently [34]

that information about Tracy-Widom has been extracted from hydrodynamics. The hidden

blessing/curse was that the mapping from random matrices to hydrodynamics is only possible

due to the integrable nature of these one dimensional systems. However, these are not the

only two powerful descriptions of our system as we will see in the next chapter.
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Theoretical Backbone

In the last chapter we looked at the emptiness formation probability and edge distribution

of harmonically trapped gases. We explained how in the fermion case the connection covered

in the �rst chapter with random matrix theory allows this calculation to be possible. We

also showed how an equivalent expression can be found in the weakly interacting regime,

seemingly unrelated to random matrix theory. Comments on the edge distributions in the

two di�erent regimes were made and the hypothesis that interaction strength only e�ects the

tail on the outside of the gas was formulated. Further, we noted that a possible connection

between the two interaction regimes was the theory of hydrodynamics and it is in that

direction which we now wish to move. This chapter will be a discussion of the various

di�erent frameworks that can be used to describe harmonically trapped one dimensional

particles. Starting with the classic one dimensional log gas we move onto the main derivation

of a hydrodynamic action from a stochastic process. We then cover some other models and

extensions of the hydrodynamic description before showing how it can be useful to view

the system in more than one dimension with electrostatics and considering other variable

changes that allow us to connect with some work by Gross and Witten [36]. To �nish the

chapter we discuss some new questions that arise as a result of viewing our system in these

interesting ways.
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3.1 1D Log Gas

The one dimensional log gas is the �rst approach we will formulate. It is provides a large

amount of intuition and will act as a bridge to other techniques while being interesting in

its own right. We will start with the joint probability density function of the Gaussian beta

ensemble

1 =
1

Z̃N

∫
dNx

∏
i,j
i<j

(xj − xi)βe−
β
4

∑
i x

2
i . (3.1)

We will follow the work of Dean Majumdar [12] and as we will be considering the thermo-

dynamic limit it makes sense to rescale our position by a factor
√

2N in accordance with

the Wigner semi circle law. The �rst step is to move the Vandermonde determinant into the

exponent as a logarithm

1 =
1

Z̃N

∫
dNxe−

β
2 (
∑
iNx

2
i−
∑N
i6=j ln |xi−xj |). (3.2)

The name 1D log gas is clear from the fact that our exponent is a description on a one dimen-

sional line where the particles have a logarithmic interaction. The fact that the logarithm

is the Green function of the 2D Laplacian gives hints to its connection with electrostatics

and complex �elds, but these will be covered later in this chapter. Next we wish to move

from a microscopic description of particle positions to a macroscopic one in terms of particle

density. We can introduce the density ρ(x) = 1
N

∑N
i δ(x− xi), which is normalised, to write

the exponent as

1 =
1

Z̃N

∫
DρJ [ρ, xi]e

−N2β
2 (

∫
ρ(x)x2dx−

∫ ∫
ρ(x)ρ(x′) ln |x−x′|dxdx′− 1

N

∫
ρ(x) ln ρ(x)dx). (3.3)

The last term in the exponent is required to regularise the expression by removing the

term in the sum where particle positions are the same, in this way it can be interpreted

physically as a self interaction term. This makes it of order particle number N whereas the

interaction between particles is of order N2 as expected, meaning that the self interaction will

be negligible in the thermodynamic limit. Our last job is to evaluate the Jacobian between
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the particle positions and the macroscopic density, this is almost a purely mathematical task

beginning with the Jacobian by de�nition

J =

∫
dNxδ

(
Nρ(x)−

N∑
i=1

δ(x− xi)

)
. (3.4)

Introducing a new function to write the delta function as an exponential we �nd

J =

∫
dNxDg(x)e

∫
Ng(x)ρ(x)dx−

∑
i g(xi). (3.5)

We can now match up each dxi with its corresponding g(xi) to get

J =

∫
Dg(x)e

N
∫
g(x)ρ(x)dx+N ln

(∫
dx′e−g(x

′)
)
. (3.6)

Stationary phase can be used to evaluate this integral with the saddle point condition

g(x) = − ln

(
ρ(x)

∫
dx′e−g(x

′)

)
. (3.7)

Hence

J =

∫
Dg(x)e−N

∫
ρ(x) ln ρ(x)dx, (3.8)

and giving the action to be

S[ρ] =
−N2β

2

(∫
ρ(x)x2dx−

∫
ρ(x)ρ(x′) ln |x− x′|dx+

1

N

(
2

β
− 1

)∫
ρ(x) ln ρ(x)dx

)
.

(3.9)

We have shown that the joint probability distribution of the Gaussian beta ensemble can be

transformed from an integral over the microscopic particle positions into one with an action

given in terms of macroscopic particle densities. The �nal term in the action arose from

two contributions; one from the removal of the self interaction of the particles and the other

from the Jacobian. These two terms are both lower order in N than the main two and as

discussed before can be neglected in the thermodynamic limit. We also note that if β = 2,

equivalently we are in the Gaussian unitary ensemble describing free fermions, then the two

terms will cancel for any particle number.
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3.2 Hydrodynamic Action from Stochastics

In this section we will show how the log gas shown earlier can be extended to include dynam-

ics. In this description the log gas is the boundary terms of a time dependent hydrodynamic

action. This can be seen from a connection to stochastic processes that allows a hydrody-

namic action to describe a Langevin process after the noise has been averaged over. This

technique has been studied in [37] in relation to the HCIZ integral. Following [37] we will

start by forming a continuity equation from a Langevin process. Converting this into a

Martin-Siggia-Rose (MSR) path integral we will remove the noise by averaging over it. This

will allow us to recover the standard hydrodynamic equations of motion by de�ning a new

e�ective velocity. This new velocity will have the additional side e�ect of showing that the

boundary conditions are the 1D log gas at the initial time. Finally we formulate a spe-

ci�c trajectory, on which the 1D log gas and the hydrodynamic action are equivalent. It

is important to note that although the randomness of the stochastic approach is not our

main goal here, and is therefore averaged out to give way for the hydrodynamic descrip-

tion, its equivalence is very interesting. As hinted before we know that distributions such

as Tracy-Widom appear both in equilibrium conditions in random matrix ensembles as well

as non-equilibrium conditions of the KPZ equation and surface growth. It is in this section

that we begin to see the link between these two occurrences of this famous distribution that

will be fully developed in the �nal chapter. We will start, as in [37], with the Langevin equa-

tion for N interacting Brownian particles and, following standard techniques that are well

explained in a paper by Dean [38], we get an equivalent continuity equation. The Langevin

equation to be considered is

dxi = −∂xu(xi)dt−
1

N

N∑
j 6=i

1

xi − xj
dt+

√
2

βN
dWi. (3.10)

The terms on the RHS are the contribution from an external potential, which we will leave

as a general term for now to be speci�ed later, and the interaction term. We also have a
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Weiner process describing some thermal noise. The coe�cient depending on β will specify

how important the noise is and will transpire to be the same β from the random matrix

theory section. De�ning a microscopic density

ρ(x, t) =
1

N

N∑
i=1

δ(x− xi(t)), (3.11)

and a trial function

1

N

N∑
i=1

f(xi(t)) =

∫
f(x)ρ(x, t)dx, (3.12)

we seek a hydrodynamic description. It can already be seen that this approach, in contrast

to the one dimensional log gas in section 3.1, involves time dependence in the microscopic

description. This will still be the case in the macroscopic variables where t = 0 will recover

the log gas quantities. To this end we take the di�erential of the trial function and use the

Ito formula to get

d

[
1

N

N∑
i=1

f(xi(t))

]
=

1

N

N∑
i=1

∂xf(xi(t))dxi +
1

βN2

N∑
i=1

∂2
xf(xi(t))dt. (3.13)

The de�nition of dxi can be substituted in from equation (3.10) and the microscopic density

can be used to turn the sums into integrals containing a macroscopic density in all but the

noise term

d

[∫
f(x)ρ(x, t)dx

]
=

[
−
∫
∂xf(x, t)∂xu(x)ρ(x, t)dx+

∫
1

βN
∂2
xf(x, t)ρ(x, t)dx

−P
∫ ∫

∂xf(x, t)
ρ(x, t)ρ(y, t)

x− y
dxdy

]
dt+

1

N

∫
∂xf(x, t)

√
2

βN

N∑
i=1

δ(x− xi(t))dxdWi.

(3.14)

The noise term will require special treatment as all other terms only contained dependence

on the particle index i in the particle position xi's but the noise also depends on the particle

index. Further we note that the principle value is required for the interaction term. As f(x)

is a trial function we can form the following equation

∂tρ = ∂x

[
ρ∂xu+ P

∫
ρ(x, t)ρ(y, t)

x− y
dy +

1

βN
∂xρ

]
−
√

2

βN3
∂x

(
N∑
i=1

δ(x− xi(t))ξi(t)

)
.

(3.15)
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The special treatment of converting the noise term into a macroscopic density is done by

considering its statistical properties to show that it can be reformulated in an equivalent

way, see [38], as 2
βN
∂x(
√
ρξ(t)). This allows us to see that the original Langevin equation

(3.10) has been transformed into an equivalent functional continuity equation

∂tρ+ ∂xJ(ρ(x, t)) = 0, (3.16)

where

J(x, t) = −ρ∂xu−
∫
ρ(x, t)ρ(y, t)

x− y
dy − 1

βN
∂xρ+

2

βN

√
ρξ(t). (3.17)

Now that we have the continuity form of the Langevin equation we will use the Martin-

Siggia-Rose path integral formulation to construct a hydrodynamic action from it. We see

that our interaction term is just a Hilbert transform (See appendix C.1)

ρH(x, t) = P

∫
ρ(y, t)

x− y
dy, (3.18)

to make notation easier. We write a delta function enforcing our continuity equation as

1 =

∫
DρJ1[ρ]J2[ρ, xi]δ(∂tρ+ ∂xJ(ρ)), (3.19)

where the Jacobian J1 is equal to one using the correct Ito regularisation, as shown in [39], and

the other Jacobian J2 enforces the de�nition of macroscopic density in terms of microscopic

particle position at initial time. The Jacobian J2 has already been evaluated as (3.8). Using

the integral form of the delta function by introducing a new �eld we have

1 =

∫
DρDψe

∫ 1
0 dt

∫
dxN2ψ(∂tρ+∂xJ). (3.20)

We can now average over the noise term 〈. . .〉ξ to �nd that the action is

S = N2

∫ 1

0

dt

∫
dx

(
ψ∂tρ+ ρHρ∂xψ + ρ∂xu∂xψ −

ψ

βN
∂2
xρ+

2

β2
ρ(∂xψ)2

)
. (3.21)

If we had formed an action starting from (3.10) we would not have got the viscosity term

that depends on β, as this term comes from the Ito analysis. For a good comparison of these
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di�erent starting points see [37]. Functional derivatives with respect to ψ and ρ can now be

taken to get the following equations of motion

∂tρ = ∂x(ρ
Hρ) + ∂x(ρ∂xu)− 1

βN
∂2
xρ+

4

β2
∂x(ρ∂xψ), (3.22)

∂tψ −
2

β2
(∂xψ)2 = ρH∂xψ + ∂xu∂xψ −

1

βN
∂2
xψ −

∫
ρ(y, t)

x− y
∂yψ(y, t)dy. (3.23)

We wish to de�ne a hydrodynamic velocity as

v(x, t) = −ρH(x, t)− 4

β2
∂xψ(x, t)− ∂xu(x), (3.24)

the contributions to the velocity have clear physical meaning as they come from the otherN−

1 particles the temperature through the thermal noise and the external potential respectively.

The normal conservation of mass equation is then recovered

∂tρ+ ∂x(ρv) =
1

βN
∂2
xρ. (3.25)

Now we will de�ne a new e�ective velocity that incorporates the dissipation term

− veff (x, t) = −∂xφ = ρH(x, t) +
4

β2
∂xψ(x, t) + ∂xu(x)− 1

βN

∂xρ

ρ
. (3.26)

substituting this into the action (3.21), we temporally leave the time derivative alone and

get

S =
β2N2

4

∫ 1

0

dt

∫
dx

(
4

β2
ψ∂tρ+

ρ

2

(
−
(
ρH
)2 − (∂xu)2 + (∂xφ)2

)
− ρH∂xuρ+

∂xu

βN
∂xρ

+
ρH

βN
∂xρ−

1

2β2N2

(∂xρ)2

ρ

)
.

(3.27)

Up until this point the derivation holds for any reasonable interaction potential but from now

on we will be using properties of the Hilbert Transform in our calculations so are restricted

to our speci�c case of the harmonic trap u = ωx2

2
+ const. We will now consider each

of the terms in turn. The term that scales like O(N−2) is quantum pressure. The term

∂xu
βN
∂xρ can be combined with the existing potential −ρ(∂xu)2 to give a pseudo-potential of
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W (x) = (∂xu)2 + 2∂2
xu

βN
. This has the form of the Riccati equation and has links to super-

symmetry. We note that in the case of the harmonic trap the double derivative gives a

constant and the single derivative squared returns the x2 form, this is the only case where

the pseudo-potential is a vertical shift of the original.

The next term we shall consider is −ρH∂xuρ in the case of the harmonic trap, using

the de�nition of our microscopic density we write the integral over x as a sum

−
∫
dxdtρH∂xuρ = − ω

N2

∫
dt

N∑
i6=j

xi
xi − xj

. (3.28)

We see that we can match the i, jth term with the j, ith term which when added together

gives one, after doing this process for every term in the sum we �nd that this term in the

action is nothing more than a constant

−
∫
dxdtρH∂xuρ = −ω(N − 1)

2N

∫
dt. (3.29)

The next term we shall consider is −(ρH)
2
ρ

2
, again we write this as a sum

−
∫
dxdt

(
ρH
)2
ρ

2
= − 1

2N3

∫
dt

N∑
i6=j
i6=k

1

xi − xj
1

xi − xk
. (3.30)

Considering the �rst sum we see that it can be separated into the part when j = k and

when j 6= k. These o� diagonal terms combine to give zero. To see this we look at cyclic

permutations of terms in the sum e.g the i, j, kth term when added to the j, k, ith term

cancels with the k, i, jth term. This means that this term in the action gives

−
∫
dxdt

(
ρH
)2
ρ

2
= − 1

2N3

∫
dt

N∑
i6=j

1

(xi − xj)2
. (3.31)

We recognise this as the integral from Matytsin's paper [40]

1

N3

N∑
i6=j

1

(xi − xj)2
≈
∫
dx
π2

3
ρ3. (3.32)
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The �nal term is ρH

βN
∂xρ which by integration by parts we can write as a Hilbert transform

(See appendix C.1) bringing the the action to the form

S =
β2N2

4

∫ 1

0

dt

∫
dx

(
4

β2
ψ∂tρ+

ρ

2

(
−π

2

3
ρ2 − 2

βN
(∂xρ

H)− (∂xu)2 − 2

βN
∂2
xu+ (∂xφ)2

)
− 1

2β2N2

(∂xρ)2

ρ

)
− ωN(N − 1)

2

∫
dt.

(3.33)

The time derivative under the same velocity shift (3.26) gives us boundary terms of the same

form as Dean and Majumdar [12]

N2

∫ 1

0

dt

∫
dxψ∂tρ =

β2N2

4

∫ 1

0

dt

∫
dx∂tρ

(
−
∫

ln (x− y)ρ(y, t)dy − u− φ+
1

βN
ln ρ

)
,

(3.34)

where we see that the last term coming from dissipation is the same one that is used to

regularise the self interaction in section 3.1. Applying integration by parts to move the

time derivative over we see that the �rst two terms are full time derivatives and therefore

are functions of the density at the initial and �nal times ρA(x) = ρ(x, 0), ρB(x) = ρ(x, 1).

The next term will be kept as it is and the �nal one can be rewritten using the chain rule

∂t(ρ ln ρ) = ∂tρ ln ρ+ ∂tρ as∫ 1

0

dt

∫
dx∂tρ ln ρ =

∫
ρA(x) ln ρA(x)dx−

∫ 1

0

dt

∫
dx∂tρ, (3.35)

where the last term is the di�erence in particle number between the initial and �nal times

N2

∫ 1

0

dt

∫
dxψ∂tρ =

β2N2

4

[∫
ρA(x)x2dx−

∫
ρA(x)ρA(x′) ln |x− x′|dxdx′ + 1

βN

∫
ρA(x) ln ρA(x)dx

]
.

(3.36)

If the action is evaluated along a zero energy trajectory, as will be discussed in detail in

the next section, we will �nd that the time dependent part is just another copy of the same

boundary term we already have. These are formally a forward in time and backwards in

time contribution to the action but due to the symmetry of the problem they give the same
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contribution.∫ 1

0

dt

∫
dx

(
−φ∂tρ+

ρ

2

(
−π

2

3
ρ2 − 2

βN
(∂xρ

H)− (∂xu)2 − 2

βN
∂2
xu+ (∂xφ)2

)
− 1

2β2N2

(∂xρ)2

ρ

)
−ωN(N − 1)

2

∫
dt

=

∫
ρA(x)x2dx−

∫
ρA(x)ρA(x′) ln |x− x′|dxdx′ + 1

βN

∫
ρA(x) ln ρA(x)dx

+
1

βN

∫
dxρA(x)− (A→ B).

(3.37)

We have obtained a form of the 1D log gas action written in hydrodynamic variables. The

form of u in the harmonic trap is u = ωx2

2
+ const, this agrees with [12] and has the correct

dimensions for the original Langevin equation (3.10).

3.2.1 Separatrix Condition

In order for our hydrodynamic description to be equivalent to the one dimensional log gas

we must have be on a speci�c zero energy trajectory of the path integral

S =

∫ 1

0

dt

∫
dx

(
φ∂tρ+

ρ

2

(
π2

3
ρ2 +

2

βN
(∂xρ

H) + (∂xu)2 +
2

βN
∂2
xu− (∂xφ)2

)
+

1

2β2N2

(∂xρ)2

ρ

)
.

(3.38)

Shifting the e�ective velocity by a factor ± ∂xρ
Nβρ

we see that the quantum pressure term will

be removed in favour of a term giving di�usion in the equations of motion. In the full time

derivatives the ρ ln(ρ) term will also be a�ected, consequently the continuity equation will

no longer allow conservation of particles due to the extra term. This ability to swap between

quantum pressure and di�usive terms is very useful here and we �rst discussed this in section

3.4 and equation (3.24). With our new velocity we have

S = N2

∫ 1

0

dt

∫
dx

(
φ∂tρ+

ρ

2

(
π2

3
ρ2 + (∂xu)2 − (∂xφ)2

)
+

1

βN

(
ρ∂2

xu± ∂xφ∂xρ− ∂xρρH
))

.

(3.39)
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We have removed some constant factors in the action that can be incorporated into the

normalisation. We have also grouped together the action as it would be in the thermodynamic

limit and them the terms of lower order which will cause particle loss or gain in the equations

of motion. The N2 is important as it provides us with a large parameter to use for stationary

phase to evaluate our integral, its origins are examined in papers like [40]. In order to see

how our action can be zero we will note that the ρ3 term can also be written as the square

of a Hilbert transform ∫ ∞
−∞

dx ρ(x)
(
ρH(x)

)2
=

1

3

∫ ∞
−∞

dx ρ3(x) , (3.40)

and using this our thermodynamic limit action, with the potential set to the harmonic trap,

becomes

S = N2

∫ β
2

−β
2

dt

∫
dx
[
φ∂tρ−

ρ

2

(
(∂xφ)2 −

(
ωx− πρH

)2
)]
. (3.41)

We must now consider which trajectory we wish to be on in our path integral. In general �eld

theory calculations use the ground state density as the weight. Under equilibrium conditions

this is a time independent quantity, but can be generalised to arbitrary times by considering

it as the long time limit of a dynamic quantity

| 〈0|ρ(x)〉 |2 =
β→∞

〈ρ(x)| e−β(H−E0) |ρ(x)〉 . (3.42)

We will write out the ground state probability distribution as an integral

〈ρ(x)| e−βH |ρ(x)〉 =

∫
DρDφe−S[ρ,φ], (3.43)

where the action is that of (1.62). To evaluate (3.43) we will integrate over all �elds ρ and φ

that have the �xed value at t = ±β/2 of ρ(x,−β/2) = ρ0(x) = ρ(x, β/2) as shown in �gure

3.1. In the thermodynamic limit we wish to use stationary phase approach in evaluating

(3.43). On minimising the action we �nd that the equations of motion for fermions in a

harmonic trap are

∂tρ+ ∂x(ρv) = 0, (3.44)

∂tv + v∂xv = π2ρ∂xρ+ ω2x, (3.45)
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where v = ∂xφ and the boundary condition ρ0(x) is given. We note that this hydrodynamic

theory has links to the HCIZ equations as shown by Matytsin [40]. In equilibrium it is easy

to solve the equations of motion for a time independent solution. We get zero velocity and

πρ =
√
ω(2− ωx2), the Wigner semi circle is recovered. As we are interested in the ground

state probability distribution we will examine the limit as β → ∞. From (3.42) we see

that this will recover the boundary density up to a constant. Therefore as β increases the

density tends towards a distribution that is time independent. Our equilibrium con�guration

is exactly this solution as it will not change over time. However the space of densities we are

integrating over is restricted to be the ones that have the corresponding boundary conditions.

As β → ∞ the equilibrium con�guration will be preferred so the dominant solution will be

the one that approaches equilibrium as fast as possible from its initial disturbed state. We

will call this the separatrix condition and it corresponds to a particular initial gradient in

�gure 3.1.

−β
2

0 β
2

ρeq(x)

ρ0(x) ρ0(x)

t

ρ(x)

Figure 3.1: Sketch of all possible path integral trajectories with dominant trajectory on sep-

aratrix condition in purple that begins and ends at the boundary condition density spending

as much time in-between as close to equilibrium as possible.

We can see that this path must be symmetric by splitting the range of integration∫
DρDφe−

∫ 0
−β/2...dt−

∫ β/2
0 ...dt, (3.46)
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and performing a shift by β/2 to reveal the symmetry. The solution must be as close to

equilibrium as possible while still meeting the boundary conditions at t = ±β/2. The

separatrix condition, that the dominant trajectory goes to equilibrium as fast as possible,

can be used to give mathematical constraints on the �eld φ. This can be seen from �gure

3.2.

ρ0(x)
ρ(x)

φ(x)

Figure 3.2: Sketch of area enclosed in the ρ, φ between conditions for zero energy, forward and

reverse time contributions are in the upper and lower half plane respectively. Additionally

the separatrix condition trajectory with equilibrium at the origin.

Using the fact that the Hamiltonian part of the action corresponding to this trajectory

must be zero we formulate a mathematical separatrix condition that can be found from the

action. A zero energy trajectory can by achieved trivially be having zero density ρ = 0, in

which case the entire action is also zero. Alternatively and far more interestingly, we can

have the following relation between density and velocity.

v(x, t) = ∂xφ(x, t) = ωx− πρH(x, t) = ωx− P
∫ ∞
−∞

ρ(y, t)

x− y
dy . (3.47)

We wish to evaluate our action (1.62) on the separatrix condition. The squared terms will

cancel with other parts of the action using (3.40). Additionally we �nd the cross term will
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just give a constant that is exactly the ground state energy E0 from (3.42)∫
dx xρ(x, t)πρH(x, t) =

∫
dxρ(x, t)P

∫
dy ρ(y, t)

x

x− y
=

1

2

(∫
dxρ(x, t)

)2

=
1

2
. (3.48)

Thus giving us the zero energy we expect on the separatrix. To see the value of the action

at this point we note that the remaining term is a full time derivative

S = N2

[∫
dx
ωx2

2

∫
dt ∂tρ(x, t)− 1

2

∫
dxdy log |x− y|

∫
dt ∂t[ρ(x, t)ρ(y, t)]

]
. (3.49)

This means that our action can be projected onto its values at the initial and �nal times

e−N
2S = exp

[
−N

2

2

∫
dxωx2ρ0(x) +

N2

2

∫
dxdy ρ0(x) log |x− y|ρ0(y)

]
=
∏
i<j

(xj−xi)2e−
1
2

∑
i ωx

2
i ,

(3.50)

where the last equality holds using Nρ =
∑

i δ(x−xi). It is well known that the many body

wave function of N free fermions under harmonic con�nement is the probability density

function of eigenvalues in a N ×N GUE matrix [24]. In the aforementioned paper by Dean

and Majumdar [12] this is shown in more detail. The fact that we recover their action

explicitly here shows the equivalence of the hydrodynamic action to the stationary one on

the separatrix condition (3.47).

3.2.2 Closely Related Actions

We will now consider other useful rescaling of our hydrodynamic action (3.33), these will be

in order to show that our hydrodynamic action can be related to other known systems that

are of particular physical interest and/or solvable either numerically or analytically. If we

set β = 2 and substitute in Q(x, t) =
√
ρe−θ, P (x, t) =

√
ρeθ, t = −iτ into our action (3.33)

following [41] we bring it to the form

S = iN2

∫
dτ

∫
dx

[
P∂τQ+

1

2
∂xP∂xQ+

π2

6
P 3Q3 +

(∂xu)2

2
PQ+ const

]
, (3.51)
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where the constant is known from the above calculations. This action is interesting as its

corresponding equations of motion are a system of equations named after Mark J. Ablowitz,

David J. Kaup, Alan C. Newell and Harvey Segur known as the AKNS equations [42].

A set of coupled equations that admit many solutions either exactly [43] or by numerical

methods [44]. Another rescaling that is of interest is the one that leads to the hydrodynamic

action for the Gaussian beta ensemble. The rescaling needed is then ρH → λρH , u→ λu and

N → N
λ2 . The new dimensionless parameter λ = β

2
is an interaction strength in the Calogero-

Sutherland model related by a factor of two with the Dyson index of random matrix theory.

Under this scaling the action has become∫ 1

0

dt

∫
dx

(
− φ∂tρ+

ρ

2

(
−λ

2π2

3
ρ2 +

λ2

2N
π(∂xρ)H − (λ∂xu)2 − λ2

2N
∂2
xu+ (∂xφ)2

)
− λ2

8N2

(∂xρ)2

ρ

)
= λ

(∫
ρA(x)x2dx−

∫
ρA(x)ρA(x′) ln |x− x′|dxdx′ + 1

2N

∫
ρA(x) ln ρA(x)dx

+
1

2N

∫
dxρA(x)− (A→ B)

)
.

(3.52)

We now have the action of [45] in imaginary time with a harmonic trap. To complete the

relation to the one dimensional log gas action used by Dean and Majumdar [12] we simply

need to include the Jacobian between the macroscopic density and microscopic particle

positions as stated in (3.19). Fortunately the Jacobian has been previously calculated (3.8),

with its inclusion we have a hydrodynamic action for any β including terms of all orders in

particle number. These both the AKNS system and the Gaussian beta ensemble system are

interesting in their own right but we will not discuss them much further here.

3.3 Calogero Sutherland

Until now we have been restricting the values of beta to β = 1, 2, 4 in order to stay in the

orthogonal, unitary or symplectic ensemble respectively. However, when we write the joint
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pdf this choice seems needlessly restrictive as we could make beta any value and the integral

still makes sense. In this section we will show the known result that other values of beta

can be used and do, in fact, have physical meaning. To do this we will study the Calogero

Sutherland model.

H = −1

2

N∑
i=1

∂2

∂x2
i

+
1

2

N∑
i<j

λ(λ− 1)

(xi − xj)2
+
λ2α2

2

N∑
i=1

x2
i . (3.53)

Like the Lieb-Liniger model this model is proli�c in the area of integrable one dimensional

systems. Where the di�erence occurs is that unlike the Lieb-Liniger model Calogero Suther-

land has a long range interaction. Additionally the strength of that interaction does not

have a �xed sign this allows it to describe both fermions and bosons. As a �nal note when

λ = 1 we recover the Hamiltonian of free fermions. One of the reasons Calogero Sutherland

is popular is due to the simplicity of the many body wave function, this can be seen by

considering solutions to the equation of motion

N
∂φ

∂t
= −1

2

N∑
i=1

∂2φ

∂x2
i

+
1

2

N∑
i<j

λ(λ− 1)

(xi − xj)2
φ+

λ2α2

2

N∑
i=1

x2
iφ. (3.54)

We look for a stationary solution in the form φ = eN
2W

0 = −
N∑
i=1

(
N4

(
∂W

∂xi

)2

+N2∂
2W

∂x2
i

)
+

N∑
i<j

λ(λ− 1)

(xi − xj)2
+ λ2α2

N∑
i=1

x2
i . (3.55)

Inserting an educated guess for our solution

W = − λ

2N2

N∑
i<j

ln |xi − xj|+
λα

N

N∑
i=1

x2
i . (3.56)

We �nd that the majority of terms cancel the only remaining terms transpire to be constants

2αλ2

N2

N∑
i6=j

xi
xi − xj

+
λα

N2

N∑
i=1

1 =
2αλ2N(N − 1)

N2
+
λα

N
. (3.57)

This means our educated guess was only out by a constant which can be included and will

only contribute to the normalisation. Substituting W back into the form for φ we see that

the integral for the normalised wave function looks like

1 =
1

Z̃N

∫
dNx

∏
i,j
i<j

(xj − xi)2λe−
λα
2

∑
i x

2
i . (3.58)
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Finally we make the identi�cation β = 2λ to recover the integral for the Gaussian beta

ensemble of random matrix theory, it can be clearly seen that λ = 1 does indeed correspond

to the GUE. In this section we have seen that the joint pdf can have a physical interpretation

for all real values of β and not just the three that correspond to the usual random matrix

ensembles. Furthermore we have shown that this interpretation is in fact the Calogero

Sutherland model, an interesting model in its own right.

3.4 Alternative Derivation from Fokker�Planck Equation

The derivation of a hydrodynamic action from stochastic processes above is a crucial point

in this thesis but alternative derivations are possible. Here we will show a derivation based

a the Fokker�Planck equation, we could use the Fokker�Planck equation corresponding to

the Langevin equation (3.10), and this would reproduce the calculation in section 3.2. So

we will perform a the calculation in a slightly di�erent way to showcase the usefulness of the

e�ective velocity in this system. This calculation has already been done in the homogenous

case by Matytsin [40], where it is equivalent to the heat equation, we will only modify it

slightly with the addition of a harmonic trap and the inclusion of di�usive terms. We will

start from the Fokker�Planck equation without a trap

2N
∂I(x, t)

∂t
=

1

∆(x)

N∑
i=1

∂2

∂x2
i

∆(x)I(x, t). (3.59)

where ∆ is the Vandermonde determinant. Seeking the form of an action we will set I = eN
2W

2
∂W

∂t
=

1

N

N∑
i=1

∂2

∂x2
i

W +N
N∑
i=1

(
∂W

∂xi

)2

+ 2
N∑
i=1

V (xi)
∂W

∂xi
− ω2

2N

N∑
i=1

x2
i , (3.60)

where NV (xi) =
∑

j 6=i(xi−xj)−1. At this point a di�erence from the derivation used in [40]

is the treatment of the second derivative. As the second derivative is lower order in N it could

be neglected but we will keep it in our calculation as it is the source of di�usion. Another

70



Theoretical Backbone

di�erence is the external potential term which will make our system inhomogeneous, this

has been added here as we are about to incorporate the harmonic trap by specifying a form

for W and the inclusion of this term is needed to recover the Langevin equation for (3.10).

From the previous section we know the appropriate form of W is

W = S − 1

2N2

∑
i6=j

ln |xi − xj|+
ω

2N

N∑
i=1

x2
i +

1

N2

N∑
i=1

ln(ρ(xi)). (3.61)

These are the terms on the boundary that we have found in previous sections. They cor-

respond to interaction, external potential and a di�usive term. On substitution into our

equation we have

2
∂S

∂t
=

N∑
i=1

[(√
N
∂S

∂xi
+

ω√
N
xi +

1

N
3
2ρ

∂ρ

∂xi

)2

+
1

N2

∂

∂xi

(
N
∂S

∂xi
+ ωxi +

1

Nρ

∂ρ

∂xi

)
−ω

2

N
x2
i −

1

N
V 2(xi)−

1

N2
V ′(xi)

]
.

(3.62)

The next logical step is to de�ne the e�ective velocity in the same way as previous sections

veff (xi) = N
∂S

∂xi
+ ωxi +

1

Nρ

∂ρ

∂xi
, (3.63)

it contains the same physical terms as before, the contribution from the other particles is

not present due to its existence in the de�nition of W but the contribution from the trap

and a di�usion term still persist. We note that if we had chosen to have our potential in the

original Fokker�Planck equation then the potential term would also be absent in the e�ective

velocity but the resulting hydrodynamic Hamiltonian would remain unchanged. Then using

our density to convert the sum into an integral we have a hydrodynamic Hamiltonian

H =
∂S

∂t
=

∫
dx

[
ρ

2

(
−π

2

3
ρ2 − (∂xu)2 + (veff )

2

)
− veff∂xρ

2N
+
ρH∂xρ

2N

]
. (3.64)

To achieve the above equation we have identi�ed the terms in the action dependent on

V (xi) and its derivative as the same ones in (3.30). In doing so we can see that this action

is identical to (3.33) with the choice of e�ective velocity (3.24). We have just shown an

alternative method to derive a hydrodynamic action for the one dimensional log gas, this
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procedure is slightly simpler as it does not use stochastic methods. It has also shown us

that we have signi�cant freedom in how we de�ne our e�ective velocity. This will be used to

great e�ect in the last chapter.

3.5 Electrostatic Analogy

In this section we will consider an analogous system of interacting charged particles, we

will use this analogy to go from the action that Dean and Majumdar consider in [12] that

comes from the Coulomb gas to the linearised action Abanov uses [32] that comes from

hydrodynamics. We begin with Gauss's law for N charges on the real line

~∇ · ~E = ρδ(y) =
1

N

N∑
i=1

δ(x− xi)δ(y). (3.65)

Rewriting our �eld as the gradient of a potential ( ~E = ~∇φ) we see that the potential must

satisfy Poisson's equation

∇2φ = ρδ(y). (3.66)

This can be solved by the Greens function for the 2D Laplacian

φ =
1

N

N∑
i=1

ln |~x− ~xi| =
∫
d2x′ρ(~x′) ln |x− ~x′|. (3.67)

With this electrostatic analogy in mind we now take a look at the action from Dean and

Majumdar [12]

S =

∫
dxdx′ρ(x)ρ(x′) ln |x− x′|. (3.68)

Including extra integrals over delta function we can write this in a way with extra dimensions

where the charges are con�ned on some lines

S =

∫
d2xd2x′ρ(~x)ρ(~x′) ln |~x− ~x′|. (3.69)
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We now substitute in expressions for the potential given above

S =

∫
dxdyφ∇2φ, (3.70)

and apply integration by parts requiring that the boundary term vanishes

S =

∫
dxdy(~∇φ)2. (3.71)

We obtain the linearised action from Abanov [32]. This interpretation of our system in terms

of electrical charges can be an e�ective tool to understand our system in more detail. For

example we can interpret our system as some charges on a rod which when the charges are

con�ned into a region, when the emptiness condition is applied, gather at one end of the rod.

This charge build up could also be another way of experimentally verifying our theoretical

calculations. The other advantage of the electrostatic analogy is that even though the charges

are con�ned to a one dimensional line the �eld lines extend out into higher dimensions, we

therefore see that an e�ective description maybe to work in a complex space using cuts

through the real axis for measurement, this will be used in the �nal chapter of this thesis.

3.5.1 Extra Charges as the Trap

In this section we introduce m extra particles at positions y1 . . . ym instead of a harmonic

trap, we show how these particles can make an e�ective trap when positioned correctly and

how this allows the system to be written as a Gaussian integral. Consider the quantity

S =

∣∣∣∣∆(x1 . . . xn, y1 . . . ym)

∆(y1 . . . ym)

∣∣∣∣2 , (3.72)

where we have divided by the vandermonde of the y1 . . . ym in order to remove the inter-

actions between then, leaving only the interactions with the x1 . . . xn. factorising out the

vandermonde determinate of x's we have

S = |∆(x)|2
n∏
i=1

m∏
j=1

(xi − yj)2. (3.73)
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We must now choose the position of the y's carefully in order to trap our system. We let

half of the y's be at position y+ and the other half at position y− = −y+. This gives

S = |∆(x)|2
n∏
i=1

(x2
i − y2

+)m. (3.74)

Which can be converted into exponentials as

S = |∆(x)|2e
m
∑n
i=1 ln

(
1− x2

i
y2
+

)
+nm ln(y2

+)
. (3.75)

Finally letting y+ =
√
m and allowing m −→ ∞ we recover the many body wave function

of particles in a harmonic trap

S = |∆(x)|2e−
∑n
i=1 x

2
i . (3.76)

We now wish to consider these extra particles from the viewpoint of electrostatics. To

include the y's into this picture we simply let ρ −→ ρtot = ρ1 + ρ2 = 1
N

∑N
i=1 δ(x − xi) +

m
2

∑m
i=1 δ(x − yi), where the locations of the yi's have been worked out above. We see that

the extra particles can be thought of as charges in the same way as before

~∇ · ~E = (ρ1 + ρ2) =
1

N

N∑
i=1

δ(x− xi) +
m

2

m∑
i=1

δ(x− yi). (3.77)

Rewriting our �eld as the gradient of a potential ( ~E = ~∇(φ1 +φ2)) we see that the potential

must satisfy Poisson's equation

∇2φ1 +∇2φ2 = ρ1 + ρ2. (3.78)

With this electrostatic analogy in mind we now consider the action

S =

∫
dxdx′ρ1(x)ρ1(x′) ln |x− x′|+

∫
dxdx′ρ1(x)ρ2(x′) ln |x− x′|+

∫
dxdx′ρ2(x)ρ2(x′) ln |x− x′|.

(3.79)

The �nal term between the extra charges will cancel exactly with the Vandermonde deter-

minant in the extra variables as shown earlier. We now substitute in expressions for the

potential given above

S =

∫
dxdy(φ1∇2φ1 + φ1∇2φ2). (3.80)

74



Theoretical Backbone

The above form of the action makes it clear that under the transformation φ1 → φ1 + const

charge neutrality is required to allow the action to remain invariant this is of great importance

in other applications of these methods [46] and will be brie�y touched on here in the next

section. Applying integration by parts and requiring that the boundary term vanishes we

have

S =

∫
dxdy((~∇φ1)2 +∇φ1 · ∇φ2). (3.81)

In comparison to the free case we can see that the presence of extra charges forming a

trapping potential appears as a source term in the equations of motion.

3.5.2 Charge Neutrality

The addition of extra particles of opposite charge to create a trapping potential will have a

large e�ect on the total charge of the system. In this section we will consider how the system

appears from a large distance examining quantities such as charge neutrality and large x

asymptotics. Starting from the identity

φ =

∫
ρ(x′) ln |x− x′|dx′. (3.82)

We note here that if we wish to consider the extra charges to create the trap we just identify

φ = φ1 + φ2 and ρ = ρ1 + ρ2. Expanding for large x we have

φ ≈
∫
ρ(x′) ln |x|dx′ + 1

x

∫
x′ρ(x′)dx′. (3.83)

This is the monopole expansion with the �rst term being the monopole followed by the

dipole term and so on. If we have charge neutrality then φ will decay at large x. The greens

function is given by

G = ln |x− x′|, (3.84)

using this we can rewrite the identity as∫
φ∇2Gd2x′ =

∫
G∇2φd2x′. (3.85)
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From greens second identity we must have∮
(φ∇G−G∇φ) · dS = 0, (3.86)

if we have charge neutrality both terms will decay at in�nity and this is true. The other

option is that Nρ =
∑N

i=1 δ(x − xi). The former is used by Abanov in [47], the latter used

by Dean and Majumdar [12].

3.6 Action Angle Variables

In this thesis we have only used standard Cartesian coordinates in describing our systems

but it is a well known fact that action angle variables are very useful in studying harmonic

oscillators. In this section we will see what e�ect this variable change has on our system. It

will transpire that this is equivalent to adding periodic boundary conditions to our system

and therefore moving from the GUE to the CUE ensembles in random matrix theory. We

will see that this connects to some work done by Gross and Witten many years before the

Tracy-Widom distribution was discovered [36]. We begin with some general theory, the

Hamiltonian of a harmonic oscillator in imaginary time can be written in angular variables

H =
p2

2
− ω2x2

2
= ωI, (3.87)

where ω is the frequency of the harmonic trap and (α, I) are the action angle variables

de�ned by

p = i
√

2Iω sinα, (3.88)

x =

√
2I

ω
cosα. (3.89)

In phase space (x, p) this becomes the hyperbola

p = iω

√
2I

ω
− x2. (3.90)
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To make the solution time dependent we make the transformation α→ α + iωt so we get

p(t) = p0 cosh(ωt) + ωx0 sinh(ωt), (3.91)

x(t) =
p0

ω
sinh(ωt) + x0 cosh(ωt). (3.92)

We will now investigate what happens if we remove the trap and recover breathing modes.

Upon taking the limit ω → 0 we have

p(t) = p0, (3.93)

x(t) = x0 + tp0. (3.94)

This has the same form as the time dependence in [40]. If we choose x(0) = cosα and

p(0)e−iα we can eliminate α to �nd

p(x, t) =
1

b

[
x

b
±
√
x2

b2
− 1

]
=

1

b
p
(x
b

)
, (3.95)

where b(t) =
√

1 + 2t. This is the same as a scaling solution in the absence of the trap. We

will now examine how this formalism works in the case of emptiness formation probability.

As our example we will use critical emptiness densities from [12]. The quantity analogous

to momentum in the Dean and Majumdar solution for symmetric emptiness [12] is

p =

2 + s2 + 2z2

[
−1 +

√
1− s2

z2

]
2z
√

1− s2

z2

− z, (3.96)

where s is the location of the hard wall and z is the complex version of x. Under the

transformation z = s cosα we get

p = −i
(
s cosα +

2− s2

2s sinα

)
. (3.97)

We note that if time dependence is introduced in the same way α→ α+ iωt the second term

will be negligible at large times and the system will look like a harmonic oscillator. The

transformation must also be applied to the separatrix condition that we enforced earlier (see
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section 3.2.1) therefore we consider the e�ect of angular variables on the Hilbert transform

x = P

∫
ρ(y)

x− y
dy. (3.98)

For the Wigner semi circle we have

x = cosα, (3.99)

ρ = sinα. (3.100)

This makes the Hilbert transform

cosα = P

∫
ρ(cos β) sin β

2 sin (α+β
2

) sin (α−β
2

)
dβ. (3.101)

This is the description of interacting charges on a unit circle. From the density we can see

α

β
β

α+β
2

α

α−β
2

Figure 3.3: Diagram of forces on a test charge placed at α from the existing positive charges

in the top half of the circle and the corresponding negative charges in the bottom half of the

circle.

that all the positive charges are in the top half of the circle with all the negative charges in
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the bottom half. If a unit test charge is placed at α then the forces felt from the charge at

β and −β are

Fβ = 2 sin

(
α + β

2

)
cos

(
α− β

2

)
, (3.102)

F−β = −2 sin

(
α− β

2

)
cos

(
α + β

2

)
, (3.103)

respectively giving a total force 2 sin β and making the Hilbert transform

cosα =
1

2
P

∫
ρ(cos β) cot

(
α− β

2

)
dβ − 1

2
P

∫
ρ(cos β) cot

(
α + β

2

)
dβ. (3.104)

Combining this with the electrostatic analogy we have developed in previous section we can

understand the problem of emptiness in a trap in the CUE. We can think of the system as

charged particles on a circle with an external potential such that the equilibrium con�gu-

ration has all the particles of negative charge in the bottom half of the circle with a semi

circular charge density. Correspondingly an identical number of positive charges, conserving

charge neutrality, are present in the top half of the circle also with a semi circle density

distribution. The case of an emptiness con�guration is where some parts of the circle are no

longer allowed to hold charges, this breaks the boundary conditions where particles could

move between halve of the circle and causes charge build-up at the emptiness boundary.

3.7 New Questions

We began this chapter searching for a way to describe emptiness formation probabilities in

the arbitrary interaction case. We had already concluded that a promising approach would be

to form some kind of hydrodynamic action in combination with Bethe ansatz. In this chapter

we achieved this but in doing so saw many interesting links between di�erent descriptions of

one dimensional physics. We saw how the one dimensional log gas description can be viewed

as the boundary term of a hydrodynamic action when evaluated on the separatrix condition.
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This was shown by considering another description, that of stochastic process, forming a path

integral from it and averaging over the noise. We also showed how other systems, for example,

Calogero Sutherland can be described very well by random matrix theory. Additionally the

interpretation on terms of electrostatics was discussed and showed some intuitive incites into

the system. These alternative ways of describing our system open up new and interesting

questions that we did not have at the beginning of this chapter. Namely, we know that

the Tracy-Widom distribution appears in the equilibrium con�guration of the GUE from

random matrix theory, we also know that it is found via completely separate methods in the

surface growth of the KPZ equation [9], a non-equilibrium stochastic process. Can we �nd

the link between these two occurrences of this infamous distribution, using hints from our

hydrodynamic derivation that relied on stochastics? Also now that we have access to time

in out hydrodynamic action, what are the dynamic properties of emptiness once it has been

observed? It is with these questions in mind that we proceed into the next chapter.
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Results

This �nal chapter is comprised of almost entirely new results that arose from studying the

hydrodynamic description of our system. As seen in the previous chapter it is possible

to derive a hydrodynamic action using a stochastic approach by averaging over the noise.

This raises the possibility of performing this process in reverse to study the appearance of

the Tracy-Widom distribution in the surface growth models of KPZ as well as the ground

state equilibrium �uctuations of non interacting fermions. This shall be addressed �rst in

this chapter, we shall see how this process can indeed be achieved with the introduction of

noise into our hydrodynamic description followed by a hodograph transform (See appendix

D.2) and identifying the relevant height function. The second question that arose from the

last chapter was more open ended. It concerned studying time dependent solutions to the

equations of motion due to our hydrodynamic description involving a time variable. We

will �nish the chapter with this investigation, showing that a time dependent emptiness

formation density can indeed be found. Furthermore we form a new description in terms of

algebraic curves. Using this description we show how to �nd emptiness con�gurations that

were not apparent before as well as examine the topology of these solutions at all times.
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4.1 Connection to Kardar�Parisi�Zhang Equation

The Kardar�Parisi�Zhang (KPZ) equation is a famous model of stochastic surface growth

which has applications to systems such as the asymmetric simple exclusion process (ASEP)

[48]. The equation can be formulated from physical arguments by starting with the di�usion

equation for the height of a surface at a given time h(x, t).

2∂th = ∂2
xh. (4.1)

We then wish to add a Gaussian noise of the form 〈ξ(x, t)〉 = 0 and 〈ξ(x, t)ξ(x′, t′)〉 =

Dδ(x − x′)δ(t − t′). Due to the �uctuation dissipation theorem the second moment of the

noise D must depend on the dissipation term. The insight by Kardar�Parisi�Zhang in [49]

was to argue that this term would depend on the gradient of the height �eld only. Therefore

for a small gradient the leading order term to include would be a constant, which could be

removed by a shift in time. The next largest term, a linear one could also be removed, this

time with a velocity shift. Therefore the �rst non trivial term that can be added is a non

linear one.

∂th = ν∂2
xh+ λ(∂xh)2 + ξ. (4.2)

To see that we do indeed have dissipation we can make the useful transformation g = ∂uh

to turn the KPZ equation into the stochastic Burgers equation. Another useful transform

is the Cole-Hopf transform given by Z(x, t) = e
λh(x,t)

ν which removes the non linear term in

the KPZ equation. When solving the KPZ equation we can expect the solution to be made

up of two parts. The �rst part will be the continual growth, this is the largest contribution

but not stochastic and equivalent to a time shift. The second and more interesting part

of the solution is �uctuations about this height, these are small in comparison but have a

characteristic scale and distribution that is dependent on the initial conditions (Fig. 4.1).

Luckily the initial conditions we are interested in are also some of the simplest ones and

both have �uctuations that scale as t
1
3 [9]. The initial conditions, in terms of the Cole-Hopf
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Figure 4.1: Sketch of a typical KPZ surface with the dominant linear growth in time with

the additional surface �uctuations of lower order in time.

transformed variable are Z(x, 0) = c and Z(x, 0) = δ(x) the corresponding distribution of

�uctuations is given by the Tracy-Widom distribution for the GOE and GUE respectively [9].

4.1.1 Density Shift

We begin with the hydrodynamic action (3.33) with the aim of reintroducing noise in order

to see a connection to the KPZ equation. We have performed a velocity shift in order to

swap between quantum pressure and di�usive terms in the same way as we �rst discussed in

section 3.4 and (3.24). The di�erence here is that we have chosen the sign of the separatrix

condition (3.47) in such a way that the terms of order N−1 combine into one term. With

this sign of the separatrix condition our action is still equivalent to the one dimensional log

gas in the thermodynamic limit. Although as previously discussed corrections of order N−1

are present with this particular sign choice. With our new velocity we have

S = N2

∫ 1

0

dt

∫
dx

(
φ∂tρ+

ρ

2

(
π2

3
ρ2 + (∂xu)2 − (∂xφ)2

)
+
∂xφ∂xρ

N

)
. (4.3)
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We will now shift the density �eld by a constant ρ→ ρ+ c this will generate extra terms in

the action that we can use to introduce the new noise

N2

∫ 1

0

dt

∫
dx

(
cv2

2
− cπ2ρ2

2
+
c2ρ

2
− cω2x2

4

)
. (4.4)

The last two terms will not contribute to the equations of motion. In order to �nd the

value of the constant we see that the quadratic terms should give the standard Luttinger

liquid action (See appendix D.1) [50] this sets c = 1. We will now introduce noise through

a Hubbard Stratonovich transformation on these terms∫
Dξ1e

−ξ2
1+vN

√
2cξ1 =

√
πe

cN2v2

2 . (4.5)

These new noise terms are not the same as the ones used in the stochastic derivation, they

are in fact associated with the density and velocity �elds. The equations of motion have now

become

∂tρ+ ∂x(ρv) =
1

N
∂2
xρ−

√
2

N
∂xξ1, (4.6)

∂tv + v∂xv = π2ρ∂xρ−
1

N
∂2
xv + ω2x− π

√
2

N
∂xξ2, (4.7)

where ξ1, ξ2 is the noise associated with v, ρ respectively. We can see that the �uctuation

dissipation theorem is obeyed with the particle number N appearing in both the dissipative

term as well as the coe�cient of the noise. In the complex variable p = v + iπρ these

equations are

∂tp+ p∂xp =
1

N
∂2
xp+ ω2x−

√
2

N
∂xξ, (4.8)

with ξ = ξ1 + iπξ2. This is the stochastic Burgers equation and by a simple substitution

p = ∂xh can be turned into KPZ. We now wish to change variables in such a way as to

remove N from the equation, therefore we perform the transformations x→
√
Nx, p→ p√

N

and ω → ω√
N
. The hydrodynamic theory described above takes an equilibrium distribution

at t = −∞ and evolves it to a distribution under some condition (e.g emptiness) at t = 0.

For this method to work we must have equilibrium at t = −∞. We now wish to investigate
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�uctuations of the last particle, to do this we will introduce noise through the transformation

above and consider evolution from no particles at t = −∞ to the thermodynamic limit

N → ∞ at t = 0. Allowing noise to be proportional to some positive power of particle

number will ensure that at t = −∞, and only then are the noise and dissipation terms

exactly zero. Hence we can have equilibrium and therefore zero velocity. As the KPZ

-1.5 -1.0 -0.5 0.5 1.0 1.5
x

-1.5

-1.0

-0.5

0.5

1.0

1.5
p

Figure 4.2: Equilibrium phase space plot for a harmonic oscillator with positive and negative

branches of the momentum in blue and orange respectively.

equation deals with surface �uctuations it will be much more convenient if the position of

the last particle was the height of something as opposed to the edge of the support. Inspired

by [41] we apply the following hodograph transform (See appendix D.2) to the above Burgers

equation

p(x, t) = u, t = t′, x = g(u, t′), (4.9)

where the partial derivatives transform as

∂xp = (∂ug)−1, ∂tp = −∂t′g(∂ug)−1, (4.10)

∂2
xp = −(∂ug)−3∂2

ug, ∂x = (∂ug)−1∂u. (4.11)

Our equation is now

∂t′g + ω2g∂ug − (∂ug)−2∂2
ug −

√
2∂uξ = u. (4.12)
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We now have a function g where the last particle position is given by it's value at the origin

and we wish to investigate the �uctuations around this point. The natural object of study

is the height �eld given by the standard substitution of g = ∂uh. This object is monotonic

increasing from zero to total particle number over the support of the gas, see (Fig. 4.3). It

will not have the same value as g at the origin but will have the same �uctuations.

x

θ

Figure 4.3: Sketch of a standard height �eld associated with density tracking cumulative

particle number. Starting at the left hand end of the system and increasing in steps of unit

size until it reaches total particle number.

∂t′h+
ω2

2
(∂uh)2 + (∂2

uh)−1 −
√

2ξ − u2

2
= 0. (4.13)

We now assume that h is dominated by quadratic behaviour with small �uctuations. In

fact this must be the case as the hodograph transformed height �eld corresponds to the

integral of the momentum distribution and must therefore be start from zero, be maximum

at the origin and then return to zero, see (Fig. 4.4). The transformation will introduce the

pseudo-potential that will cancel with the u2 term.

h(u, t′) =
ηu2

2ω
+ h′(u, t′), (4.14)

where we have free choice of η = ±1. Expanding the second derivative term to �rst order in

these �uctuations we �nd

∂t′h
′ +

ω2

2
(∂uh

′)2 + ηuω∂uh
′ − ω2∂2

uh
′ −
√

2ξ + ηω = 0. (4.15)
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u

h

Figure 4.4: Sketch of height �eld in hodograph transformed description tracking cumulative

momentum. It starts at the left hand end of the system in momentum space increasing

to maximum at the origin then decreases to zero at the right hand end of the system in

momentum space.

It is possible to shift to a moving frame, as discussed by Spohn [51], that removes the single

derivative in h′ by t′ = τ − η ln |u|
ω

. This takes us from (u, t′) to (u, τ) where the equation is

∂τh
′ +

ω2

2
(∂uh

′)2 − ω2∂2
uh
′ −
√

2ξ + ηω = 0. (4.16)

We note that this method will only work in the harmonic trap, as both the cancellations due

to the pseudo-potential and the hodograph transform only achieve the desired e�ect in this

case. To have some idea of how expect the height �eld to behave we consider the case of

an equilibrium semi circle. Note this is only equilibrium without the dissipation and noise

terms so our scaling to remove N is not present.

p = ω
√
x2 −R2, (4.17)

where R =
√

2N
ω
. Therefore the initial condition on g is

g =
1

ω

√
u2 −R2ω2, (4.18)

which is a semi circle with radius ω
√
N

± h =
1

2
u

√
u2

w2
− 2N −Nw log

(
w

√
u2

w2
− 2N + u

)
, (4.19)
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the sign depends on the branch we need to take. At this point we return to our system,

and reinstate our scaling to remove N , with noise and consider some crucial features that

we need

1. At t = −∞ we have N = 0 and no noise.

2. Choosing η = −1 gives h(u, τ(u,−∞)) = − u2

2ω
with the sign choice given by physical

considerations. This also allows us to see that ωg = u or kinetic energy equals potential

energy (p2/2 = ω2x2/2).

3. The Cole-Hopf transformed initial condition Z(u, τ(u,−∞)) = e−
1
2
h′(u,τ(u,−∞)) is de-

�ned up to a multiplicative constant this allows us to normalize it and get Z ≈ δ(u)

as particle number goes to zero.

By comparing with the known solution from [9] we see that the form we have obtained is

h′(u, τ) =
u2

2ω2τ
− τ

96ω2
− ηωτ − 4 ln(−2ω)− 2

( τ

16ω2

) 1
3
ξτ , (4.20)

the di�erences are the fact we are still in imaginary time and the additional term linear in

τ that exists in order to remove the constant term from (4.16). Finally we will check the

Tracy-Widom scaling, reversing our transformations to bring the N dependence back we see

that solving for the points of intersection of the height function without noise h′ = 0 will

give show us that u and τ have the same scaling in particle number. Comparing with the

expected radius of the semi circle we �nd τ ≈
√
N . Furthermore this gives us that the noise

from KPZ scales like τ
1
3 ≈ N

1
6 . We see that near u→ 0 the interval t ∈ (−∞, 0] corresponds

to τ ∈ [0,∞). In the thermodynamic limit N, τ →∞ we look at the �uctuations near u→ 0

giving t→ 0. ξτ follows the Tracy-Widom distribution as shown in [9]. The above procedure

would not have worked without the hodograph transform as the height function would have

been monotonic.
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4.2 Complex Contour

Here we will begin to examine other ways of writing the action. Considering a complex

approach we will see how a phase space representation can be recovered and that the density

shift employed in the previous section is equivalent to a choice of gauge. We begin with the

action in the thermodynamic limit

S =

∫ 1

0

dt

∫
dx

(
φ∂tρ+

ρ

2

(
π2

3
ρ2 + (ωx)2 − (∂xφ)2

))
, (4.21)

writing in terms of the complex variables p = v + iπρ we �nd

S =
1

2πi

∫ 1

0

dt

∫
dx

(
1

2
(χ+ χ̄)(∂tp− ∂tp̄) +

p̄3

6
− p3

6
+
ω2x2

2
(p− p̄)

)
, (4.22)

where ∂xχ = p. The full time derivative terms can be removed leaving only the cross terms

with a time derivative

S =
1

2πi

∫ 1

0

dt

∫
dx

(
1

2
(χ∂tp̄− χ̄∂tp) +

p̄3

6
− p3

6
+
ω2x2

2
(p− p̄)

)
. (4.23)

The �rst term can be evaluated purely as boundary terms, χ̄p|t = 0 and χ∂tχ̄|x = 0, using

integration by parts. To write this as a contour integral in the complex plane we de�ne

z± = ωx± p where p or its conjugate is chosen if the contour is above or below the real axis.

H =
i

8πω

∮ [
1

12
(z3
− − z3

+) +
1

4
(z2
−z+ − z2

+z−)

]
(dz+ + dz−). (4.24)

The application of Stokes theorem allows us to simplify the integral to one over the interior

of the contour in the complex plane

H =
i

8πω

∫
dz+dz−z+z−. (4.25)

This is analogous to integrating over the classical harmonic oscillator in phase space, in fact

it is only a factor of 2π out in the equivalent real time variables z = ωx+ ik same variables∫
dxdk

(
ω2x2

2
+
k2

2

)
=

i

4ω

∫
dzdz̄|z|2. (4.26)
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As there are many contour integrals that would have given this under Stokes theorem we

can use this gauge freedom to simplify out contour integral. We are allowed anything of the

form ∮
(a(z+, z−)dz+ + b(z+, z−)dz−) , (4.27)

where

∂a

∂z−
− ∂b

∂z+

= z+z−. (4.28)

Our original integral had the choice

a = b =
1

12
(z3
− − z3

+) +
1

4
(z2
−z+ − z2

+z−), (4.29)

but under the gauge transform

a→ a−
z3

+

12
+
z3
−

12
−
z2

+z−
4
−
z+z

2
−

4
, (4.30)

b→ b−
z3

+

12
+
z3
−

12
−
z2

+z−
4

+
z+z

2
−

4
, (4.31)

our integral becomes

H =
i

8πω

∮
z+z

2
−

2
dz+, (4.32)

which is much simpler. We note that using our gauge freedom we can add in a term∮
(z+ − z−)2(dz+ + dz−). (4.33)

This does not change the integral and has the same e�ect as the shift in density performed

in the last section ρ→ ρ+ c as it adds terms quadratic in density and velocity.

4.3 Dynamic Emptiness and Algebraic Curves

In this section we will address the second question that arose from the previous chapter,

that of time dependent solutions. We will show that more information can be obtained
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from the time dependent hydrodynamic action using the example of emptiness formation

probability for harmonically trapped fermions. The stationary calculation has been done

by Dean and Majumdar [12] using the one dimensional log gas, covered in section 3.1,

where they calculate the critical density of a trapped gas with an emptiness on one side.

Showing that the equilibrium density of the Wigner semi circle (1.5) can be recovered at

zero emptiness, they go on to derive asymptotics of the Tracy-Widom distribution [8] from

their results. Therefore showing that a third order phase transition is present. An alternative

time dependent calculation has been considered by people like Matysin [40] and Abanov [32]

but only in homogenous systems, see section 3.4 for the inclusion of a trap. Here we will

seek to study the third order phase transition from the dynamic perspective with an external

harmonic trap. After some general theory we will examine the action along the zero energy,

so called separatrix condition (see section 3.2.1). Examining how this action relates to its

initial con�guration will lead us to the structure of emptiness in the complex space of a

Riemann surface and how this structure evolves over time. In doing so we will see how

the emptiness region heals along the separatrix trajectory and provide interesting links to

algebraic curves.

4.3.1 Methodology

In this section we will consider a speci�c case, in particular the case of emptiness formation.

Having already calculated the ground state in the previous section 3.2.1 we now wish to

explore the temporal properties that the large deviations of emptiness formation have. Con-

tinuing to look at the Tracy-Widom distribution and its asymptotics; from the separatrix

condition (3.47) we note that our velocity and density are related by a Hilbert transform,

this suggests that they can be thought of as real and imaginary parts of a complex func-

tion. Hence we transform the equations of motion (3.44,3.45) into a more symmetric form
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by changing from the real density and velocity �elds (ρ, v) to the analytic complex �eld

p = v + iπρ

∂tp+ p∂xp = ω2x, (4.34)

∂tp̄+ p̄∂xp̄ = ω2x, (4.35)

where p̄ is the complex conjugate of p on the real axis. The equations are now in the form

of Riemann invariants. (4.34) can be solved using the method of characteristics to give the

time evolution as

x0 = x coshωt− psinhωt

ω
, (4.36)

p0 = p coshωt− xω sinhωt. (4.37)

So as long as we have the initial condition we can substitute in (4.36,4.37) in order to �nd the

behaviour at later times. In fact we wish to describe our system using algebraic curves, as will

be seen in the next section, our initial condition will be given by a polynomial F (p0, x0) = 0.

The way to proceed from this method is now clear. We begin with de�ned initial density or

velocity �eld. As we wish to evolve our state in time along the separatrix condition we can

use the relation (3.47) in order to calculate the corresponding �eld not given in the initial

condition. This allows us to form a complex �eld p which is a combination of the density

and velocity. Finally this can be evolved in time simply by applying (4.36,4.37).

The transformation to complex �elds will also change the separatrix condition, in fact

we �nd that we have moved from our original description in terms of the density and velocity

�elds to one in terms of the complex �elds p and p̄ that are analytic in the upper and lower

half plane respectively.

p(z, t) = ωz ±
∫ ∞
−∞

ρ(y, t)

z − y
dy . (4.38)

Here we must consider the structure of p in the complex plane. The density ρ(y, t) will be

zero on some intervals in the real line due to the con�ning potential. This allows p and p̄
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to be two branches of the same analytic function, which could not happen if ρ was non zero

everywhere. We will see later that the initial emptiness p is a combination of two branch

cuts on the Riemann surface. The �rst is the equilibrium one that is present due to the

harmonic trap, this is present on the Riemann sphere and runs over the support of the den-

sity. The second one occurs due to the emptiness condition, running from a point inside the

equilibrium con�guration to in�nity, and hence overlaps with the previous branch cut. This

causes the initial Riemann surface to resemble a torus which is topologically distinct from

the equilibrium one of a sphere, hence the point where the third order transition takes place.

Adding another emptiness region is topologically equivalent to another branch cut appearing

on the Riemann surface.

Once we have found our time dependent solution we can substitute it back into the

action to �nd the probability of our solution occurring. So in a similar way we wish to

transform the action (3.50) into the complex �eld variables. This connection is made by

using the integral of the separatrix condition (3.47)

φ0 =
ωx2

2
−
∫
ρ0(x′) ln |x− x′|dx′. (4.39)

Noting that p is a complex function we will expand our description into the complex plane

where z = x + iy, with (4.40) being true on the real line. After the action is transformed

into a contour integral in the complex plane, with ∂xχ = p we have

S =

∫
φ0(x)ρ0(x)dx =

∮
dzχ̄∂zχ =

∫
d2z∂z̄χ̄∂zχ. (4.40)

With the adjusted boundary conditions that both χ2 − χ̄2 and |χ|2 must vanish at the

boundary of x = ±∞ and the contour runs along the real axis closing in the upper or lower

half plane. By studying time evolution of our solution we will see how the surface changes

and plot real slices through the surface for analysis.
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4.3.2 Single Emptiness

Here we will consider dynamics of the simplest case, that of a single emptiness region at the

edge of the system. Therefore we wish to form the algebraic curve for a single emptiness

region. Starting with the equilibrium solution, setting ω = 1, we note that it is unchanged

under time evolution by (4.36,4.37), as seen in previous sections. We will add an emptiness

region by considering the minimal change to the polynomial that will give non equilibrium

behaviour, this is an increase in degree by multiplication by x and subsequent inclusion of

all terms that are lower order. This process will preserve the equilibrium solution at large

times as the term x−1 → 0 exponentially as t → ∞. The only terms we can add must be

lower order and constant under time evolution, these are a term proportional to the time

invariant x2 − p2 and an additional constant, all other terms will increase the degree of the

polynomial or disrupt the equilibrium at large times.

F0(p, x) = c2 + (x2 − p2)c1 + xc0 − x(x2 − p2) = 0, (4.41)

To �x the constants we will examine the physical properties of our disturbed polynomial.

If we rearrange for p we have the square root of a cubic over a linear term. As the density

must have �nite support and be simply connected the cubic must have either one real root

and two complex ones or one single root and one double. To calculate the roots of (4.41) we

will de�ne the zero to be at a and the divergence to be di�erent from this by an emptiness of

δ giving the linear term with the root −a+ δ. In order to have a positive density our values

of δ are restricted to 0 < δ < 2a. The other roots r1, r2 can be obtained by considering the

large x asymptotics of (3.47)

p(x, t) = x− 1

x

∫
ρ(y, t)dy + . . . (4.42)

This gives us three equations the remaining roots must satisfy. Speci�cally there must be

no constant term in the expansion, hence

− 2a+ δ − r1 − r2 = 0. (4.43)
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Equating coe�cients of the x−1 term tells us that

4a2 + 4a(−2δ + r1 + r2) + 3δ2 + 2r1r2 + 8 = 2δ(r1 + r2) + r2
1 + r2

2. (4.44)

The third condition is that the density is normalised. Together these conditions give a double

root at r1 = r2 = −a+ δ/2, with the following relation between a and δ

4a2 − δ2 = 8. (4.45)

Combining this we have the normalised initial condition

p(x) =
(x+ a− δ

2
)
√
x− a

√
x+ a− δ

. (4.46)

This is the density in a harmonic trap where no particles are in a region of size δ. We can see

that when no emptiness is required, δ = 0, the semi circle is recovered. It is discussed in [12]

and we restate here that this density is not an equilibrium one. Indeed, although it has a

square root zero at one end the other end of the gas has a one over square root singularity.

This is the most likely density to observe if, when measured, the gas has no particles in a

region of size δ. If we wish to recover the most likely con�guration already obtained by Dean

and Majumdar we simply write our density in terms of location of divergence s and size of

support L(s), given by the relations

s = −a+ δ, (4.47)

L(s) = 2a− δ. (4.48)

To get

ρ(x) =
(L+ 2x)

√
L+ s− x

2π
√
s− x

, (4.49)

where the right hand end is given by the normalisation

L =
2

3

(√
s2 + 6− s

)
. (4.50)

Returning to our algebraic curve we now know it to be

F0(p, x) = a

(
a− δ

2

)2

+ (x2 − p2)(δ − a) + 2x− x(x2 − p2) = 0, (4.51)
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to include time in the equations we shift according to the characteristics (4.36,4.37). Now we

have a degree three polynomial in both p and x which can be solved to give the density as a

function of time. Double checking the in�nite time limit we note that combination x2 − p2

does not change under time evolution as it is the equilibrium state. While the term x−1 → 0

exponentially as t→∞. This allows the equilibrium solution to be recovered at large times.

In terms of our Riemann surface discussed earlier we see that the torus does not actually

break apart until time goes to in�nity, thus giving us the surprising result that the topology

of our solution only changes at in�nity. This can be clearly seen by examining the order of

the polynomial (4.51) and noting that the change in order is also at this point, an equivalent

approach is therefore analysis of the algebraic curve. After taking the in�nite time limit we

are left with a hyperbola, which due to the initial normalisation condition, has semi major

axis
√

2. To �nd the solution at intermediate times we apply full time evolution to (4.51)

Ft(p, x) = (y − 2a)

(
y − δ

2

)2

− (p cosh t− x sinh t)2(y − δ) = 0, (4.52)

where y = a − p sinh t + x cosh t. This will be our algebraic curve that we shall consider

later. We can see that the divergence is removed very quickly as the particles that are

clumped up near the left edge rush to �ll the emptiness region exponentially fast. This

time dependent solution (4.52) is a new result as although the initial condition was already

known the dynamics are new here. We now wish to �nd the edge of the gas at a given time,

this can either be done by looking for the locations where the velocity diverges ∂px = 0 or

equivalently by �nding the double roots (Fig. 4.6) of this polynomial in p. The edges of

the gas, given by points of in�nite gradient, are initially at the zero of the hyperbola on the

right and the divergence on the left. As time passes the cusp, initially on the left, outside

the support of the gas, moves along the hyperbola as the diverging line asymptotes to y = x

and will formally vanish at t → ∞. Examining the general case of a cusp we see that it is

de�ned by the square root divergence so

p =
C√
∆x

, (4.53)
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Figure 4.5: Density plots for δ = 1 in logarithmic time with initial divergence at edge of

emptiness region healing back to the equilibrium semi circle.

where C is a constant coming from evaluation of the numerator near the square root diver-

gence. To reconnect with our example we see that ∆x = x+ a− δ, as this is linear in x our

results for small time evolution x → x − pt still apply. Rearranging for ∆x and applying

small time evolution we �nd

∆x =
C2

p2
+ pt. (4.54)

Now we use the condition for double root ∂px = 0 to �nd the turning point p∗ =
(

2C2

t

) 1
3
.

Substituting in we �nally get the cusp behaviour around the edge at small times as

∆x(t) = C ′t
2
3 . (4.55)

This is the general expected behaviour for a square root singularity and indeed what we �nd

in our speci�c case. Therefore the most natural variable to use in the vicinity of the edge

is the length rescaled by t2/3. This power provides a tantalising hint to the connection with

the KPZ equation. An interesting topic in itself as the KPZ equation originates from non

equilibrium stochastic processes but the Tracy-Widom distribution is found as the probability
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Figure 4.6: Contour plots of the polynomial (4.52), with the real part corresponding to

velocity in blue and the imaginary part corresponding to density in orange plotted in the

(x, p) plane for δ = 1. The density heals to equilibrium and the point of multiplicity in

velocity moves towards in�nity over time.

distribution of the last particle in a harmonically trapped gas in equilibrium. We can see

from the plot that although initially the edge behaves like an astroid it quickly transitions

into exponential decay to the long time value of −
√

2.

Here we will discuss another result of this dynamic approach, the classi�cation of the

topology on the projective plane. The projective plane is way of visualising the real plane on

the surface of a sphere. It is constricted by placing a sphere above the origin of a plane then

drawing a line from every point in the plane through the centre of the sphere, in this way
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Figure 4.7: Position of edge closest to emptiness region over time for δ = 1 with cusp at

initial time.

every point in the plane is mapped to two points on the sphere one in each hemisphere. This

process maps in�nity onto the equator of the sphere where the two hemispheres join, this

allows us to see how the algebraic curves behave at in�nity and there associated topology.

This is equivalent to the Riemann surface view discussed earlier but in terms of the algebraic

curve. The topology of algebraic curve (4.52) can be seen clearly in the projective plane (Fig.

4.8). We can see that initially there is one loop in the projective plane and as time evolves

this transitions to the equilibrium hyperbola joined by a line at a point that gets closer and

closer to in�nity as time progresses. Classi�cation of the initial curve is traditionally done

via two numbers. The degree of the polynomial, in our case 3 is related to the genus by

Riemann�Hurwitz formula giving a genus of 1, and the multiplicity of the points in the plane.

We can see that the cusp/crossing feature will only appear if the two branches of p meet at

a point; mathematically this is (x − r1)(x − r2)(x − r3) = 0. In our case two of the roots

are the same real root (multiplicity 2) and the other is real but distinct. These correspond

to the crossing feature in �gure 4.6 and the square root zero respectively. To see what this

means in terms of our polynomial F (p, x) we consider the discriminant of F0 with respect to

p given by dis(F0, p) = 4(x− c0)(x− r1)(x− r2)(x− r3). As we know that two of these roots

are the same if the crossing feature exists then dis(dis(F0, p), x) = 0 is the condition for a
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crossing point of multiplicity greater than one in the projective plane. As can be seen from

�gure 4.8 the crossing persists at all �nite times and after tedious algebra it can be shown

that dis(dis(Ft, p), x) = 0. It is only in the t→∞ limit that the joining line is removed, this

condition breaks and the change in topology occurs.

(a) t = 0 (b) t = 1

(c) t = 3 (d) t =∞

Figure 4.8: Real part of algebraic curve (4.52) corresponding to velocity plotted in the

projective plane for δ = 1, with movement of the crossing point towards in�nity and the

di�erent branches shown in di�erent colours.

The �nal part of the analysis of a dynamic single emptiness con�guration is to recover

the left tail asymptotics of the Tracy-Widom distribution. To do this we evaluate the action

on the solution to the equations of motion. There are several methods to do this; the �rst

is to perform the calculation in real space and the second is to take inspiration from our

complex contour formulations and perform the calculation in the complex plane. A third

method from [32] is to consider the area of the Space-Time disturbance which we will cover
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later. For the �rst method we start with the action

S = N2

∫
dt

∫
dx

(
φ∂tρ+

ρ

2

(
π2

3
ρ2 + (ωx)2 − (∂xφ)2

))
. (4.56)

As we will be considering the limit of small emptiness (δ → 0) we follow ideas by Abanov [32]

and di�erentiate the action with respect to δ.

∂S

∂δ
= N2

∫
dt

∫
dx

(
∂ρ

∂δ

(
−∂tφ−

(∂xφ)2

2
+
π2ρ2

2
+
ω2x2

2

)
+
∂φ

∂δ
(∂tρ+ ∂x(ρv))

)
−
∫
dt
∂φ

∂δ
∂xφρ|x=∞

x=−∞ −
∫
dx
∂ρ

∂δ
φ|t=0
t=−∞. (4.57)

Appling the equations of motion only the boundary terms from integration by parts remain.

One of these evaluates the density at x = ±∞ which due to the �nite support of the density

is also zero. Therefore we are left with

∂S

∂δ
= −

∫
dx
∂ρ

∂δ
φ|t=0
t=−∞. (4.58)

As the density at t = −∞ is the Wigner semi circle only one limit depends on δ. Integrating

the Hilbert transform identity we can write φ in terms of ρ

φ =
ω2x2

2
−
∫
ρ(x′) ln |x− x′|dx′. (4.59)

therefore the action is

∂S

∂δ
=

∫
ω2x2

2

∂ρ(x)

∂δ
dx−

∫
ρ(x′)

∂ρ(x)

∂δ
ln |x− x′|dxdx′, (4.60)

the same as Dean and Majumdar's action [12]. If we separate the contribution from the

potential form our e�ective velocity we �nd

S =

∫
x2

2
ρ(x)dx−

∫
φρdx, (4.61)

We now observe that on the support of the density the �eld φ is a constant and as ρ is

normalized all we need is the value of that constant, given by the integral of the velocity

between −∞ and −a+δ. This integral does not converge but luckily we are only interested in
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the derivative with respect to δ and so can remove divergences that contain no δ dependence,

we �nd

∂

∂δ

∫ −a+δ

−∞

(
v − x+

1

x

)
dx− ∂(−a+ δ)

∂δ

(
−x+

1

x

)
|−a+δ =

∂

∂δ

∫ −a+δ

−∞
vdx, (4.62)

where the integrals can now be evaluated in Mathematica to get

∂S

∂δ
≈ δ2

√
2

(4.63)

The second method is to express the action in terms of complex �elds to show the close

relation to the algebraic curves discussed above. In these complex �elds p = v + iπρ and

∂xχ = p we have the action previously calculated (4.40) where Stokes theorem has been used

to obtain the area integral. The Dean and Majumdar action corresponds to the integrand

on the real axis. In accordance with the electrostatic analogy in section 3.5.

S =

∫
dx

x2

2
ρ0(x) +

∫
d2z∂z̄χ̄∂zχ =

∫
dx

x2

2
ρ0(x) +

∮
dzχ̄∂zχ. (4.64)

We apply integration by parts requiring that the boundary term vanishes as in previous

sections. The potential term is easy to evaluate and on the solution gives.∫
dx

x2

2
ρ0(x) =

1

32

(
−3δ4 + 3δ3

√
δ2 + 8− 8δ2 + 8

)
. (4.65)

For the other term we may then deform the contour out to ∞ and expand there, using the

fact that the complex integral of zn around the origin is only non zero for n = −1 we get

the contribution∮
dzχ̄∂zχ =

1

8

(
2δ2 − δ

√
δ2 + 8− 8 ln

(√
δ2 + 8− δ

)
+ 4
)
. (4.66)

Adding together and expanding for small δ we �nd that the action on our solution is given

by

S ≈ 3

4
− 3 ln(2)

2
+

δ3

3
√

2
. (4.67)

As in Dean and Majumdar's paper for the GUE [12] this is proof of the third order phase

transition.
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4.3.3 Double Emptiness

Previously we have considered the case of a single emptiness region by allowing the minimal

disturbance to our equilibrium algebraic curve. Therefore, in order to consider more complex

situations we will look at the next order adjustments which come from multiplying our

equilibrium solution by x2 and including all lower order terms such that t → ∞ returns us

to equilibrium.

F0(x, p) = x2(x2 − p2) + x2c0 + xc1 + c2 + x(x2 − p2)c3 + (x2 − p2)c4 = 0, (4.68)

When rearranged this will give us a density squared with a quartic term over a quadratic

term, so in total we have six roots to �nd. This opens up many possible solutions. The one

we will consider here is that of an emptiness region on each side of the gas, called double

emptiness. This gives us the starting conditions of the quadratic roots at −a+ δ1 and a− δ2

enforcing an emptiness region of size δ1 on the left of the gas and an emptiness region of size

δ2 on the right of the gas. The condition 0 < δ1, δ2 < a must hold to ensure the density does

not become negative. Additionally we need that the gas has simply connected �nite support,

in order for this to happen the quartic cannot change sign so two sets of double roots are

required. Complex roots would also have this property but would generate extra regions of

density that we don't want. To �nd the double roots r1, r2 we follow the same procedure as

the single emptiness case and enforce that the large x asymptomatics are as follows

p(x, t) = x− 1

x

∫
ρ(y, t)dy + . . . . (4.69)

By equating the constant term we get the condition

δ1 − δ2 − 2r1 − 2r2 = 0, (4.70)

and from the x−1 term

4a2 + 3δ2
1 + 3δ2

2 + 4δ2r1 + 4δ2r2 + 8r1r2 = 4a(δ1 + δ2) + 2δ1(δ2 + 2(r1 + r2)) + 8. (4.71)
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From these the double roots can be found to be

r1,2 =
1

4

(
δ1 − δ2 ±

√
8a2 − 8aδ1 − 8aδ2 + 3δ2

1 + 2δ1δ2 + 3δ2
2 + 16

)
. (4.72)

With this and some algebra our double emptiness is given by

p(x) =
−2(δ1 − a)(a− δ2) + (δ1 − a)2 + (a− δ2)2 + 4x(δ1 − δ2)− 8x2 + 8

8
√

(a− δ1 + x)(−a+ δ2 + x)
. (4.73)

When δ1 = δ2 = 0 the semi circle should be obtained, to achieve this we must �x a =
√

2.

The lack of choice in a stems from the fact that the gas in completely con�ned by the two

emptiness regions and has nowhere to move too. Setting this value for a also ensures that

the initial density is normalised as long as the condition 0 < δ1, δ2 < a is respected. As

before this density is the critical density for an emptiness on either side of the gas, this was

shown in [12]. To see what we have here is equivalent it is enough to change variables from

the size of the emptiness to its location, given by the relations

s1 = −a+ δ1, (4.74)

s2 = a− δ2. (4.75)

This recovers

ρ(x) =
4x(s2 − s1)− 8x(x− s1) + (s2 − s1)2 + 8

8π
√

(x− s1)(s2 − x)
. (4.76)

Unlike in [12] we can now investigate the dynamics of our solution via the time evolution

according to the equations of motion.

x→ x coshωt− psinhωt

ω
, (4.77)

p→ p coshωt− xω sinhωt. (4.78)

With ω = 1 we see from �gure 4.9 that the behaviour is very similar to that of a single

emptiness region but on both sides of the gas. The divergences at the start of the emptiness

region quickly smooth over as the gas rushes to �ll the emptiness, this happens very fast so is

plotted on logarithmic time. We can see that as before the crossing point of multiplicity 2 in
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Figure 4.9: Density plots of double emptiness con�guration for a =
√

2, δ1 = 1, δ2 = 0.5

in logarithmic time with initial divergence at both edges of the gas healing back to the

equilibrium semi circle.

the velocity curve moves towards in�nity along the negative velocity branch on the left hand

side (Fig. 4.10). The corresponding multiplicity point on the right hand side moves towards

the same in�nity in the positive velocity branch. The fact that this is indeed the same

in�nity can be seen better in the projective plane plots (Fig. 4.12). To �nd the behaviour

at long times we rearrange (4.73) to get

x2 − p2 +
(δ2 − δ1)(x2 − p2)

x
+
p2

x2
(a− δ1)(a− δ2)

= −(4a2 − 4a(δ1 + δ2) + δ2
1 + 2δ1δ2 + δ2

2 + 8)2

64x2

− (δ1 − δ2)2

4
− 4a2 − 4a(δ1 + δ2) + δ2

1 + 2δ1δ2 + δ2
2 + 8

8x
(δ1 − δ2)

+
4a2 − 4a(δ1 + δ2) + δ2

1 + 2δ1δ2 + δ2
2 + 8

4
. (4.79)

In the limit t→∞ the combination x2−p2 is unchanged and the combinations x−1, x−2 → 0

and p2x−2 → 1 gives us

x2 − p2 = 2. (4.80)
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Figure 4.10: Contour plots of the polynomial (4.73) over time, with the real part correspond-

ing to velocity in blue and the imaginary part corresponding to density in orange plotted in

the (x, p) plane for a =
√

2, δ1 = 1, δ2 = 0.5. The density heals to equilibrium and the points

of multiplicity in velocity move towards separate in�nities over time.

Which is a hyperbola. The location of the edge point over time also follows a similar path

to the single emptiness case. We can see from �gure 4.11 that the edge points on both sides

will initially move fast and over long time return to the equilibrium hyperbola. The analysis

that we performed on the single emptiness to show the presence of KPZ scaling will still hold

here due to the divergence still being caused by a one over square root singularity.

Finally, we examine the algebraic curve for a double emptiness con�guration in the

projective plane (Fig. 4.12). As we now have a polynomial of fourth order by the Rie-
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Figure 4.11: Position of right edge in orange and left edge in blue over time for a =
√

2, δ1 =

1, δ2 = 0.5 both with cusps at initial time.

(a) t = 0 (b) t = 1

(c) t = 3 (d) t =∞

Figure 4.12: Real part of algebraic curve (4.73) corresponding to velocity plotted in the

projective plane for a =
√

2, δ1 = 1, δ2 = 0.5, with movement of the crossing points towards

in�nity and the di�erent branches plotted in di�erent colours.
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mann�Hurwitz formula the genus of our curve is 3. We also note the continued existence of

points of multiplicity 2. For this con�guration we have two of them that persist over time

moving towards each other. For any �nite time this topology is conserved but at in�nite

time we see that the points of multiplicity 2 merge and the degree of the polynomial drops

back down to equilibrium.

4.3.4 Emptiness Inside

To obtain a double emptiness solution in the last section we used the algebraic curve

F0(x, p) = x2(x2 − p2) + x2c0 + xc1 + c2 + x(x2 − p2)c3 + (x2 − p2)c4 = 0. (4.81)

This gave a squared density of a quartic over a quadratic. The choice was then made to look

for double emptiness, but we noted that other solutions were possible. In this section we

will consider an alternative solution. This is where the quadratic roots are inside two of the

quartic roots. Physically this means that our density is no longer simply connected as it has

an emptiness in the middle. In terms of polynomial roots we have the quadratic roots at δR

and −δL giving an emptiness region of length δR + δL that covers the origin. We then have

outside edges of the gas at two of the quartic roots one of which we shall de�ne as a and the

other root, r1, will be left to �nd. The conditions so far are 0 < δR < a and r1 < −δL < 0.

Finally in order to not disturb the density we have constructed the remaining two roots from

the quartic which will be made a double root r2. Again the way to �nd our remaining roots

will be asymptotic comparison to

p(x, t) = x− 1

x

∫
ρ(y, t)dy + . . . . (4.82)

The conditions are very similar to the double emptiness case. From equating the constant

term we have

− a+ δR − δL − 2r2 − r1 = 0, (4.83)
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and the x−1 term gives

−a2 +2a(−δR+δL+2r2 +r1)+3δ2
R−2δR(δL+2r2 +r1)+(δL+r1)(3δL+4r2−r1) = 8. (4.84)

A solution to these conditions is that the single root is r1 = −a and the double root is

r2 = (δR − δL)/2, along with the normalisation condition

4a2 − (δL + δR)2 = 8. (4.85)

Putting all this together gives the form of an initial condition for emptiness inside the gas

p(x) =

(
x+

δL − δR
2

)√
(x2 − a2)

(x− δR)(δL + x)
, (4.86)

where δL, δR is the size of the emptiness to the left or right of the origin respectively. Re-

quiring the condition 0 < δL, δR < a. Squaring both sides we get

p2(x− δR)(δL + x) =

(
x− δR − δL

2

)2

(x2 − a2). (4.87)

We can then evolve in time according to

x→ x coshωt− psinhωt

ω
, (4.88)

p→ p coshωt− xω sinhωt. (4.89)

With ω = 1 we can again examine the dynamics of the emptiness solution (Fig. 4.13).

With an emptiness region inside the gas we see that the divergences are again present but

this time inside the gas. This gives the standard square root singularities at the outer

edges, although they are shifted outwards from the standard equilibrium position by a small

amount dependent on the width of the internal emptiness region. Like the other cases we

have considered the gas returns to equilibrium very fast so we have plotted densities in

logarithmic time. On plotting the evolution in the (x, p) plane (Fig. 4.14) we see that a

point of multiplicity 2 exists in the middle of the emptiness region. Unlike the cases with

emptiness near the edge this point does not move over time and remains even after the

density has healed. To �nd the behaviour at long times we rearrange (4.87) to get
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Figure 4.13: Density plots of the emptiness inside con�guration for δL = 0.5, δR = 0.2 in

logarithmic time with initial divergence at both edges of the emptiness region healing back

to the equilibrium semi circle.

x2 − p2 +
(δL − δR)(x2 − p2)

x
= δLδR

(
1− p2

x2

)
− (δL + δR)2

4
+ a2 +

a2(δL − δR)

x
+
a2(δL − δR)2

4x2
. (4.90)

In the limit t→∞ the combination x2−p2 is unchanged and the combinations x−1, x−2 → 0

and p2x−2 → 1 gives us

x2 − p2 = a2 − (δL + δR)2

4
. (4.91)

Which is a hyperbola. Considering the location of the edge of the emptiness region over

time we can see the area of disturbance in space-time caused by the emptiness (Fig. 4.15).

Again due to the one over square root divergence exhibited near the emptiness the same

KPZ scaling that was found in the single emptiness case still holds. We do however see

the region shrink and disappear as the gas heals giving a very similar shape to the astroid

found by Abanov [32] for the uncon�ned case. This is understandable as our emptiness is

near the centre of the system where the trap is weak and an uncon�ned system is a good
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Figure 4.14: Contour plots of the polynomial (4.87) over time, with the real part correspond-

ing to velocity in blue and the imaginary part corresponding to density in orange plotted in

the (x, p) plane for δL = 0.5, δR = 0.2. The density heals to equilibrium and the point of

multiplicity in velocity remains �xed at its initial location.

approximation.

Finally we can consider the topology in the projective plane (Fig. 4.16). Like the

double emptiness case we have a polynomial of degree four giving a genus of 3. Only one

point of multiplicity greater than one exists and as discussed before is at the midpoint of

the emptiness region. In contrast to the previous two cases the projective plane shows a

slightly distorted equilibrium con�guration of the hyperbola with a disconnected double

band round the middle corresponding to the emptiness. We might expect the band in the
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Figure 4.15: Position of right side of emptiness for emptiness inside con�guration over time

for δL = δR = 0.5 with removal of emptiness region over time and initial cusp.

(a) t = 0 (b) t = 1

(c) t = 3 (d) t =∞

Figure 4.16: Real part of algebraic curve (4.87) corresponding to velocity plotted in the

projective plane for δL = 0.5, δR = 0.2, the crossing point remains stationary and the di�erent

branches are plotted in di�erent colours.
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middle to shrink and disappear in the in�nite time limit as the previous two cases did. This

does happen but the middle band also moves to connect the equilibrium hyperbola, showing

much more similarity to the other cases than expected.

4.3.5 Space-Time Disturbance

It has been argued in a paper by Abanov [32] that the area of space time disturbed is

proportional to the logarithm of the probability of observing that state in the �rst place.

As in our case the equilibrium condition is a line at x = −
√

2 we can look at the area

enclosed by (Fig. 4.7) and that line. The other adjustment necessary can be seen from an

assumption used in [32] "the extra cost in action of having [emptiness] is constant per unit

space�time area." This was true in the case of the XXZ spin chain but grossly violated in

our harmonically trapped system. Therefore, we must �nd the extra cost in action of our

emptiness occurring at di�erent points in space-time. It can easily be argued that time will

not e�ect this as all of our calculations can be translated in time without any change to

the solutions. The space dependence is much more signi�cant since creating an emptiness

region outside the support of the equilibrium con�guration has no energy cost at all but an

emptiness region at the centre of the trap has high cost. On the equations of motion the

action becomes

S =

∫
dτ

∫
dx
π2

3
ρc(x, t)

3. (4.92)

We can see from this that we must weight our space time area by the equilibrium density

cubed. Here we will consider this method of calculation for the space-time disturbance caused

by a single emptiness region (Fig. 4.7). Although an analytical expression for x(t) exists for

all t it is far to large to �t on a page and resists integration attempts, we therefore present a

numerical calculation of the weighted area along with a �tting to the function c(a− δ+
√

2)3

of the same form as the expected result from [12] where c is a �tting parameter
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Figure 4.17: Weighted area in space-time from numerical calculations with good agreement to

expected form of Tracy-Widom asymptotic behaviour as a function of the hard wall location.

4.3.6 Dynamic Emptiness Summary

In conclusion we have shown how to analyse the third order phase transition from the GUE

eigenvalues using a hydrodynamic method. We showed how, on the separatrix condition,

the complex plane could be used to both form an appropriate description of emptiness but

also to evaluate the action. From this we have seen how single, double and emptiness in-

side con�gurations can be constructed from the algebraic curves as well as subsequent time

evolution. This provides new incites into the dynamics of the density with emptiness initial

conditions. From the area of space time disturbed hints at a connection with KPZ hierar-

chy were provided. Plots of these curves in the projective plane gave an interpretation of

the transition using the topology of algebraic curves. We note that following our method

algebraic curves can be used to �nd other more complicated emptiness con�gurations. Look-

ing to future work, it would be interesting to see whether other orders of phase transitions

can be classi�ed using the same algebraic curve method that we have presented here. We

also stopped slightly short of a topological classi�cation of emptiness con�gurations which
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it would be nice to complete. Finally it would be interesting to see if the two main parts

of this chapter can be combined, speci�cally to see if a KPZ like surface can grow into an

emptiness con�guration and with what probability.
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In this thesis we have examined emptiness formation probability in a one dimensional har-

monically trapped gas. In doing so new and interesting questions have been discovered and

possible solutions discussed. Many techniques have been used both those that are traditional

in this �eld of research as well as novel uses of lesser known approaches.

In the �rst chapter we covered the background techniques that underpin this area

of theory, although well known it is both interesting and allows the thesis to be a more

complete presentation. First we covered the Lieb-Liniger model, starting in the homogenous

case we added a con�ning harmonic potential and showed how to calculate ground state

quantities in the limits of strong and weak interaction strength. Further, we then covered

how to use Bethe ansatz to examine the region of arbitrary interaction showing the equations

that can be solved to obtain relevant quantities in this regime. The experimental viability

of this model was also covered and some brief discussion of the techniques used in practice.

Then we moved onto random matrix theory, initially an unconnected topic, we showed

how it can be used as an equivalent description of free fermions. Moving onto show how

observable quantities are calculated in this formalism we compared the densities obtained

from the random matrix theory and Lieb-Liniger approach. It was then clear that for all

its machinery random matrix theory could not be used to describe any other interaction

regime of Lieb-Liniger other than that of free fermions. For the �nal part of the background
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chapter we covered hydrodynamics, how it can be used in the weakly interacting regime and

how, when combined with the Bethe ansatz from earlier in the chapter, it could be used for

arbitrary interaction.

The second chapter began with the original motivation behind this project, the ques-

tion of last particle distributions. We showed the original way of calculating this distribu-

tion in the fermionic case by using random matrix theory. The solution being that of the

Tracy-Widom distribution and, combining techniques from the section on hydrodynamics,

we showed a lesser known distribution of Tracy-Widom after a trap quench. The question of

how interaction strength would e�ect the edge distribution was then formulated. To tackle

this a hydrodynamic approach was used giving the �rst new result in this thesis of the edge

distribution of a weakly interacting gas, in the appropriate scaled variables. From this result

we saw that the asymptotics of the left tail from the edge distribution are highly dependent

on interaction but the right tail is to �rst order only a�ected by the con�ning potential. As

an alternative to analytics we showed some numerical methods for calculating the Tracy-

Widom distribution. In particular we looked at numerical random matrix theory calculations

and DMRG, showing that both can be used to �nd the edge distribution in this case. To

end the chapter we again discussed the di�cultly of the arbitrary interaction case suggesting

that a hydrodynamic action for our system would give us the best chance of success.

Motivated by the previous chapter we proceed to reformulate our system as a one

dimensional log gas. What followed was probably the most important calculation in the

thesis. We showed that the log gas action is the boundary term for a time dependent

hydrodynamic action evaluated on the separatrix condition, furthermore this was shown by

using a stochastic approach and averaging out the noise. Several important points were then

noted about this description. First we had achieved the desired result from the last chapter,

a hydrodynamic action that when combined with the Bethe ansatz and some good numerics

could, in principle, be used to describe emptiness for arbitrary interaction. Second, in this
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new formalism we had time dependence so dynamic solutions were now able to be studied.

Finally we found a glimpse of a connection between the equilibrium fermionic system in which

Tracy-Widom is known to be found and the non-equilibrium stochastic systems where it also

appears. These last two points would be the focus for our �nal chapter. But �rst we explored

other interesting links that existed between this new description and other areas of physics.

We considered the interpretation of our system as charges and showed how the harmonic trap

could be thought of as a speci�c distribution of extra charges. Additionally emptiness on a

circular system was considered and we showed its links to the CUE and angular variables. We

also showed how another one dimensional system, Calogaro Sutherland, was more applicable

to random matrix theory than Lieb-Liniger and we used the hydrodynamic action to write

an action for any beta in the random matrix ensemble.

Entering the �nal chapter we now had the techniques we needed and some new ques-

tions to answer. Firstly we were inspired by the noise averaging to get hydrodynamics from

the previous chapter so employed this in reverse with the aim of making contact with the

KPZ equation. This we achieved using a density shift and a hodograph transform, which gave

the rather nice connection to the non linear Luttinger liquid. With this result an analytical

path can be traced right from the initial random matrix distribution to the KPZ equation

and associated hierarchy. Therefore answering the question of why the Tracy-Widom dis-

tribution shows up in these two vastly di�erent areas. As a nice aside we showed how our

action could be written in the complex plane and the aforementioned density shift was just

a gauge transform, this proved to be important for the �nal part of the chapter. The second

and �nal question to be addressed from the previous chapter was that of dynamic emptiness.

This initially seemed simple as our hydrodynamic action and corresponding equations of

motion could easily be used to calculate dynamics. However when we looked deeper with

our ideas of a complex contour action from before led us to �nd a new description of the

dynamics using complex algebraic curves. This in turn gave descriptions of these dynamics
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by using the topology of the Riemann surface. We used this fruitful description to examine

some cases of emptiness.

We end this thesis with a discussion of future directions for work in this area. This is a

combination of work that we attempted but could not get reasonable results from, work that

we did not get time to do and new ideas we have from looking back on the work presented in

this thesis. From our hydrodynamic action and Bethe ansatz we have presented a procedure

to �nd dynamics of emptiness and asymptomatics of the last particle distribution left tail.

The �rst piece of future work would be to carry out this procedure, it would not be a trivial

task, but it would answer the question of how last particle distributions behave under a

change in interaction strength. With the extreme limits already calculated in this thesis an

interesting question would be how the distribution changes between the two, is it a smooth

change or does it exhibit a sharp transition somewhere? A possible way to do this would be

using the hodograph transform from the last chapter but it may be a problem that is only

numerically tractable.

Another direction of work would be to consider the e�ect of dimensionality on the edge

distribution. For example particles in two dimensions with a spherically symmetric trapping

potential. In random matrix theory there is a mapping between the Ginebre unitary ensemble

and fermions in two dimensions [52], there also exists work on describing two dimensional

surface growth using interior and exterior harmonic moments [53] that we expect to be

linked. It would be interesting to see what e�ect dimensionality has upon the last particle

distribution. The work on stochastic surfaces was only done for the speci�c case of the

Gaussian unitary ensemble while the hydrodynamic action is available for a wider range of

ensembles so it would be interesting to explore the technique we showed in a wider range

of cases. Finally it more can de�antly be done in the realm of emptiness dynamics where

a topological classi�cation of emptiness con�gurations could be investigated as well as the

harder challenge of combining with stochastic growth to consider the probability of these

119



Conclusion

con�gurations arising in that formalism.
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Chapter One Appendix

A.1 Thomas Fermi Approximation

To justify the Thomas Fermi approximation we look at relative sizes of the kinetic and

potential energy density's from the second quantised version of the Lieb-Liniger Hamiltonian

(1.8). On substituting in our ground state density (1.5) we have

Ekin =
µ

2mg

 1

R2
+

x2

R4

√
1− x2

R2

 ,
Epot =

µ2

g

(
1− x2

R2

)2

.

When x2 << R2 (i.e near the middle of the potential) we see that the ratio

Ekin
Epot

=
1

µm

1

2R2
=

(
ξ(0)√

2R

)2

. (A.1)

This is negligible in the thermodynamic limit, so the approximation is valid. When x2 ≈ R2

near the Thomas Fermi radius the fraction Ekin
Epot

becomes very large and the approximation

is not valid.
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A.2 Bethe Ansatz Boundary Condition

Here we will show that the ansatz in section 1.1.3 satisfy the boundary conditions of the Lieb-

Liniger model. To do this we will show how the eigenfunction can be split into symmetric

and antisymmetric parts, therefore enforcing zero value in the required limit. As a reminder

our eigenfunction was claimed to be

χ = const

[ ∏
1≤l<i≤N

(
∂

∂xj
− ∂

∂xl
+ c

)]
det
(
eikjxl

)
. (A.2)

We extract a factor to write it as

χ =

(
∂

∂x2

− ∂

∂x1

+ c

)
χ̃, (A.3)

where the new modi�ed eigenfunction is

χ = const
N∏
j=3

(
∂

∂xj
− ∂

∂x1

+ c

)(
∂

∂xj
− ∂

∂x2

+ c

)[ ∏
3≤l<i≤N

(
∂

∂xj
− ∂

∂xl
+ c

)]
det
(
eikjxl

)
.

(A.4)

This allows us to write the boundary condition for our modi�ed eigenfunction as[(
∂

∂x2

− ∂

∂x1

)2

− c2

]
χ̃ = 0, x2 → x1. (A.5)

From our de�nition we can see that χ̃ is antisymmetric in x1, x2 and the coe�cient of

derivatives is symmetric meaning that the expression holds in the limit. This can be similarly

shown for all other xj to show that the boundary condition is indeed satis�ed by the ansatz.

A.3 Determinant Integration Formula

In this section we will prove a formula that is useful for evaluating the various correlation

functions in random matrix theory as it allows us to integrate a determinant over one of our
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variables. To prove this we will be following the work of [25]. We start by considering

Det (KN(xi, xj)1≤i,j≤k+1) =

∣∣∣∣∣∣∣∣∣∣
KN(x1, x1) . . . KN(x1, xk+1)

...
...

KN(xk+1, x1) . . . KN(xk+1, xk+1)

∣∣∣∣∣∣∣∣∣∣
. (A.6)

We evaluate by expanding along the bottom row

Det (KN(xi, xj)1≤i,j≤k+1) = KN(xk+1, xk+1)Det (KN(xi, xj)1≤i,j≤k)

+
k∑
l

(−1)k+1−lKN(xk+1, xl)Det (KN(xi, xj)1≤i,j≤k+1,j 6=k) .
(A.7)

Now we must integrate over xk+1. The �rst term has all the xk+1 dependence outside the

determinant and as the KN(x, x) is normalised gives a factor of N . for the other term the

xk+1 dependence in inside the determinant so we consider

Det (KN(xi, xj)1≤i,j≤k+1,j 6=k) =

∣∣∣∣∣∣∣∣∣∣
KN(x1, x1) . . . . . . KN(x1, xk+1)

...
...

KN(xk, x1) . . . . . . KN(xk, xk+1)

∣∣∣∣∣∣∣∣∣∣
. (A.8)

Which has the j = l column missing. We can multiply in the factor of KN(xk+1, xl) into the

�nal column so all xk+1 dependence is in the �nal column. Then performing the integration

can be done with the help of the reproducing kernel identity

KN(xl, xj) =

∫
KN(xl, xk+1)KN(xk+1, xj)dxk+1. (A.9)

The new row can be moved to �ll the gap in the determinant by gaining factors of (−1).

This can be achieved for all k terms in the sum to �nally show that∫
Det (KN(xi, xj)1≤i,j≤k+1) dxk+1 = (N − k)Det (KN(xi, xj)1≤i,j≤k) . (A.10)
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B.1 Integration Under Determinant

It is not clear that the operation of moving the integral inside the determinant in equation

(2.7) is trivial and indeed it is not. In this section we will prove that this is possible. We

will prove the so called Cauchy-Binet formula∫
dNxDet(pi(xj))Det(pl(xm)) = Det

(∫
pi(x)pj(x)dx

)
, (B.1)

where in our case pi(xj) are some polynomials. It is worth noting that this formula will only

hold for exactly two determinants. We begin by writing the determinant using the Leibniz

formula∫
dNxDet(pi(xj))Det(pl(xm)) =

∫
dNx

∑
P,P ′

(−1)P (−1)P
′
N∏
i=1

pi(xPi)
N∏
j=1

pj(xP ′j), (B.2)

where the P 's are permutations of the set of integers up to N . We will now perform a change

of variables to y1 = xP1 which gives x = y1P−1
1
, under this change of variables we have

∫
dNxDet(pi(xj))Det(pl(xm)) =

∫
dNy

∑
P,P ′

(−1)P (−1)P
′
N∏
i=1

pi(yi)
N∏
j=1

pj(y1P−1
j P ′j

). (B.3)

124



Chapter Two Appendix

A new permutation can now be de�ned PP ′ = P ′′, then interchanging the new permutation

with its index, equivalent to transposing the matrix, we can apply one integral to each yi∫
dNxDet(pi(xj))Det(pl(xm)) =

∑
P ′′

(−1)P
′′

N∏
i=1

∫
dypi(y)pP ′′i (y). (B.4)

Finally inverting the Leibniz formula we get our required result∫
dNxDet(pi(xj))Det(pl(xm)) = Det

(∫
pi(x)pj(x)dx

)
. (B.5)

B.2 Christo�el Darboux

The Christo�el Darboux formula is incredibly useful for evaluating sums over polynomials

of the form (2.13), using a telescoping sum idea to remove most of the terms. To prove this

we begin with some de�nitions∫ b

a

w(x)pm(x)pn(x)dx = hnδn,m. (B.6)

The polynomials pi(x) are integrated over the appropriate integral, with the weight w(x).

We de�ne the inner product as

〈f, g〉 :=

∫ b

a

w(x)f(x)g(x)dx, (B.7)

if hn = 1 for all n then the polynomials would be orthonormal. Additionally if the polyno-

mials pn = knx
n + O(xn−1) have kn = 1 for all n then the polynomial is monic. First we

must prove the theorem

pn+1(x) = (xAn +Bn) pn(x) + Cnpn−1(x), (B.8)

where An = kn+1/knand Cn = −A − nhn/(An−1hn−1). We begin with the quantity pn+1 −

Anxpn(x) is a polynomial of degree less than or equal to n and can therefore be written as

the sum of polynomials in the following way

pn+1 − Anxpn(x) =
n∑

m=0

cmpm(x). (B.9)
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Applying the inner product with a one of the polynomials from the sum gives us

ckhk = 〈pn+1(x), pk(x)〉 − An 〈xpn(x), pk(x)〉 . (B.10)

As k ≤ n the �rst inner product is zero. For k < n − 1 the polynomial xpk(x) has degree

less than n which would also set the second inner produce to zero. This gives the only non

zero ck the ones where k = n, n− 1. Therefore the sum only has two terms

pn+1 − Anxpn(x) = cnpn(x) + cn−1pn−1(x). (B.11)

Examining the case where k = n− 1 speci�cally

hn−1cn−1 = −An 〈xpn(x), pn−1(x)〉 = −Anhn
kn−1

kn
(B.12)

Giving cn−1 = CN and cn = Bn to complete the proof.

Now we move onto the Christo�el Darboux formula

n∑
k=0

pk(x)pk(y)

hk
=

kn
hnkn+1

pn−1(x)pn(y)− pn+1(y)pn(x)

x− y
. (B.13)

to prove this theorem we start by multiplying our the �rst formula we proved in this section

by pn(y)

pn+1(x)pn(y) = (xAn +Bn) pn(x)pn(y) + Cnpn−1(x)pn(y), (B.14)

and the same with x↔ y

pn+1(y)pn(x) = (yAn +Bn) pn(y)pn(x) + Cnpn−1(y)pn(x). (B.15)

Taking the di�erence of the above two equations and summing over n we �nd

(x−y)
n∑
k=1

pk(x)pk(y)

hk
=

n∑
k=1

pk+1(x)pk(y)− pk+1(y)pk(x)

Akhk
−

n∑
k=1

pk(x)pk−1(y)− pk(y)pk−1(x)

Ak−1hk−1

.

(B.16)

Most of the terms from the sums on the right hand side of the equation cancel leaving only

the nth term of the �rst sum and the 1st term from the second sum. This term can be

incorporated into the sum on the left hand side as the 0th term completing the proof

n∑
k=0

pk(x)pk(y)

hk
=

kn
hnkn+1

pn−1(x)pn(y)− pn+1(y)pn(x)

x− y
. (B.17)
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B.3 Airy Kernel

Here we will evaluate the kernel of Hermite polynomials at the edge and perform asymptotic

analysis to obtain the Airy kernel, the method shown here is from [54]. We begin with the

kernel (2.13)

KN(x, y) = e−
1
4

(x2+y2)

N−1∑
i=0

Hen(x)Hen(y)

n!
√

2π
. (B.18)

Evaluating the sum using the Christo�el Darboux formula (see appendix B.2) and rescaling

by a factor of
√

2 to swap back to the physicists Hermite polynomials, we have

KN(x, y) =
e−

1
2

(x2+y2)

2N(N − 1)!
√
π

HN(x)HN−1(y)−HN(y)HN−1(x)

x− y
. (B.19)

As we wish to consider the behaviour of this function near the edge we will rescale

x̄ =
√

2N +
x

√
2N

1
6

, (B.20)

ȳ =
√

2N +
y

√
2N

1
6

. (B.21)

To consider the thermodynamic limit of

1
√

2N
1
6

KN(x̄, ȳ). (B.22)

We will use the large N asymptotic form of the Hermite polynomials found in [27]

lim
N→∞

e−
x2

2 HN(x) ≈ π
1
4 2

N
2

+ 1
4N−

1
12

√
(N − 2)!

[
πAi

(√
2N

1
6 (x−

√
2N)

)
+O

(
N−

2
3

)]
.

(B.23)

This gives the thermodynamic limit of our kernel as

1
√

2N
1
6

KN(x̄, ȳ) ≈ f(N)

x− y
[Ai(x)Ai(a(N)y + b(N))− Ai(y)Ai(a(N)x+ b(N))] , (B.24)

where the functions of N are as follows

f(N) =
1

(N − 1)!
π2N−

1
12 (N − 1)−

1
12

√
(N − 2)!(N − 3)!, (B.25)

a(N) =
(N − 1)

1
6

N
1
6

, (B.26)

b(N) = 2(N − 1)
1
6 (
√
N −

√
N − 1). (B.27)
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Next we will expand the Airy functions around a point x0, y0 neglecting terms of quadratic

order and higher

Ai(a(N)x+ b(N)) = Ai(a(N)x0 + b(N)) + a(N)(x− x0)Ai′(a(N)x0 + b(N)) +O((x− x0)2).

(B.28)

This gives us

1
√

2N
1
6

KN(x̄, ȳ) =
f(N)

x− y
[Ai(x)(Ai(a(N)y0 + b(N)) + a(N)(y − y0)Ai′(a(N)y0 + b(N)))

−Ai(y)(Ai(a(N)x0 + b(N)) + a(N)(x− x0)Ai′(a(N)x0 + b(N)))].

(B.29)

We now have free choice of the parameters x0, y0 so chose them to be

x0 = x− f(N)−1, (B.30)

y0 = y − f(N)−1. (B.31)

Finally applying the thermodynamic limit to our functions that depend on N , f(N →

∞)−1 → 0, a(N →∞)→ 1, b(N →∞)→ 0 we get

1
√

2N
1
6

KN(x̄, ȳ) =
Ai(x)Ai′(y)− Ai′(x)Ai(y)

x− y
≡ A(s,∞), (B.32)

as expected.

B.4 Painleve II

The Painleve II transcendent q(x) is de�ned as the solution to the following equation

∂2
xq(x)− xq(x)− 2q3(x) = 0. (B.33)

This equation can be interpreted classically as a particle of unit mass in an e�ective potential

veff = −1

2

(
xq2 + q4

)
. (B.34)
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If we make the identi�cation q(x) −→ x(t) we can see that this can be viewed as a potential

that changes in time. It starts of as a negative quartic with only one maxima at the origin.

As time becomes negative it inverts to a quartic with local minima at the origin and maxima

at ±
√
−t/2. It has been shown numerically and analytically [55] that if you demand that

t>0

-4 -2 2 4
x

-4

-2

2

4

V(x,t)

(a) t > 0

t<0

-4 -2 2 4
x

-4

-2

2

4

V(x,t)

(b) t < 0

Figure B.1: The potential before and after the critical time with a change in behaviour from

unstable point to stable point at the origin.

the Painleve II transcendent behaves like kAi(x) as x → ∞ and
√
−x/2 as x −→ −∞

then equation (B.33) can be used to propagate the solution backwards to �nd that the only

possible value of k that is allowed is k = 1, this is known as the Hastings McLeod solution.

The classical mechanics analogy is very useful here as this solution corresponds to a particle

that is initially just o� the origin and as time moves backward and the region around the

origin becomes locally stable the particle has exactly enough energy to climb up the potential

barrier to
√
−t/2. It is easy to see from this why k = 1 is the only solution, as if the value

of k is slightly smaller than 1 then the particle will not manage to climb the potential and

at �nite time decay to the origin hence the solution would also decay at a �nite value. If the

value of k is slightly higher than 1 then the particle will move over the maxima at
√
−t/2

and move o� to in�nity, correspondingly the solution blows up to in�nity. This instability

makes the Hastings McLeod solution hard to �nd numerically.
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C.1 Hilbert Transform

We have used the Hilbert transform liberally throughout this thesis, in this section we will

discuss it in more detail with a particular focus on its properties in the complex plane. The

Cauchy integral formula states that

f(x) = − 1

πi

∮
c

f(z′)

x− z′
dz′. (C.1)

for a function f(z′) with no poles in the upper half plane. As long as f(z′) decays fast enough

at in�nity the integral may be written as a real one along the real line

fR(x) + ifI(x) = − 1

πi

∫ ∞
−∞

fR(x′) + ifI(x
′)

x− x′
dx′, (C.2)

where the function has been split into real and imaginary parts. Equating real and imaginary

parts we get

fR(x) = − 1

π

∫ ∞
−∞

fI(x
′)

x− x′
dx′, (C.3)

fI(x) =
1

π

∫ ∞
−∞

fR(x′)

x− x′
dx′. (C.4)
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As we can see the Hilbert transform can be used to relate the real and imaginary parts of

a complex function that is analytic in the upper half plane. We also note that the Hilbert

transform applied twice will act as an inverse up to a minus sign.
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D.1 Luttinger Liquid

An important theory in one dimensional physics is Luttinger liquid theory, in this section

we will see how the action of interacting particles in one dimension can be re-formulated as

a non-linear Luttinger liquid. This will allow us to compare to our hydrodynamic action in

the main text and accurately perform the shift in density �eld required. The action we begin

with is the Lieb-Liniger one

S = −
∫
dtdx

(
Ψ̄∂tΨ−

1

2m
∂xΨ̄∂xΨ + (V (x)− µ)Ψ̄Ψ +

g

2
Ψ̄Ψ̄ΨΨ

)
. (D.1)

The �rst step is to split the �elds into an amplitude and phase description Ψ =
√
n0 + ρ(x, t)eiψ(x,t)

on substituting into the action we get

S = −
∫
dtdx

(
iρ∂tψ −

1

2m

(
(n0 + ρ)(∂xψ)2 +

(∂xρ)2

4(n0 + ρ)

)
+ (V (x)− µ)(n0 + ρ) +

g

2
(n0 + ρ)2

)
.

(D.2)

During this process boundary terms are created that are full time derivatives of the density

and the �eld ψ as the density is normalised the further integral over space sets this term to

zero. The condition on ψ gives the boundary condition
∫
dxdt∂tψ = 0. We will now set the
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value of the background density to n0 = µ/g, this choice removes all terms linear in ρ. At

the same time we will introduce a potential �eld for density ρ = ∂xθ/π, this gives us

S = −
∫
dtdx

(
i

π
∂xθ∂tψ −

1

2m

(
(n0 +

1

π
∂xθ)(∂xψ)2 +

(∂2
xθ)

2

4π2(n0 + 1
π
∂xθ)

)
+

1

π
V (x)∂xθ +

g

2π2
(∂xθ)

2

)
.

(D.3)

The additional constant in the action −µn0 + gn2
0/2 +

∫
V (x)n0 has been neglected. If we

wish to make contact with the hydrodynamic action we have presented in the main text we

must take the strong interaction limit g →∞, this gives the background density as a small

quantity that we can expand the higher derivative term in

S = −
∫
dtdx

(
i

π
∂xθ∂tψ −

1

2m

(
(n0 +

1

π
∂xθ)(∂xψ)2 +

(∂2
xθ)

2

4π(∂xθ)
− n0(∂2

xθ)
2

4(∂xθ)2

)
+

1

π
V (x)∂xθ +

g

2π2
(∂xθ)

2

)
.

(D.4)

As our action will be functionally integrated over the velocity we can use stationary phase

to �nd the saddle point. At this point we have the condition

∂xψ =
im

πn0

∂tθ. (D.5)

On the saddle point we neglect higher terms in the small parameter n0 and get

S = −
∫
dtdx

(
− m

2n0π2
(∂tθ)

2 − 1

2m

(
− m2

π3n2
0

∂xθ(∂tθ)
2 +

(∂2
xθ)

2

4π(∂xθ)

)
+

1

π
V (x)∂xθ +

g

2π2
(∂xθ)

2

)
.

(D.6)

Finally by a simple change of variables y = ct, c =
√
gn0/m we can see that the non-linear

Luttinger liquid action is

S = −
∫
dydx

(
−K−1(∂yθ)

2 +K−1(∂xθ)
2 − 1

2mc

(
− g

π3n0

∂xθ(∂yθ)
2 +

(∂2
xθ)

2

4π(∂xθ)

)
+

1

πc
V (x)∂xθ

)
.

(D.7)

With the Luttinger parameter K given by the ratio of velocities πc/g. In this section we

have derived the non-linear Luttinger liquid action from a one dimensional gas with contact

interactions and in the strong interaction limit we have gone further, formulating the action

in a way that can be compared to our hydrodynamic one in the main text.
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D.2 Hodograph Transform

The hodograph transform is a technique used to swap the dependent and independent vari-

ables in a problem. This can be seen intuitively in performing an integral as instead of �nding

the area under the curve y(x) it is equivalent to �nd the area under the inverse function x(y)

and then take the di�erence with the total area. This can help when the inverse function

is far easier to deal with. In our case we do not wish to use the hodograph transform for

integration we wish to use in on a di�erential equation, the principle however is the same.

p(x, t) = u, t = t′, x = g(u, t′). (D.8)

Using the chain rule we have

dp = ∂xpdx+ ∂tpdt, (D.9)

and

dx = ∂pgdp+ ∂t′gdt
′. (D.10)

Rearranging we �nd

dp = (∂pg)−1dx− ∂t′g(∂pg)−1dt′. (D.11)

Hence by comparison with (D.9) the �rst partial derivatives transform as

∂xp = (∂ug)−1, ∂tp = −∂t′g(∂ug)−1. (D.12)

To consider higher derivatives we must see how the partial derivatives transform from the

original (x, t) variables to the new u, t′ ones. This can be done with the chain rule in

combination with the de�nition of the hodograph transform (D.8)

∂x =∂xu∂u + ∂xt
′∂t′ = ∂xp∂u, (D.13)

∂t =∂tu∂u + ∂tt
′∂t′ = ∂tp∂u + ∂t′ . (D.14)
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To convert fully to our new variables we use the transformed �rst derivatives (D.12)

∂x =(∂ug)−1∂u, (D.15)

∂t =− ∂t′g(∂ug)−1∂u + ∂t′ . (D.16)

Then simply applying these to (D.12) gets us the hodograph transformed second derivatives

∂2
xp =− (∂ug)−3∂2

ug, (D.17)

∂2
t p =− (∂ug)−3

[
(∂t′g)2∂2

ug − 2∂ug∂t′g∂t′∂ug + (∂ug)2∂2
t′g
]
, (D.18)

∂x∂tp =− (∂ug)−3
[
∂ug∂t′∂ug − ∂t′g∂2

ug
]
. (D.19)

If we required higher derivatives it is just a case of applying the derivatives (D.15,D.16)

repeatedly.
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