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Abstract 

Auditory imagery is commonly used in everyday life, yet the majority of imagery 

research has focused on the visual domain. This thesis determined some of the 

mediators of auditory imagery vividness and investigated how vividness affects the 

interaction between imagery and perception (Chapter 2). In addition, an fMRI study 

investigated the neural correlates of auditory imagery and perception (Chapter 3). The 

final empirical chapters assessed the interaction between auditory imagery vividness 

and hallucination proneness, and the influence of hallucination proneness on the 

interaction between imagery and perception (Chapters 4, 5 and 6). Imagery vividness 

differs according to sound category and familiarity and is affected by cues to imagine 

sounds. Imagery and perception can also interact to influence the detection of sounds 

in noise, and are processed by partially overlapping regions of the auditory cortex. 

Studies into hallucination proneness revealed little differences between high and low 

hallucination proneness participants when detecting sounds in noise. When stimuli 

had an emotional connotation (i.e. auditorily presented emotional words) high and 

low hallucination prone participants differed only in their memory recall rate, but not 

in their vividness ratings, or in their sound detection performance for such words. 

Taken together, this thesis demonstrates that auditory imagery vividness is a robust 

measure that is affected by a range of cognitive factors. Vividness can influence 

detection of sounds in noise and has measurable affects on neural activation. These 

studies provide evidence for the theory that imagery and perception rely on 

overlapping areas of processing. The thesis also finds little association between 

hallucination proneness and auditory imagery vividness or sound detection 

performance. This suggests that factors other than auditory imagery are associated 

with proneness to hallucination-like experiences 
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Chapter One. Literature Review 

 

In everyday life, auditory imagery frequently used, for instance when we try to recall 

a telephone number or when we replay a song in our heads. This domain of imagery 

has received relatively little research interest compared to other modalities however. 

The current thesis is an exploration of auditory imagery and perception, to investigate 

four main topics:  (i) the factors that influence subjective experience of auditory 

imagery vividness, (ii) how auditory imagery and perception interact, (iii) the 

similarities in neural activation between imagery and perception, and (iv) the 

interaction between hallucination proneness and auditory imagery.  

 

This chapter gives a background to previous imagery research. It reviews early 

research into mental imagery and studies examining the similarities in acoustic 

representations between imagery and perception for sounds, such as pitch, tempo and 

timbre. It also focuses on research into imagery vividness. This chapter presents 

evidence that imagery and perception for sounds can interact with each other to 

influence performance on sound detection tasks. This review also presents studies 

demonstrating a link between auditory imagery and experience of hallucination. 

Finally studies into the brain regions associated with auditory imagery and perception 

are presented. The neuroscientific studies reviewed demonstrate that imagery and 

perception activate similar regions of the brain and that there are dissociations in 

activation according to the sound category heard or imagined. In addition studies into 

auditory recognition disorders following brain injury give a further insight into the 

cortical organisation of the auditory system.  
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1. What is imagery?  

Mental imagery involves the internal representation of perceptual processes in the 

absence of external stimulation e.g. “seeing with the mind′s eye” when using visual 

imagery (Kosslyn, Ganis, & Thompson, 2001). Such mental imagery has fascinated 

philosophers, psychologists and psychiatrists for centuries, as mental imagery is 

involved in many aspects of our everyday life - from remembering past events, to 

planning the future (Eardley & Pring, 2006). The term ‘mental imagery’ applies to all 

sensory modalities though the majority of studies have focused on the visual 

modality.  

 

Due to its phenomenological nature imagery is difficult to assess directly, and, 

relative to studies of perceptual processes themselves, the study of imagery can be 

said to have been relatively neglected. One way to investigate imagery is to assess 

how performance on different tasks is affected by using imagery. For instance Paivio 

(1969) investigated the effects of imagery on memory performance, finding that 

verbal recall increased for words that were easier to create visual images for. This 

suggested a functional mnemonic role of imagery in memory processes. Considerable 

debate has ensued however, to determine the nature of imagery that may affect 

cognitive processing.  

 

For instance Depictive Theory posits that information-processing in imagery relies on 

depictive images formed, like a screen that images are projected on, which can be 

analysed and assessed (Kosslyn, 1973). Kosslyn (1973) found that it took longer for 

participants to imagine moving between two features in imagined pictures (e.g. a 

map) depending on how far away they were in the actual picture. This suggested that 
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participants were actually mentally scanning across the pictures to perform the task. 

Similarly Shepard and Metzler (1988) found that when participants mentally rotated 

imagined complex figures, it took longer for them to perform the rotation the further it 

was from the original orientation of the stimulus. These studies suggest that images 

reflect spatial relationships and orientations in a way similar to the processing of 

items that are actually perceived. 

 

The opposing Propositional Theory posits that visual images are a consequence of the 

cognitive process, rather than the evidence of the process itself (i.e. "like the heat 

from a light bulb, when turned on to light the reading of a book",  Kosslyn, 1994). 

Pylyshyn (1973) suggested that information-processing during imagery is similar to 

other kinds of cognition, and is based on a set of symbolic descriptions or 

propositions.  Furthermore, Pylyshyn (1973) claimed that Kosslyn’s (1973) findings 

were likely to be due to experimenter or participant expectancies about the results or 

due to the participants’ “tacit knowledge” about the physical world, which is used 

when participants solve such imagery tasks. So for instance, because of the tacit 

knowledge that the time to scan between two points on an actual map varies according 

to the distance between them, participants may assume that it will take a similar 

amount of time when asked to perform the task using imagery. Pylyshyn (1973) found 

that imagery tasks where tacit knowledge cannot be used were not solved as well as 

those involving such knowledge, which was taken as evidence for Propositional 

Theory. On the other hand, further studies by Jolicoeur and Kosslyn (1985) 

determined that manipulation of either the experimenter’s or the  participant’s bias did 

not affect the results of mental scanning experiments.  
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Recent advances in neuroimaging have marked a resurgence in interest in imagery. 

Such studies revealed areas in the brain responsive to visual perception, including the 

retinotopic cortex (Fox, Miezin, Allman, Vanessen, & Raichle, 1987; Engel, Glover, 

& Wandell, 1997) are activated  during (visual) imagery tasks (DEsposito et al., 1997; 

O'Craven & Kanwisher, 2000; Wheeler, Petersen, & Buckner, 2000). These findings 

support the theory that visual images are depictive in nature.  

 

2. Measurement of imagery 

A key issue regarding imagery research is that imagery reflects phenomenological 

experience, and cannot be observed directly. Therefore accurate measurement of 

imagery abilities is difficult. 

 

Imagery questionnaires are typically used to measure peoples’ self-reported ability to 

form mental images, and scores on these imagery scales are often related to some 

objective measure of memory. The Questionnaire upon Mental Imagery (QMI) is a 

commonly used measure of imagery vividness. The original questionnaire, designed 

by Betts in 1909, had over 100 items measuring different modalities of imagery 

(visual, auditory, motor, taste and olfaction). Participants rated how clearly they could 

imagine each item on the QMI using a 7-point scale. Sheehan (1967) created a shorter 

35 item version, based on factor analysis of the original questionnaire, which is the 

most commonly used form to date. Use of this shorted form reveals high levels of 

inter-modality correlation, suggesting a general ‘vividness’ factor in imagery 

(Sheehan, 1967). Later studies have failed to find an association between the QMI and 

memory recall however, calling into question the validity of this questionnaire at 
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measuring imagery processes and/or the role of imagery in memory (Richardson, 

1979; Berger & Gaunitz, 1977). 

 

Marks (1973) also developed a self-report imagery vividness questionnaire, called the 

Vividness of Visual Imagery Questionnaire (VVIQ). Like the QMI, the VVIQ 

required participants to rate the vividness of their imagery using a rating scale, for a 

range of items. Unlike the QMI however, the VVIQ focussed purely on visual 

imagery and contained several ‘scenes’ with each item increasing the complexity of 

the ‘scene’. Marks (1973) then grouped participants as ‘good visualisers’ or ‘bad 

visualisers’ according to their average vividness ratings. These participants 

subsequently completed a memory task, in which they viewed 15 photographs, and 

after a delay were asked questions about those photographs. The study revealed that 

‘good visualisers’ were significantly better at answering questions about the pictures. 

McKelvie & Demers (1979) later confirmed this finding in their study of short- and 

long-term memory recall. These studies therefore suggest that subjective vividness of 

visual imagery was a good predictor of memory abilities.  

 

As mentioned above however other studies have questioned the validity of these 

measures, suggesting that vividness may be too idiosyncratic or a reflection of social 

desirable responding. Judging the vividness of one’s own image inherently involves 

comparison with our perceived ideas of other peoples imagery and it is not clear how 

much this judgemental factor plays, compared to any perceptual factors. In addition 

there may be a bias towards giving social-desirable responses, which may 

contaminate ratings. For instance Allbut (2008) found an association between visual 

imagery vividness and measures of social-desirable responding. 
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More recently neuroimaging evidence has suggested an association between increased 

visual imagery vividness and stronger neural activation in the early visual cortex, 

implying that vividness of imagery does reflect increased strength of perceptual 

representations (Cui, Jeter, Yang, Montague, & Eagleman, 2007). In addition 

Belardinelli et al. (2009) found greater involvement of sensory-specific regions during 

imagery for items in different modalities, for high imager compared to low imagers. 

 

2. Studies of auditory imagery 

Though the visual modality has dominated imagery research in the past, interest is 

now increasing in auditory imagery.  The methods used to assess auditory imagery are 

often similar to those used in visual imagery. Here the review will focus on three 

types of study into auditory imagery will be reviewed here, namely (i) individual 

differences in imagery abilities and (ii) behavioural similarities between auditory 

imagery and perception, (iii) neuroscientific and neuropsychological investigation 

into imagery and perception. 

 

Vividness of Auditory Imagery 

Studies of auditory imagery vividness are limited in number compared to studies in 

other modalities of imagery (Hubbard, 2010). Imagery questionnaire studies have 

revealed good correlation between imagery vividness in audition and  imagery 

vividness in other modalities, however (Allbutt, Ling, Heffernan, & Shafiullah, 2008; 

Belardinelli et al., 2009; Sheehan, 1967). 

 

Baddeley and Andrade (2000) went beyond the use of questionnaires by assessing 

how imagery vividness ratings varied for familiar and unfamiliar visual and auditory 
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items, when participants either performed a spatial tapping secondary task or a 

counting secondary task. Auditory imagery vividness was lower following the 

counting task, and visual imagery vividness was lower following the spatial tapping 

task. This suggests phonological loop and visual-spatial sketchpad involvement in the 

respective imagery tasks. Further, vividness was higher for familiar items compared 

to unfamiliar items. This therefore suggests that interfering with specific components 

of working memory can differentially affect different modalities of imagery, and 

suggests an influence of long-term memory on vividness ratings. In addition memory 

for items used on the tasks showed the same pattern of results as that for imagery 

vividness, suggesting good association between imagery and memory.  

 

As mentioned above, some studies question the validity of subjective vividness 

ratings. Allbutt et al. (2008) studied the association between auditory imagery 

vividness, visual imagery vividness and social-desirable responding. This study 

revealed an association between increased visual imagery vividness and increased 

“self-deceptive enhancement” (bias related to social desirability). Auditory imagery 

did not correlate with any measures of social-desirable responding, however. The 

authors suggested that having more vivid visual imagery may be perceived as more 

desirable than vivid auditory imagery, because of the perceived gains of having visual 

imagery, e.g. the ability to remember information more clearly and the importance of 

visualisation. 
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Similarities between imagery and perception 

Research has focused on three main categories of sound: environmental sound, music 

and speech, and early studies focused on the acoustic similarities between imagery 

and perception for such sound categories. 

 

Intons-Peterson et al. (1980; 1992) found that participants judged the loudness and 

pitch of imaged sounds similarly to when they actually heard the sounds. Similarly, 

music imagery and perception share temporal similarities. Halpern (1988) found that 

in both perception and imagery, participants took longer to say whether two song 

lyrics were the same pitch or not, dependent on how faraway the lyrics were from 

each other in the song. Crowder (1989) examined imagery for timbre (i.e. instrument 

voice). Participants were quicker at saying that two notes were the same, when the 

same instrument played both notes, rather than different instruments. In addition when 

participants imagined a particular instrument playing a note, they made “same” 

decisions quicker if the heard note and imagined note were played on the same 

instrument (i.e. if they imagine a trumpet playing a ‘C’ they were quicker to say 

‘same’ if the heard note was a trumpet playing a ‘C’ rather than a flute playing a ‘C’). 

Similarly, Zatorre et al. (1996) asked participants to compare pairs of instruments and 

say how similar they sound to each other, when imagined and when perceived. This 

revealed a similar matrix structure between imagery and perception, suggesting that 

participants can ‘hear’ the timbre similarities between sounds in imagery, similarly to 

perception.  These studies have showed that auditory images have some affinity to 

auditory perceptions in terms of the physical characteristics of sounds.  
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Recent neuroimaging studies revealed that auditory imagery and perception rely on 

similar brain regions (see below for a review). Therefore performing one type of task 

may influence the other (Segal & Fusella, 1970).  

 

Segal and Fusella (1970) examined the affect of visual and auditory imagery on visual 

or auditory target detection. In their first experiment, they asked participants to 

imagine familiar or unfamiliar visual or auditory item (e.g. seeing a volcano or 

hearing a typewriter) and then detect a faint visual or auditory target in noise (e.g. a 

light or a harmonica chord). Forming an image in the same modality to the target 

impaired detection sensitivity, compared to forming images in the other modality. 

This suggests that, though imagery may have a distracting affect on detection 

regardless of the modality, there is a modality-specific interference effect consistent 

with representational overlap between imagery and perception. Segal and Fusella 

(1970) interpreted this as imagery and perception competing for processing capacity, 

leading to detection impairments in perceptual tasks. These authors also found that 

imagining unfamiliar items hindered detection more than familiar items, which they 

attributed to unfamiliar images being more effortful to produce and therefore use 

more processing capacity.  

 

However Farah and Smith (1983) reported opposite affects to that of Segal and 

Fusella (1970), finding a facilitatory effect of imagery on detection. They argued that 

imagery can aid detection if the image and the target match. Farah and Smith asked 

participants to image one of two frequencies of tone and then either detect the same 

frequency, or a different frequency tone in white noise. Detection of the tone 

improved if it matched the imagined tone. Farah and Smith (1983) suggested that the 
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image of the target allowed allocation of attentional resources to the target item, 

making it easier to detect the target. The exact nature of the representational overlap 

may be critical to patterns of facilitation or interference. 

 

Studies have also found that listening to a sound influences imagery tasks. Tinti, 

Cornoldi, and Marschark (1997) examined the affect of visual and auditory detection 

tasks on visual and auditory imagery tasks. Participants formed interactive auditory or 

visual images to pairs of words (e.g. if given ‘drill’ and ‘helicopter’ they could 

imagine the two sounds occurring together, or a visual image of a drill piercing the 

helicopter). Following each pair, participants detected either a visual or an auditory 

target in noise. At the end of the task, participants were given the first word of each 

pair, and tried to recall the second word. Concurrent detection of auditory compared 

to visual targets selectively impaired auditory image recall, and vice versa for visual 

images – mirroring the results from Segal and Fusella (1970). The data again show 

that perception and imagery interact, perhaps due to sharing of their neural 

representations.  

 

Neuroscientific and neuropsychological studies of imagery and perception 

 

3. Neuroanatomy of auditory system 

Early studies of auditory imagery for different sound types suggest that imagery 

shares many characteristics with perception of those sounds. In the past, difficulties in 

imaging the regions involved in perception and imagery of sounds and the 

confounding effect of scanner noise has complicated investigation of the neural 

correlates of such processes (e.g. PET and fMRI, Boatman, 2006). Recent advances 
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with these techniques has led to an increase in auditory investigations, however 

(Boatman, 2006).  

 

A brief description of the peripheral and central auditory areas is necessary, before 

review of neuroimaging studies however. The peripheral auditory area includes the 

outer, middle and inner ears. On presentation of a sound, sound waves are channelled 

through the outer ear, down the ear cannel to the tympanic membrane. These sound 

waves cause the membrane to vibrate and move three middle ear bones, which in turn 

move the basilar membrane. The basilar membrane contains tonotopically (pitch) 

organised hair cells, which selectively move in response to specific sound 

frequencies. Action potentials (generated by movement of these cells) are transmitted 

down auditory nerve fibres in to the central auditory areas. These nerve fibres first 

transmit to the cochlear nuclei in each hemisphere, and each cochlear nucleus receive 

ipsilateral projections (i.e. input from the left auditory nerve fibres only goes to the 

left cochlear nucleus and the same for the right auditory nerve fibres). From here, 

connections lead to both the contralateral and ipsilateral superior olives and then to 

the inferior colliculus. Different auditory functions involve this region, such as 

frequency analysis, sound localisation, filtering and integration (Boatman, 2006). 

From this region, projections are sent from contralateral and ipsilateral sides to the 

medial geniculate body (MGB) in the thalamus, and then to the Primary Auditory 

Cortex. 

 

The key structures in this area are the Heschl’s gyrus and the planum temporale. The 

Heschl’s gyrus is on the upper side of the superior temporal gyrus (STG) and in the 

Sylvian fissure comprises about two thirds of the auditory cortex. The planum 
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temporale is located anteriorly and posteriorly to Heschl’s gyrus. Surrounding this 

area is the Association Auditory Cortex, otherwise known as the auditory belt area 

(Kaas & Hackett, 2008). These regions are partially tonotopic and involved in the 

identification, localisation and discrimination of various types of sound. In addition, 

hemispheric lateralisation differs according to the task demands, the acoustic 

properties and the types of stimulus (Jensen, 2005), some of which are discussed 

below. 

 

4. Neuroscientific studies: perception and imagery 

Recent studies examine whether imagery for sound, without sound stimulation, 

activates auditory areas. Using fMRI, Yoo et al. (2001) found primary and secondary 

auditory cortex activation during auditory imagery. These regions are also active 

during auditory perception (Specht & Reul, 2003). Most studies exploring the 

similarities between imagery and perception focus on more complex stimuli, such as 

music and speech however.  

 

4.1 Music 

Halpern, Zatorre, Bouffard and Johnson (2004) investigated the association between 

behavioural and neural responses during an imagined and perceived musical timbre 

task. Behavioural investigation showed good association between imagery and 

perception (see also Zatorre et al., 1996, above). Auditory perception activated the 

right primary and secondary auditory areas, while the imagery task activated 

secondary auditory areas and the supplementary motor area, suggesting the use of 

subvocalisation. 
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The data from Halpern et al. (2004) contrast with those of  Kraemer, Macrae, Green, 

and Kelley (2005) who found activation in the left auditory association cortex during 

silent gaps in familiar songs compared to unfamiliar songs. Further this effect held 

across songs with and without lyrics, suggesting the verbal content of the songs did 

not explain this asymmetry. These differences may reflect the difference in task 

demands: Halpern et al.’s task involved active timbre comparison, while Kraemer et 

al.’s study involved passively listening to melodies.  

 

4.2 Speech 

Speech perception is classically associated with activation in the left auditory areas, 

so that (for example) patients with lesions to the left temporal lobe have disorders in 

perceiving and understanding speech (Boatman, 2006). Neuroimaging studies 

corroborate this hemispheric lateralisation. Using fMRI, Binder et al. (1996) found 

considerable left lateralised activation (particularly in the planum temporale and 

superior temporal sulcus (STS)) when participants passively listened to monosyllabic 

nouns. Later studies support the finding  of the left hemisphere activation in response 

to speech perception (Scott, Blank, Rosen, & Wise, 2000; Dick et al., 2007). McGuire 

et al.’s (1996a) PET studies revealed an association between inner speech and left 

inferior frontal gyrus activation. This study also revealed an association between 

auditory verbal imagery and extensive left hemisphere activation, including the 

premotor cortex, SMA, and temporal cortex. Similarly Shergill et al.’s (2001) fMRI 

study revealed  an activation of the left inferior frontal and temporo-parietal cortices 

when participants imagined themselves speaking (inner speech). 
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Recent studies have criticised the theory of a left lateralised network however, with 

the argument suggesting more bilateral or task-related activation during speech 

processing (Binder et al., 2000; Price, Thierry, & Griffiths, 2005; Specht et al., 2003).  

 

4.3  Environmental Sounds 

Hoshiyama, Gunji and Kakigi’s (2001) MEG study investigated activation during 

silent and sound-appropriate videos of a hammer hitting an anvil. During the silent 

videos, participants imagined the sound associated with the scene, revealing activation 

in the inferior sulcus and insula of the right hemisphere. This is consistent with right 

hemisphere specialisation for non-verbal sounds (Boatman, 2006), but the study only 

examined activation to a hammer sound and is therefore  unlikely to be representative 

of all environmental sound processing. 

 

Bunzeck, Wuestenberg, Lutz, Heinze, and Jancke (2005) study involved a larger 

range of items. During fMRI scanning participants saw videos of common everyday 

objects, with sound (perception condition) or without sound (imagery condition). The 

control condition involved presentation of scrambled videos. This revealed bilateral 

primary and secondary auditory cortex activation during sound perception, and 

bilateral secondary (but not primary) auditory cortex activation during imagery. 

Therefore the theory of right hemisphere lateralisation for non-verbal sounds may not 

be as clear-cut as previously suggested. 

 

5. Dissociations between sound categories 

Brain imaging studies suggest that imagery and perception within a sound category 

result in overlap in neural activation. Many other studies explored dissociations 
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between different sound categories, for instance between speech and non-speech 

sounds (i.e. music, animal sound, environmental sounds) as these vary greatly in their 

acoustic and semantic characteristics (Binder et al., 2000; Boatman, 2006; Cummings 

et al., 2006; Dick et al., 2007; Specht et al., 2003). Specht and Raul (2003) explored 

activation for tones, non-verbal sounds (music and animal sounds) and speech using 

fMRI,  revealing activation in bilateral primary and secondary auditory areas. The 

strength of this activation varied according to sound category however. Pure tones 

resulted in weak activation in the bilateral superior temporal sulci, whilst music and 

animal sounds resulted in stronger bilateral activation (mainly on the right-hand side) 

in the superior temporal sulci. Speech resulted in strongest activation, mainly in the 

left superior temporal sulci and the left inferior frontal gyrus. In this experiment the 

‘non-verbal sounds’ included music and animal sounds, despite these two sound 

categories having different acoustic characteristics. Different results may have been 

found had the two sources of sound been split into two categories (Kraut et al., 2006). 

 

The category of ‘non-speech’ sounds is in itself extremely broad, encompassing 

sounds of vehicles, tools, animals and music. In addition the environmental sound 

category incorporates both animal and non-living sounds. Animal sounds tend to have 

more harmonic content than other environmental sounds, however (Lewis, 

Brefczynski, Phinney, Janik, & Deyoe, 2005), and often resemble human 

vocalisations in their spectral content (Boatman, 2006). Consequently, recent studies 

investigated category-specific differences within the category of environmental 

sounds to explore whether dissociations exist.  
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In Lewis, Brefczynski, Phinney, Janik and Deyoe (2005) fMRI study, participants 

listened to various animal and tool sounds. Animal sounds resulted in bilateral medial 

superior temporal gyrus activity (mSTG), and widespread left hemisphere activation 

occurred during tool sound perception, including the motor cortex and a mirror 

neuron network. Lewis et al. (2005) suggested that these latter activations were due to 

the sounds corresponding to hand-manipulated tools, which result in greater 

multimodal response compared to other sounds. Altmann et al.(2007) also found 

bilateral STG activation in response to animal sounds, and  Doehrmann et al. (2008) 

found selective adaptation of the left Heschl’s gyrus animal vocalisations, and the left 

posterior middle temporal gyrus (pMTG) to tools sounds. These studies support the 

theory that animal and tool sounds form distinct semantic categories within the brain. 

 

So far no studies have compared imagery for animal sounds compared to non-living 

environmental sounds, although Kraut et al. (2006) explored memory for animal and 

tool sounds. In this fMRI study, participants listened to animal and environmental 

sounds and judged whether the sounds belonged to real stimuli. Activation increased 

in the right STG, the left MTG, and left frontal lobe for animal sounds compared to 

environmental sounds. Kraut et al. (2006) suggested that such dissociations may 

suggest the existence of category-specific processing regions in the auditory semantic 

system that group sounds made by living things, similar to that found in the lexical-

semantic and visual system. The sensory-functional hypothesis is often used to 

describe category-specific differences (Warrington and McCarthy, 1983). This posits 

that animals can be distinguished from each other by their sensory characteristics, 

whereas objects are usually distinguished from each other by their functional 

characteristics (see Humphreys and Forde, 2001). This theory can account for the 
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double dissociations in category specific deficits for living and non-living things that 

patients with semantic deficits have. Interestingly,  recent studies found similar 

category specific deficits in patients with relatively specific auditory agnosia 

(Kolinsky et al., 2002), suggesting similar organisation for the semantic systems of 

auditory sounds and visual objects.  

 

Wu, Mai, Chan, Zheng, and Luo (2006) investigated imagination for animal sounds, 

in isolation of other non-living environmental sounds, using ERP. Participants viewed 

pictures of animals and either just looked at the pictures, or looked at them while 

imagining the sound the animal makes. This revealed significant differences in the P2 

component, which the Wu et al. (2006) attribute to attention allocation, and a further 

difference between the two conditions emerging between 350 – 600ms post stimulus, 

attributed to imagery use. Unfortunately Wu et al. (2006) did not assess the 

similarities in the pattern of responses for imagery and perception. 

 

This collection of studies highlights the difference that exists in activation, associated 

with perception of different categories of sounds. There have been few attempts, to 

factor-out the acoustic and semantic differences that may contribute to dissociations 

in activation however.  

 

6. Patient studies of imagery and perception 

Patient studies provide further evidence for the dissociation in cortical structures 

processing different sounds. Agnosia is an impairment in object recognition from the 

senses, without significant impairment to the sensory organs. Visual agnosia cases are 

perhaps the most common, including reports of patients with selective impairments 
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for different types of objects, such as living things, non-living things, tools, musical 

instruments etc.  (Warrington & Shallice, 1984). In addition, Lissauer (1988) defined 

two main subtypes of agnosia, based on whether the impairment affects perceptive 

information about objects (apperceptive agnosia) or affects access to semantic 

information about objects (associative agnosia). 

 

Auditory agnosias are considerably rarer than visual agnosias for several reasons. 

Firstly the organisation of auditory system means that both sides of space are 

represented in both hemispheres, therefore selective damage to one hemisphere is 

unlikely to result in auditory recognition deficits as the other hemisphere can 

compensate. Secondly, damage to auditory regions is rare because of their location 

within the temporal lobes in relation to blood supply. Third, speech deficits may mask 

impaired non-verbal sound recognition, or are judged more important than non-verbal 

sound impairments (Polster & Rose, 1998).  

 

Despite these factors, perceptual or semantic impairments for sounds do exist. 

Vignolo (1982) investigated semantic knowledge of sounds, using the meaningful 

sound recognition test, in which participants matched environmental sounds to their 

pictures. Perceptual knowledge was assessed using the meaningless sound recognition 

test, in which participants indicated whether two nonsense sounds were either the 

same or different. Vignolo (1982) found that patients with left hemisphere damage 

had impairments on the meaningful sound recognition test, implying that these 

patients had a deficit of access to semantic information about sounds, but no 

impairment on the meaningless sound recognition test. Patients with right hemisphere 

damage displayed the reverse relationship of impairments, suggesting that such 
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patients have impaired perceptual processing of sounds. Though supported by some 

studies (Buchtel & Stewart, 1989; Schnider, Benson, Alexander, & Schniderklaus, 

1994; Vignolo, 2003), other research has found little association between lesion side 

and type of auditory agnosia (Clarke, Bellmann, DeRibaupierre, & Assal, 1996; 

Tanaka, Nakano, & Obayashi, 2002). 

 

Auditory agnosia often involves impairments of verbal recognition (i.e. pure word 

deafness), environmental sound recognition (i.e. non-verbal agnosia) or music 

recognition (i.e. amusia) and such impairments which can either co-occur with or 

present in isolation from each other (Peretz et al., 1994; Polster et al., 1998).  

 

Zatorre and Halpern (1993) asked patients with left or right temporal lobe damage to 

either imagine or listen to familiar tunes and state whether a specific lyric was higher 

or lower in pitch than a reference lyric. Patients with right hemisphere damage had 

both perceptual and imagery impairments, whereas patients with left hemisphere 

damage had no impairments. 

 

Although rare, some studies report similar dissociations in environmental sound 

perception abilities (e.g., impaired perception: Tanaka et al., 2002; preserved 

perception: Hattiangadi et al, 2005). Therefore these studies show that dissociations 

between verbal and non-verbal sounds may also exist after brain lesion. 

 

Some studies report dissociations in deficits for living and non-living sounds, similar 

to the studies of neural activation to different sound categories. Kolinsky et al.(2002) 

found that their patient had impaired animal sound recognition, compared to object 
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sounds. Other authors corroborate these findings (Hart & Gordon, 1992; Sirigu, 

Duhamel, & Poncet, 1991; Gainotti & Silveri, 1996).  

 

This review has so far shown that though auditory imagery is largely a 

phenomenological experience, that imagery can affect perception and vice versa. 

Auditory imagery relies on similar areas of the brain as perception, can interfere with 

and be interfered with by auditory perception, and selective impairments according to 

sound categories can result from brain injury.   

 

The review which follows focuses on schizophrenia and schizotypy, specifically in 

reference to hallucinations as auditory imagery has been implicated in the 

development of such experiences. 

 

7. Schizophrenia 

Kraeplin (1919) first described schizophrenia as a psychiatric disorder, which he 

called ‘dementia praecox’. He characterised this disorder as a chronic long-term 

condition of mental decline, starting in late adolescence. The symptoms included 

hallucinations and delusions, as well as a combination of cognitive, emotional and 

physiological symptoms. Bleuler  (1911) coined the term ‘schizophrenia’ to reflect a 

division between thoughts and feelings. Bleuler noted that schizophrenic patients did 

not necessarily suffer the long-term decline that Kraeplin categorised, but that they 

can recover to some extent. Bleuler’s approach also noted four core features of this 

disorder, loosening of associations (difficulty organising thoughts), ambivalence in 
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relating to others, autism (difficulty in relating to the milieu) and inappropriate affect. 

These symptoms were assumed to occur in all patients1. 

 

Later, Schneider’s (1959) classification of first-rank symptoms for a diagnosis of 

schizophrenia reflected these symptoms, namely hallucinations, thought disorders and 

delusions. Schneiderian first-rank symptoms are still reflected in the current diagnosis 

system for schizophrenia. Diagnosis is now based on criteria set out in Diagnostic and 

Statistical Manual of Mental Disorders (DSM-IV). DSM-IV specifies that a diagnosis 

is appropriate if at least two of the following symptoms have been experienced in the 

past month: hallucinations, delusions, though disorder (such as disorganised speech) 

and negative affect (such as blunted affect). In addition the patient should have 

experienced social or occupational disruptions, for at least 6 months. DSM-IV also 

features a number of subtypes of schizophrenia, dependant on the dominance of 

particular symptoms. Clinicians often use the Structured Clinical Interview to 

diagnosis whether a patient meets these criteria. This interview gathers as much detail 

as possible about the patient’s current psychiatric symptoms, and features different 

modules applying to a range of disorders (e.g., psychotic, mood, substance abuse 

etc.). The psychotic disorders module features criteria for diagnosing schizophrenia 

and schizophrenia-like disorders. Two studies assessed the reliability of the SCID and 

confirmed it to be a robust method of diagnosing schizophrenia (Skre, Onstad, 

Torgersen, & Kringlen, 1991; Williams et al., 1992). 

 

Studies also use these criteria to determine the prevalence of schizophrenia in the 

general population. The NEMESIS study found that overall 41.2% of their population 

                                                 
1 See Boyle (1992) for a review of these studies 
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of 7076 people in the Netherlands had had a psychiatric diagnosis in their lifetime, 

with 0.4% meeting the diagnostic criteria for schizophrenia in their lifetime (Bijl, 

Ravelli, & van Zessen, 1998). Though earlier estimates suggested that the prevalence 

of schizophrenia is about 1% of the normal population (DSM-IV) other studies 

support that the prevalence is actually between 0.4 - 0.5% across different populations 

(Torrey, 1987; Goldner, Hsu, Waraich, & Somers, 2002; Saha, Chant, Welham, & 

McGrath, 2005). 

 

As mentioned above there are a number of symptoms associated with schizophrenia, 

such as hallucinations, delusions and negative affect. A large focus of research has 

focused on the underlying construct of these symptoms in schizophrenia. 

 

Crow (1980) proposed that schizophrenia involves two syndromes, which have 

separate pathology and are defined by the existence of positive or negative symptoms. 

Positive symptoms are in excess of normal mental function, and include 

hallucinations and delusions, which Crow (1980) associated with an increase in 

dopamine receptors. Negative symptoms are deficient compared to normal mental 

function, and include blunted affect and poverty of speech, which  Crow (1980) 

associated with structural changes in the brain, particularly surrounding the ventricles 

(Andreasen, 1982a). Crow (1980) posited that despite the differing pathology, 

positive and negative symptoms can co-occur in patients. Later work by Andreasen 

(Andreasen, 1982b; Andreasen, 1984) supported this model and developed scales to 

measure positive and negative symptoms, (Scale for the Assessment of Positive 

Symptoms, SAPS and Scale for the Assessment of Negative Symptoms, SANS). The 

SANS and SAPS contains 50 items grouped into nine subscales (five in the SANS 
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and four in the SAPS). From assessment of these symptoms Andreasen concluded that 

schizophrenia involves two different syndromes, such that patients can be classified as 

having positive, negative or mixed syndromes. They discovered a negative correlation 

between positive and negative symptoms, suggesting that such symptoms exist at 

either end of the same continuum.  

 

The Positive and Negative Symptom Scale (PANSS, Kay, 1987) also assesses patients 

from the position of a dichotomous model of schizophrenia. PANSS is a 30-item 

structured clinical interview. Seven items focused on positive symptoms, seven 

focused on negative symptoms, whilst the remaining 16 items measured general 

psychopathology. PANSS assessment similarly supports the notion of a two 

dimensional model, as again a negative correlation was found between positive and 

negative scales. 

 

Later studies have however suggested that there may be more dimensions to 

schizophrenia than just positive or negative syndromes. For instance Liddle (1987) 

assessed 40 patients with a DSM-III diagnosis of schizophrenia, with the SAPS and 

SANS. Factor analysis revealed three factors: a delusional-hallucination syndrome, a 

disorganised syndrome and a negative syndrome. Other factor analyses supported a 

similar three-factor model (Arndt, Alliger, & Andreasen, 1991; Peralta, Deleon, & 

Cuesta, 1992) rather than the positive–negative dichotomy suggested by Crow (1980) 

and Andreasen (1982). Other studies however suggest an even more complex factor 

structure, positing further dimensions and sub-dimensions, of the basic three factor 

model (see Peralta & Cuesta, 2001 for a review of such studies).  
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Despite the considerable debate regarding the key symptom structure of 

schizophrenia, many studies focus on determining the cause of these symptoms in 

schizophrenia. 

 

For instance as mentioned above, Crow (1980) suggested a biological component to 

the development of schizophrenia, with increased dopamine receptors associated with 

positive symptoms and neurological impairments associated with negative symptoms.  

 

Frith & Done (1988) model also implicated neurological differences in the 

development of schizophrenia symptoms. Their theory posited that negative 

symptoms arise through impaired connection between the prefrontal cortex and basal 

ganglia, leading to difficulty in action initiation (and therefore poverty of speech and 

disorganised speech). In contrast this theory hypothesised that impaired connections 

between the prefrontal cortex and hippocampus result in difficulties in discriminating 

internally or externally generated events (and therefore leading to the manifestation of 

hallucinations and delusions).  

 

In contrast Hemsley’s (1993) neuropsychological model suggested that schizophrenia 

symptoms originate from a difficulty in separating memories from sensory input, as a 

result of impairments within the hippocampus and surrounding areas. This leads to 

automatic activation of irrelevant memories, which (due to their irrelevant and 

unintended nature) are concluded to be alien and from an external source, leading to 

hallucinatory experiences. Also hippocampal impairments lead to problems 

distinguishing relevant and irrelevant details in the environment. As such, attention is 
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drawn to irrelevant details, leading patients to determine why their attention is drawn 

to the item, resulting in delusional beliefs of meaningfulness. 

 

Many studies suggest a genetic component to schizophrenia development. Gottesman 

and Sheilds (1982) estimated that the risk of developing schizophrenia increases 10-

fold for siblings of patients with schizophrenia, and there is about a 50% of a person 

developing schizophrenia for monozygotic twins of patients, or if both parents have 

the disorder. In addition Kety, Rosenthal, Wender, & Schulsin (1971) found higher 

rates of schizophrenia-related illness in families of adopted schizophrenics than 

control participants. Rosenthal, Wender, Kety, Welner, & Schulsin (1971) found that 

31.6% of adopted-away children from schizophrenia-spectrum diagnosis patients 

developed schizophrenia compared to 17.8% for the control group.  

 

These models therefore suggest that schizophrenia symptoms (particularly positive 

symptoms) arise through biological or neurological differences of schizophrenic 

patients. Such models do not explain why some people with biological 

predeterminants of schizophrenia do not develop the disorder. Other models posit that 

combination of biological and other factors are involved in the development of 

schizophrenia. 

  

For instance the Stress-Vulnerability model (Zubin & Spring, 1977) posited that 

biological differences create an underlying vulnerability to schizophrenia, which 

under stress conditions, results in manifestation of psychosis symptoms. Patients vary 

in the extent of their vulnerability, so that lesser or greater amount of stressors result 

in disorders varying in severity. This explains the variability of schizophrenia between 
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patients. Evidence for this theory comes from studies that find that patients that 

develop psychosis symptoms have an increase in stressful life events in the months 

prior to onset (see Norman & Malla, 1993for a review of such studies) for a review of 

such studies). This model does not explain the expression and variability of specific 

symptoms however. 

 

Indeed, attempts to define a theory that encompasses all symptoms of schizophrenia 

have generally been unsuccessful (Birchwood & Jackson, 2001), therefore many 

theoretic approaches focus on particular symptoms (e.g., delusions, hallucinations) or 

symptom clusters (e.g. negative symptoms).  

 

In particular, a number of cognitive models have been designed to describe the 

development of positive symptoms. For instance Maher (1974) posited that delusions 

develop in association with hallucination, such that they are reasonable explanations 

for anomalous hallucinatory experiences. Further models posit more complex 

mechanisms however. 

 

Garety, Kuipers, Fowler, Freeman, & Bebbington (2001) view delusions as a failure 

of reasoning processes that enable people to consider alternate hypotheses for unusual 

thoughts and experiences. As such deluded patients tend to jump to conclusions, 

leading them to be more willing to accept their initial hypotheses for unusual events 

without seeking further confirmatory evidence. 

 

Bentall, Kinderman, & Kaney (1994) posited that delusions develop through an 

exaggeration of normal cognitive biases. For instance Kaney & Bentall (1989) 
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administered the Attributional Styles Questionnaire to delusional patients, depressed 

patients and controls. Delusional and depressed patients both attributed to global and 

stable consequences to negative events (i.e. will affect a wide range of events, and 

will be present in the future). The two groups differed in the perceived internality of 

events however, such that depressed patients viewed negative events as internally-

caused (e.g. due to the self) and positive events as externally-caused (e.g. due to luck), 

whereas deluded patients displayed the opposite beliefs. Deluded patients resembled 

normal participants in their beliefs of externality/internality for good and bad events, 

however in an exaggerated form. Bentall et al. (1994) posited that if attributional 

biases reflect attempts to protect self esteem in normal personality, delusions indicate 

an extreme attempt to protect self esteem in deluded patients. 

 

Similar cognitive theories have been developed for hallucinations also (see 

Hallucination section below). Therefore it appears that a symptom-based approach to 

understanding schizophrenia is more explanatory than a single unified construct. As 

mentioned above however, there is also some disagreement about the factor structure 

of schizophrenia symptoms, namely what are the key symptom clusters. This 

provokes the question of whether schizophrenia as a unified concept is valid at all. A 

number of researchers have suggested that rather than taking a syndrome-based 

categorical approach to assessing schizophrenia, a dimensional approach is more 

appropriate for assessment, based on individual symptoms (Bentall, 1992; Bentall, 

2006; Allardyce, Gaebel, Zielasek, & van Os, 2007). 

  

Bentall (1992) questioned the concept of schizophrenia stating that it should meet a 

number constructs to be considered reliable and valid. Firstly measurement of 
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symptoms using different criteria should result in concordant diagnoses for 

schizophrenia to be a reliable construct. In contrast, Brockington, Kendell, and Leff 

(1978) found low concordance rates in diagnosis when comparing different criteria. In 

addition for schizophrenia to be a valid construct, it should be associated with a 

specific set of symptoms (e.g., delusions, hallucinations, negative affect etc). It is rare 

however, to find two ‘schizophrenic’ patients who present with the same symptoms. 

Also the major symptoms of schizophrenia are associated with other psychiatric 

disorders. Specifically, schizophrenia, bipolar disorder and depression have similar 

characteristic, such as affective symptoms, mania or delusions. Therefore some 

studies focus on the degree of association between these disorders, to corroborate 

whether they are actually distinct. Everritt (1972) performed cluster analysis on 480 

patients diagnosed with a psychiatric disorder. This analysis clusters participants 

together based on the similarities between their symptoms. Therefore all patients with 

schizophrenia should have formed a distinct cluster from those with bipolar disorder 

for instance. Though the analysis found separate clusters for these disorders, about 

60% of the patients fell into one or more poorly defined clusters that do not apply to a 

specific disorder, questioning the dissociation between different syndromes.  

 

In addition for schizophrenia to be a valid construct it should be discontinuous with 

the normal personality (Allardyce et al., 2007) such that one either has schizophrenia 

or not. However as shown in the next section, people within the normal population do 

present with psychosis-like symptoms, suggesting a continuity between ‘normality’ 

and schizophrenia. 
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8. Schizotypy 

The early Kraeplin concept of schizophrenia suggested a clear boundary between 

mental illness and mental wellness, such that one can either be schizophrenic or not. 

Later theories posited that experience of schizophrenic symptoms may exist on a 

continuum, with normal mental health at one end and full blown schizophrenia at the 

other (Strauss, 1969; Crow, 1995).  

 

Associated with this theory is the concept of ‘schizotypy’, in which individuals can 

have similar traits to that of schizophrenia, but at a subclinical level (Meehl, 1962). 

Two models describe the occurrence of schizotypy (Claridge, 1997). The quasi-

dimensional model (a predominately medical perspective) views schizotypy as a mild 

form of actual schizophrenia, whereas the fully dimensional model (predominately 

psychological perspective) views schizotypy as an extreme variation of normal 

personality. A key difference between these theories is that the fully dimensional 

model suggests that it is possible to be a healthy schizotype, whereas the quasi-

dimensional model sees schizotypy symptoms as underlying schizophrenia itself. 

 

Meehl (1962), a proponent of the quasi-dimensional model posited that many people 

have an inherited neural defect, which in partnership with environmental influences, 

results in behaviour characteristics similar to schizophrenia. These include ‘cognitive 

slippage’ (a mild form of thought disorder) interpersonal problems and anhedonia. 

Meehl (1962) termed this condition ‘schizotaxia’ and people with such characteristics 

‘schizotypic’. This theory supported a Stress-Vulnerability viewpoint and posited that 

many people have latent schizophrenic symptoms, which only develop into full-blown 

schizophrenic symptoms with exposure psychosocial stressors. Claridge (1992) 
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likened this situation to hypertension, where blood pressure ranges along a 

continuum. This only causes problems for the individual when it becomes very high, 

and exacerbated by stress to cause a stroke.  

 

Indeed, onset and relapse of psychosis is associated with stressful life events, such as 

daily life stressors (Myin-Germeys, Delespaul, & van Os, 2005) child abuse (Read, 

van Os, Morrison, & Ross, 2005) and trauma (Morrison, Frame, & Larkin, 2003). 

 

Other studies focussed on the inherited aspect of schizotypy, investigating the 

existence of such symptoms in relatives of schizophrenic patients. Such studies find 

that first-degree relatives of schizophrenic patients have more schizotypal traits than 

control participants, such as disorganised thinking, negative symptoms or social 

dysfunction, participants (Kendler, Mcguire, Gruenberg, & Walsh, 1995; Kendler, 

Thacker, & Walsh, 1996).  

 

High risk participants (i.e. those with a genetic risk of developing schizophrenia 

through having a relative with the disorder) may show early-signs of psychosis 

development in childhood. For instance studies of high risk children show that 

neurological abnormalities (Keshavan et al., 1997; Sharma et al., 1997), minor 

physical abnormalities (Schiffman et al., 2002) and language abnormalities (Bearden 

et al., 2000) were associated with schizophrenia development in adulthood. In 

addition, psychosis-like symptoms in childhood are predictive of future psychiatric 

diagnosis. For instance Poulton et al. (2000) found an association between that reports 

of psychotic experiences at 11 years old, such as voice hearing and delusional 

thinking and schizophreniform diagnosis 26 years later. Also Escher et al. (2002) 
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found that 40 % of 12 year old children who heard voices, still heard them 3-years on, 

with negative voice appraisals and anxiety/depression symptoms distinguishing those 

who still heard the voices from those who did not. Therefore such early signs of 

psychosis symptoms are predictive of future psychosis development, suggesting a 

continuity of symptoms from childhood to adulthood.  

 

In response to Kety et al. (1971) and Rosenthal et al’s. (1971) study findings (see 

above) Spitzer et al. (1979) designed Axis-II of DSM-III to incorporate diagnosis of 

“subclinical schizophrenia”. Axis II disorders focus on personality disorders, 

including schizotypal personality disorder (SPD). This disorder is characterised by a 

combination of social difficulties and unusual experiences, but not at levels that 

impair occupational functioning or involving chronic hallucinations or delusions 

(these can occur at a less severe level). DSM-III features 9 criteria for diagnosis of 

SPD, including magical thinking, social anxiety and odd behaviour. In addition 

clinicians use a specific SCID for personality disorders to diagnosis SPD (SCID-II, 

Spitzer, Endicott, & Gibbon, 1979). 

 

Fully dimensional models posit that schizotypy is an extreme variation of normal 

personality. This theory orginates from Eysenck’s theory of psychoticism (1960), who 

suggested that people vary along a continuum of psychoticism, and can remain 

healthy, despite having traits of psychoticism. 

 

Questionnaire-based self-report measures are often used to assess schizotypy from 

this perspective. The focus of such measures varies between questionnaires, with 

some incorporating all symptoms (i.e. O-LIFE, Mason, Claridge, & Jackson, 1995; 
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SPQ, Raine, 1991) and others on more specific symptoms, such as the Perceptual 

Aberrations Scale (Chapman, Chapman, & Raulin, 1978) or the Launay-Slade 

Hallucination Scale, (Launay & Slade, 1981).  

 

Similarly to schizophrenia, much debate has focused on the factor structure of 

schizotypy, and used factor analysis to determine its structure. The predominant view 

posits that two factors underlie the nine SPD symptoms, namely cognitive-perceptual 

dysfunction (e.g., magical thinking, unusual perceptions, etc) and deficient social 

functioning (e.g., social anxiety, no close friends etc) (Siever & Gunderson, 1983) .  

Other studies posit more than two factors however. For instance Bentall et al. (1989) 

conducted a large scale investigation of 14 schizotypy scales. These scales and the 

Eysenck personality questionnaire formed the ‘Combined Schizotypal Traits 

Questionnaire’ and factor analysis was performed on the data. Exclusion of a delusion 

scale revealed a three-factor model relating to positive symptomatology, negative 

symptomatology and the third relating to social anxiety and cognitive disorganisation. 

With the delusion scale included a four-factor model emerged containing the same 

three factors as the previous model, plus an extra factor of asocial behaviour. A later 

study confirmed this factor structure (Claridge et al., 1996). 

  

The Schizotypal Personality Questionnaire (SPQ, Raine, 1991) focuses on all nine of 

the DSM-III criteria of SPD. It was developed from other schizotypy questionnaires, 

including the SANS (Andreasen, 1984), and SCID-II (Spitzer et al., 1979). Factor 

analysis of the SPQ found a three-factor model of schizotypy, containing a cognitive-

perceptual factor (reflecting unusual perceptual experiences and magical thinking), an 

intrapersonal factor (reflecting social anxiety and lack of close relationships) and a 
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disorganisation factor (reflecting disordered speech or behaviour) (Raine et al., 1994). 

Fossati et al. (2003) confirmed this factor structure in an Italian sample, and 

established that this structure was consistent across age and gender. 

 

Later, Mason, Claridge and Jackson (1995) developed the Oxford-Liverpool 

Inventory of Feelings and Experiences through exploratory factor analysis of several 

questionnaires and scales measuring personality traits, schizotypy and psychosis 

symptoms, such as the Launay-Slade Hallucination Scale (Launay et al., 1981), the 

Psychotism scale from the EPQ (Eysenck & Eysenck, 1975), the MMPI (Golden & 

Meehl, 1979) and the STQ (Claridge & Broks, 1984). The final 104-item 

questionnaire contained four scales. The Unusual Experiences (UE) scale assessed 

positive symptoms, such as hallucinations and delusions. The Introvertive Anhedonia 

(IA) scale questioned about negative symptoms, such as flattened affect and lack of 

social involvement. The Cognitive Disorganisation (CD) scale assessed attention, 

concentration and decision-making difficulties. These subscales reflect the three 

factor structure of schizophrenia symptoms (Mason & Claridge, 2006), however the 

O-LIFE also contained a fourth subscale. The Impulsive Nonconformity (IN) subscale 

assessed self-abusive, violent or reckless behaviours. Analysis of  the final 

questionnaire revealed good internal reliability and high inter-correlations between 

the subscales (only the correlation between UE and IA was not significant) (Mason et 

al., 1995; Mason et al., 2006). In addition each subscale correlated with age, showing 

that scores generally decrease with age. Factor analysis revealed a four factor model, 

relating to the original four scales of the questionnaire. 
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Therefore factor analyses revealed that a similar factor structure underlies schizotypy 

as schizophrenia, supporting the theory that they exist on a continuum with more 

extreme symptoms. A problem with continuum approaches is that the separation 

between schizotypy and schizophrenia becomes based on an arbitrary cut-off based on 

a group average score. In borderline cases, it becomes difficult to establish whether a 

set of symptoms constitute a mental illness or an eccentric personality. It is difficult to 

treat schizotypy and schizophrenia based on a continuum approach, as such 

intervention is based on a dichotomous decision (i.e. to treat or not to treat). Decisions 

of this sort may lead to stigma associated with a diagnosis, and revert mental illness to 

something one either has or has not.   

 

The next section of this review focuses on theories of hallucination development as 

well as measurement of hallucinations. 

 

9. Hallucinations 

Investigation of hallucination is an area where imagery research may be most 

pertinent, since such experiences involve miscategorisation of internal mental events 

(i.e. imagery) as external.  

 

DSM-IV defines hallucinations as: 

“A sensory perception that has the compelling sense of reality of a true perception but 

that occurs without external stimulation of the relevant sensory organ.” 

 

Hallucinations are most commonly associated with psychosis, but are a common 

symptom of other psychiatric disorders such as PTSD, bipolar disorder and depression 
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(Beck & Rector, 2003). Indeed Brasic (1998) noted over 40 other disorders that 

involve hallucination.  

 

Hallucinations can be experienced in all modalities (e.g., auditory, visual, tactile etc) 

but auditory hallucinations are by far the most commonly experienced by 

schizophrenic patients, followed by visual, tactile and olfactory/gustatory 

hallucinations (Mueser, Bellack, & Brady, 1990). Schneider (1959) noted auditory 

hallucinations as first-rank symptoms of schizophrenia. Indeed estimates range 

between 50 % and 74% for patients lifetime prevalence of auditory hallucination 

(Slade & Bentall, 1988; Baethge et al., 2005). 

 

Auditory hallucination vary greatly in their presentation, ranging from simple sounds 

such as tapping or scratching noises, to full sentences from a number of different 

voices (Beck et al., 2003). Schneider reported three main types of hallucination: 

Hearing own thoughts out loud, hearing voices arguing and hearing voices 

commenting on one's actions. In addition the features of hallucinated voices vary 

greatly. Nayani and David (1996) investigated the phenomenology of auditory 

hallucination. Hallucinations varied in their perceived location with the majority of 

patients stating that they originate from the head, and a smaller percentage 

experiencing them as from an external source. The majority of voices were also male 

and often known to the patient in real life. 

 

Hallucinatory experiences of patients are often associated with negative symptoms. 

For instance Krabbendam et al. (2005) found that depressed patients have a greater 

incidence of hallucinations when followed-up 3 years later, than non-depressed 
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patients. In addition periods of stress or trauma often mark onset of hallucinations 

(Beck et al., 2003). 

 

Though hallucinations are a common symptom of psychiatric disorders, many people 

who do not suffer from such disorders report experience of hallucinations. Romme 

and Escher (1989) appeared on a television show, in which they invited people who 

heard voices to participate in a study of voice hearing. A large number of people who 

responded to the invitation did indeed experience voices, but about 40% claimed they 

coped well with them, considered them a normal part of their life and did not need 

treatment for them. 

 

Because reports of non-psychiatric hallucinatory experiences are so common, a 

number of studies focused on ascertaining the proportion of the normal population 

that have such experiences. Estimates ranged from 5% and 25% of people in the 

normal population who experience hallucinations (Tien, 1991; Barrett & Etheridge, 

1992; Young, Bentall, Slade, & Dewey, 1986), with the average around 10% (Slade et 

al., 1988). Indeed Slade and Bentall (1988) suggest that hallucinations exist at the 

extreme end of a continuum, with normal vivid mental imagery being at the other end. 

 

10 Measurement of hallucinations 

Many measures investigate hallucination experience as part of wider assessment of 

general positive and negative symptoms of schizophrenia or schizotypy (e.g., PANSS, 

STQ and O-LIFE) whereas others focus purely on hallucination. 
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The PSYRATS (Haddock, McCarron, Tarrier, & Faragher, 1999) focuses on positive 

symptoms, containing both a hallucination scale and a delusion scale. The scales 

investigate the duration, frequency and amount of distress associated with 

hallucinations and delusions, which are rated by the clinician. Investigation of ratings 

of 71 patients revealed good inter-rater reliability, and significant correlations 

between some of the PSYRATS items and another psychiatric assessment scale, 

suggesting that the scale was both reliable and valid. Drake et al. (2007) confirmed 

this in a later study, finding it was beneficial for assessment of first-episode psychosis 

patients. This scale was developed for assessment of psychiatric patients however, 

and as such cannot be used to assess hallucination-like experiences in non-psychiatric 

patients. 

 

In contrast the Launay-Slade Hallucination Scale (Launay et al., 1981) is a self-report 

measure, which can be used with psychiatric and non-psychiatric patients. Originally 

tested on prison inmates, this scale determined whether the incidence of hallucination 

was greater in these participants than in the normal population. The final scale 

featured 12-items, covering experiences ranging from vivid mental events to hearing 

unusual sounds in the absence of an external source, to which participants gave yes or 

no responses. As well as confirming a higher incidence of hallucination-like 

experiences in the inmate group, factor analysis of the whole data-set revealed two 

main factors: “tendency to hallucinatory experiences” and “negative response set” 

(only two items loaded significantly on the latter factor, as they were negative in 

tone). In addition scores on the LSHS correlated with that of Eysencks Psychotism 

scale (P) suggesting that this scale had good reliability.  
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A later study by Bentall and Slade (1985) investigated the reliability of the LSHS, by 

asking 150 male non-psychiatric participants completed the LSHS on two separate 

occasions. This study used the same scale as in the previous study except that 

participants rated the extent to which they agreed with each item. They found a 

correlation between the two versions of the questionnaire, suggesting that the LSHS 

measure is reliable and measures a stable trait. 

 

Other LSHS studies focussed on the factor structure of this questionnaire in non-

psychiatric participants. Aleman et al (2001) conducted a Principal Components 

Analysis (PCA) on the LSHS scores of normal participants and found three main 

factors: “general hallucination tendency”, “subjective externality of thought” and 

“vividness of daydreams”. Another PCA with psychiatric patients revealed similar 

factors of “vivid daydreams”, “clinical auditory hallucinations” and “intrusive 

thoughts”, and also an extra factor of “subclinical auditory hallucinations” (Levitan, 

Ward, Catts, & Hemsley, 1996). 

 

The above studies suggest that the LSHS is a reliable and valid method of measuring 

hallucinatory experiences, in both the psychiatric and non-psychiatric populations. 

This scale does not take into account unusual sensory experiences in modalities other 

than the auditory modality, however. It also does not explicitly measure factors 

related to the severity of hallucination experiences such as distress and distraction 

caused by such experiences, or the frequency at which the experiences occur. Such 

measures would help determine how pervasive hallucination-like experiences are. 

 



  

39 
 

The Cardiff Anomalous Perceptions Scale (CAPS, Bell, Halligan, & Ellis, 2006) is a 

32-item scale which questions about anomalous experiences in all sensory modalities, 

without direct questions about schizotypy or hallucinatory experiences. It featured 

nine categories of questions related to different anomalous experience. Participants 

give yes or no responses to the questions and where participants gave a positive 

response, they also rated the experience using a 5-point rating scale, on three 

dimensions: the distress, the intrusiveness, the frequency of the experience. Bell et al. 

(2007) tested this scale with a group of non-psychiatric participants and a psychiatric 

group of participants.  

 

As well as good internal reliability, the CAPS total score correlated well with the O-

LIFE, LSHS and PDI, suggesting that this questionnaire has good construct validity. 

A PCA on the CAPS total score revealed three factors: “temporal lobe experiences”, 

“chemosention” (i.e. unusual olfactory and gustatory experiences), and “clinical 

psychosis”. Therefore it appears that the CAPS encompassed a wide range of 

experiences which may influence hallucination disposition. 

 

These measures are useful tools for determining the presence and pervasiveness of 

hallucinations. The following section turns to theories of the development of 

hallucinations. 

 

10. Theories of Hallucination 

Research into the development of hallucinations mainly suggests that internal 

representations of sounds or voices are confused with perceptions for actual sounds or 

voices. Theories differ in the mechanism by which this occurs. Three major cognitive 
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theories of hallucination development are reviewed here. These are imagery theory, 

inner speech theory and reality monitoring theories. 

 

10.1 Imagery vividness theories of hallucination 

 

Mintz and Alpert (1972) argued that patients who suffer from hallucinations have 

abnormally vivid imagery, so, relative to other individuals images of patients are more 

‘perceptual-like’ in quality and therefore more easily confused for actual percepts. 

 

Mintz and Alpert’s (1972) grouped hallucinating and non-hallucinating schizophrenic 

patients according to whether they scored high or low in an auditory imagery 

vividness task. A greater number of hallucinating patients scored highly on this task 

compared to non-hallucinating patients. Participants also took part in an auditory 

detection task in which they reported the presence of sentences in white noise and 

their confidence in their responses. Relative to non-hallucinating participants, 

hallucinating participants had a lower correlation between their accuracy in sentence 

report and their confidence ratings. Mintz and Alpert (1972) argued that the 

hallucinating group were relatively poor at judging their own internal state, leading 

them to be overly confident in the task. One theory is that ‘reality testing’ or ‘source 

monitoring’ deficits are a major mechanism in developing hallucinations, in 

combination with high imagery vividness. Mintz and Alpert (1972) suggested that 

hallucinations come about when participants have abnormally vivid imagery plus a 

deficit in the mechanism which determines these events as internal, leading to 

confusion between mental images and external events.  
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Sack et al. (2005) also investigated the association between vividness of imagery and 

hallucinations in patients with psychosis. Hallucinating patients had high imagery 

vividness in all modalities, compared to non-hallucinating patients. There was no 

relation between severity of symptoms and imagery vividness however, suggesting 

that vivid imagery may be an independent trait of patients but not causally related to 

hallucination.  

 

Increased imagery vividness of patients who hallucinate is not a consistent finding, 

however. Brett and Starker (1977) and Starker and Jolin (1982) both found that 

hallucinating participants reported less vivid imagery than non-hallucinating and 

control participants. These authors have suggested that patients who hallucinate have 

abnormally low vividness of imagery which leads them to assume that any experience 

of imagery is something extraordinary (Smith, 1992). 

 

Studies using imagery ratings may be prone to effects of social desirability (on the 

one hand) or lack of motivation or apathy (on the other) however.  To overcome such 

problems, later studies have investigated the association between hallucination and 

more objective measures of auditory imagery. Bocker, Hijman, Kahn and de Haan 

(2000) had groups of hallucinating, non-hallucinating and control participants 

complete tests of visual and auditory perception, objective measures of vividness of 

imagery and reality discrimination tasks. Hallucinating and non-hallucinating 

participants did not differ in performance on the perceptual tests though there were 

differences between hallucinating and non-hallucinating participants on a visual 

imagery-perception interaction task. Hallucinating participants benefited more from 

imagining a visual target, when asked to detect a faint visual stimulus in visual noise, 
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compared to non-hallucinating participants. Few differences were apparent between 

hallucinating and non-hallucinating participants in the reality discrimination task, 

though a hallucination severity and response bias in an auditory sound detection task 

correlated. In other studies though (Aleman, Bocker, Hijman, de Haan, & Kahn, 

2003) hallucinating and non-hallucinating patients do not differ on a number of 

objective imagery tasks.  

 

More recent studies have investigated the links between imagery and perception in 

participants who have schizotypic traits and/or hallucination-like experiences, but at a 

subclinical level. Research with such participants is advantageous because it removes 

the confounding affect of medication or cognitive deterioration, allowing 

investigation of characteristics of schizophrenia without these confounds. There is a 

suggestion that normal mental imagery lies on a continuum with more perceptual like 

experiences, such as hallucinations, with vivid imagery lying somewhere between the 

two extremes (Slade et al., 1988).  Merckelbach and van de Ven’s (2001) studied 

provided evidence for this, as their normal participants reported hallucination-like 

experiences in an auditory listening task. They told participants the song ‘White 

Christmas’ may be present in a sample of white noise. Despite the absence of the song 

in the white noise throughout the experiment, 32% of participants believed that they 

heard the song. Therefore experience of “hearing” imaginary sounds actually appears 

to occur frequently in the normal population. 

 

Barrett (1993) compared imagery vividness across seven modalities for groups of 

high or low hallucinatory participants from the normal population . High hallucinators 

had more vivid imagery on several subscales suggesting a common underlying actor 
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contributing to imagery vividness; however there was no association between 

vividness of auditory imagery and occurrence of auditory hallucinations. 

 

Aleman et al. (1999) investigated both objective (imagery triad comparison) and 

subjective measures of imagery (QMI) in high and low hallucination prone 

participants. Similarly to previous studies with hallucinating patients, high 

hallucination prone participants had more vivid imagery on the QMI compared to low 

hallucination prone participants, whereas the opposite relationship occurred for the 

objective imagery task. A later study again compared objective and subjective 

imagery vividness. This experiment included more objective tasks however, such as a 

visual letter imagery task, an auditory music imagery task and an imagery-perception 

interaction task, and the imagery triad task (Aleman, Nieuwenstein, Bocker, & de 

Haan, 2000). Hallucination proneness did affect visual imagery vividness ratings but 

the only effects on the objective tasks emerged through higher correlations (and 

smaller overall differences) between the imagery and perceptual versions of the triad 

task for the high hallucination prone participants. The study also revealed a significant 

correlation between imagery and perception on the music task for the high 

hallucination prone participants. These data suggest that high hallucination prone 

individuals may have a greater similarity between imagery and perception. 

 

Overall these studies show that the pattern of performance of high hallucination 

prone, normal participants is similar to that of hallucinating psychosis patients. 

However it appears that though high hallucination prone and hallucinating 

participants are more likely to rate their imagery as more vivid, such vividness does 
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not necessarily translate to better performance on objective measures of imagery 

vividness. 

 

10.2 Inner Speech Theories of Hallucination  

Inner speech is the normal process of internal verbalisation of our thoughts. The inner 

speech theory suggests that hallucinations originate from a disrupted inner speech 

generation, such that the patient does not realise that these thoughts are self-generated 

and so categorises them as ‘alien’ (Frith and Done, 1987). 

 

Allen et al (2006) provided evidence for this theory, by using a source monitoring 

task. In this task, high and low hallucination prone participants distinguished their 

own distorted voices from other voices, showing that high hallucination prone 

participants made more errors about the source of the voices than low hallucination 

prone participants.  

 

Related to the theory is the suggestion of increased subvocalisation use in 

hallucinating patients. Subvocalisation often accompanies inner speech and involves 

covert use of vocal organs, as if preparing the person for actual speech. Gould (1949) 

amplified a patients subvocalisations and found that the resulting speech matched 

closely with what the patient claimed the voices had been saying. Other studies 

confirm that that hallucinating patients experience subvocalisation during 

hallucinations (Mcguigan, 1966), and that interfering subvocalisation can interrupt 

hallucination (Green & Kinsbourne, 1990).  
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Neuroimaging research also supports the inner speech theory. McGuire et al. (1996b) 

and Shergill et al (2000) found that inner speech is associated with activity in the left 

inferior frontal lobe, and that patients have increased activity in this region during 

hallucinations. 

 

Other studies however, found no impairment in the inner speech processes of 

hallucinating patients. According to Baddeley’s (1986) working memory model, inner 

speech utilises the phonological loop to maintain information in a short-term verbal 

store. If hallucinations do involve a disruption to this system, then patients who 

hallucinate should be impaired at performing concurrent tasks that also use the 

phonological loop. This was the premise of Haddock  (1996) study, who asked 

hallucinating patients to perform an immediate serial recall task using phonologically 

similar items to the targets, and compared their performance to non-hallucinating and 

control participants. Though the psychiatric group did perform poorer than controls, 

hallucinating and non-hallucinating patients did not differ from each other, suggesting 

that hallucinations are not the product of disrupted phonological loop function. 

  

10.3 Reality monitoring theories of hallucination 

Source monitoring is the process by which attributions of the source of a memory are 

made. Studies into this investigated how people determine old events from new. Many 

researchers hypothesise that source monitoring processes are disrupted in 

hallucinating patients. 

 

A number of paradigms assess source monitoring abilities, including word association 

and signal detection tasks. In the word association task, participants generate associate 
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words for the target items. The participant is then presented with their own associated 

words, and some experimenter-generated associate words, to which they were asked 

to discriminate the self-generated items. These studies show that hallucinating and 

high hallucination prone normal participants are more likely to attribute their self-

generated items as experimenter generated, indicating a bias towards externalising 

internally created information (Morrison & Haddock, 1997; Brebion et al., 2000). 

 

Reality monitoring is a subcategory of source monitoring, which is also hypothesised 

to be disrupted in hallucinating patients. This process enables discrimination of real 

from imaginary events (Johnson & Raye, 1981). In normal people found that these 

processes vary as a function of a variety of cognitive factors. For instance Johnson et 

al (1977) ran a paired associates learning task, in which participants gave the 

associated pair item when given a cue item. The authors varied the number of times 

each pair was presented and tested, and at the end of the experiment participants 

estimated how often they were tested on each item. The number of times each item 

was presented influenced participant’s judgements, suggesting that the process of 

internalising the information (i.e. studying the items) altered the participants ability 

accurately judge how often they were tested on an item. Further studies have 

determined that reality monitoring is also influenced by the familiarity of the stimuli, 

vividness of the memory for the item and the relevance of the stimuli (Johnson et al., 

1981; Johnson, 1997; Johnson, Taylor, & Raye, 1977). Other studies focused on the 

role of reality monitoring processes in the development of hallucinations (Bentall & 

Slade, 1985; Rankin & Ocarroll, 1995).  
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Sound detection tasks are often used to assess reality monitoring abilities. In such 

tasks, participants detect faintly presented sounds in white noise, and the minimum 

threshold for detection, as well as number of false positive responses are analysed. A 

large number of false positives indicate an externalising bias, suggesting difficulty in 

distinguishing internal from external events.  

 

For instance Rankin and O’Carroll (1995) grouped normal participants according to 

whether where they scored on a hallucination proneness questionnaire, and asked 

them to detect sounds in noise. The high hallucination prone group had a greater bias 

for believing in the presence of the sounds, but the two hallucination proneness 

groups did not differ from each other in sensitivity. In addition, participants 

completed a paired-associates task in which participants imagined the associated word 

for each test item. During this task, the experimenter varied the number of times each 

item was presented and at the end of the test, the participant estimated how often each 

item appeared.  High and low hallucination prone participants did not differ in their 

frequency estimations for the items they actually heard, but high hallucination prone 

participants had higher frequency estimation for imagined items than low 

hallucination prone participants. Therefore these tasks show that those prone to 

hallucination-like experiences differ from those who do not in their metacognitive 

abilities, such as reality monitoring, rather than differing in underlying sensory 

processing. 

 

Bentall and Slade (1985) compared hallucinating and non-hallucination patients on 

sound detection  of word presented in white noise. Hallucinating patients has a 

stronger bias to responding positively than non-hallucinating participants. There was 
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however no difference between the two groups in their sensitivity to the target. The 

findings were similar for comparisons between normal (i.e. non-psychiatric 

participants) high and low hallucination prone participants. Bentall and Slade 

suggested these findings were due to a reality testing deficit, rather than due to 

differences in imagery vividness between the two groups.  

 

A similar study determined the neural underpinnings of reality monitoring deficits 

(Barkus, Stirling, Hopkins, Mckie, & Lewis, 2007).This study compared  high and 

low hallucination prone participants ability to detect a word in white noise. In addition 

a subset of high hallucination prone participants did this during fMRI scanning. The 

behavioural results were very similar to Bentall and Slade’s; there was an increased 

response bias for the high hallucination prone participants but no difference between 

high and low hallucination prone in target sensitivity. The fMRI findings revealed 

activation in the right middle temporal gyrus, bilateral fusiform gyrus and the right 

putamen, during false positive responses. Barkus et al. (2007) noted that previous 

studies report activity in these regions during investigations of auditory hallucination, 

mental imagery, and auditory detection tasks for speech stimuli in the past. They also 

found activation in the right frontal areas, bilateral temporal regions and the left 

cingulate gyrus, when false positives were contrasted with hit responses. They 

interpreted frontal activations as related to speech and task difficulty, and the 

temporal lobe activations to auditory hallucination experience and speech perception. 

Finally they suggested that the cingulate activity was a result of auditory processing, 

and a link between cerebellum activity and making task decisions in ambiguous 

circumstances (Barkus et al., 2007). These patterns of activation suggest an 
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association between false positives in normal participants and actual hallucination 

experiences, and may also involve mental imagery.  

 

11 Emotion, schizophrenia and auditory hallucination 

Negative symptoms are another key feature of schizophrenia, which can affect both 

emotional experience and recognition. Several studies demonstrated impairments in 

schizophrenic patients at judging emotion from faces (Edwards, Jackson, & Pattison, 

2002; Morrison, Bellack, & Mueser, 1988) and voices (Edwards et al., 2002). Blunted 

affect and depression are common in schizophrenia and a there is a suggested a link 

between negative emotional state and cognitive-perceptual disturbances, such as 

delusions and hallucinations (Serper & Berenbaum, 2008).  

 

Many studies focus on the association between emotional content and schizophrenia 

symptoms. For instance Haddock found that patients with thought disorder symptoms, 

exhibited more symptoms when interviewed with emotional salient questions (i.e. 

“what do you worry about?”), than emotional neutral (“tell me about a famous 

sportsman?”). Emotional content also interacts with delusions. Bentall and Kaney 

(1989) used an emotional Stroop task, in which the response latency to name the 

colours of threat-related, depression-related and neutral words. Deluded patients took 

significantly longer to perform the task for threat-related words, suggesting that they 

grabbed the attention of  such patients more. These studies suggest that emotional 

content can exacerbate schizophrenia symptoms.  

 

Freeman and Garety (2003) also reported an association between experience of 

hallucination and emotional disturbances, such as depression and anxiety. As well the 
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association with negative mood, hallucinations are often emotional in content. Nayani 

and David (1996) conducted a phenomological survey of hallucinations, and found 

that 60% of the patients in their sample had abusive hallucinations. There is some 

variations in the content of hallucinations however, with some patients finding them 

distressing and frightening, while others find them pleasant and amusing. Chadwick 

and Birchwood (1994) and Birchwood and Chadwick (1997) posited that the level of 

distress evoked by hallucinations may be the result of relationship the patient has with 

their voices, rather than their frequency or content. This model suggests that beliefs 

about the voices are predictive of the distress that they cause. Patients who believe 

that their voices are powerful and uncontrollable, experience more distress regardless 

of how often they hear voices or whether they were malevolent or benevolent.  

 

Morrison and Haddock (2002) investigated the effect of emotional content on source 

monitoring abilities of hallucinating, non-hallucinating and normal control 

participants. Participants received a list of positive, negative and neutral words and to 

each they generated a related word. After a delay, participants received the original 

and self-generated words again and asked whether each word was from the original 

list, or from the self-generated words. Hallucinating patients were more likely to 

attribute emotional words as generated by the experimenter, suggesting greater bias of 

hallucinating participants to externalise emotional material 

 

Laroi, Van der Linden and Marczewski (2004) supported this finding, using a 

procedure similar to Morrison et al. (2002). High and low hallucination prone 

participants did not differ in their accuracy at judging whether items were from the 

old or new list, but high hallucination prone participants were much more likely to 
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indicate that the items were experimenter- rather than self-generated. In addition such 

errors were greatest for negative words, followed by positive and neutral words. Laroi 

et al. suggested the emotional words increased arousal more in the high hallucination 

prone participant, leading to disturbance of source monitoring. 

 

Brain imaging research suggests a link between externalisation in hallucination-prone 

patients and controls, and increased neural activation in response to emotional 

information.  Sanjuan et al. (2007) asked patients with and without hallucinations to 

listen to emotional and neutral words doing fMRI scanning. Hallucinating patients 

showed stronger activation in the left middle superior temporal lobes, orbitofrontal 

cortex, temporal cortex, insula, cingulate, and amygdale when hearing emotional 

compared to neutral words. Previous studies revealed activation of these regions when 

investigating hallucination and emotional processing. Activation strength did not 

differ between emotional and non-emotional words for controls participants. The data 

indicate that hallucinating patients may experience greater arousal when hearing 

emotional words, which may contribute to the externalising bias, associated with 

emotional memories.  

 

12 Thesis Outline 

The studies of imagery vividness reviewed above suggest that auditory imagery 

vividness is not purely a subjective experience or a measure of social desirability, but 

can interact with and affect perception (Allbutt et al., 2008; Baddeley & Andrade, 

2000; Cui et al., 2007; Farah & Smith, 1983; Segal et al., 1970; Tinti, Cornoldi, & 

Marschark, 1997). Chapter 2 extends previous findings about imagery vividness and 

the interaction between imagery and perception. Experiment 1 investigated the 
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influence of different cognitive factors on imagery vividness ratings, by manipulating 

sound category, familiarity and imagery cues. Experiment 2 investigated the effect of 

sound perception on imagery vividness ratings for different sound categories. This 

determined whether perception of a sound can influence auditory imagery vividness 

of another sound. Experiment 3a further examined the relationship between imagery 

vividness and sound familiarity to determine whether the two were independent of 

each other. Finally Experiment 3b assessed the influence of cognitive factors such as 

vividness, familiarity and detection cues on ability to detect faintly presented sounds 

in white noise. This experiment therefore aimed to determine the extent to which 

imagery can influence perception. 

 

Chapter 3 investigated the association between imagery and perception for non-verbal 

sounds in normal participants, using fMRI. This study focused on animal and 

environmental sounds, since there is little previous research using these categories. 

Assessment of the neural response to animal and environmental sounds also naturally 

examines the brain structures associated with semantic differences between sound 

categories, as animal and environmental sounds are more similar to each other in 

acoustic characteristics, compared to other sound categories (see Chapter 3 for further 

discussion). The current study built upon previous studies that have found differences 

in neural activation in response to animal and environmental sound categories, and 

extended it to investigate the overlap between imagery and perception for such 

sounds. Experiment 4 assessed imagery and perception for animal and environmental 

sounds, using a sparse-sampling fMRI design, which allowed for imagery to occur 

during silent gaps in the scanning sequence. From this, the association in activation 

between imagery and perception was assessed, along with (i) the association between 
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activation to animal and environmental sounds and (ii) the association between self-

rated imagery vividness and neural activation, without the confound of  scanner noise. 

 

Chapter 4 had two aims. Firstly it compared the sample of participants in the current 

thesis to that of previous studies, to establish similarity in terms of schizotypy traits. 

Secondly it assessed the relationship between imagery vividness and measures of 

schizotypy. The studies reviewed above suggest an association between auditory 

imagery vividness and hallucinatory experiences. This is a contentious issue as some 

studies do find links between subjective measures of imagery and hallucination 

proneness and others do not. Such studies have varied in their assessment of imagery, 

hallucination proneness and participants assessed.  Therefore this chapter aimed to 

clarify the relationship between these measures. 

 

Chapter 5 expanded on the findings in Chapter 2, by investigating how the interaction 

between imagery and perception differs in participants who vary in hallucination 

proneness. Studies of the interaction between imagery and perception suggest that 

imaging a target affects the detection of sounds in noise (Farah et al., 1983; Segal et 

al., 1970). In addition studies suggest that the response bias to responding that sounds 

are present in noise is greater in participants who are prone to hallucinations (Barkus 

et al., 2007; Bentall et al., 1985).  Experiment 6 employed the same sound detection 

task as used in Chapter 2. This experiment assessed the effect of hallucination 

proneness on sound detection, to determine firstly how this variable influenced 

sensitivity and response bias to the target sound. Secondly the study determined how 

sound vividness and familiarity interacted with hallucination proneness to affect 
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detection. Finally it determined how the availability of a detection cue interacted with 

hallucination proneness to influence sound detection.  

 

Chapter 6 also built upon Chapter 2 by further examining how different auditory 

stimuli can influence sound detection of participants who vary in hallucination 

proneness. From the studies reviewed here it appears that emotional processing 

impairments are a key facet of psychosis, and emotional content can interact with 

hallucination to exacerbate impairments in other processes, such as source 

monitoring. Few studies have investigated the effect that hallucination proneness 

and/or source monitoring abilities have on either imagery vividness or the detection of 

auditory stimuli with an emotional connation however. Experiment 7a used auditorily 

presented emotional and neutral words to investigate the affect that emotional 

connotation had on imagery vividness and memory of high and low hallucination 

prone participants. Experiment 7b investigated whether high and low hallucination 

prone participant differ in the influence of emotional content on sound detection.  

 

In conclusion the first part of this thesis investigates some of the mediators of auditory 

imagery vividness, and how vividness affects the interaction between imagery and 

perception. It also assesses the little researched categories of animal sounds and 

environmental sounds, to discover whether there is a semantic dissociation between 

these sound categories. In addition an investigation of the neural correlates of 

vividness ratings determined whether higher imagery ratings correlate with activation 

changes within the brain. The thesis also examines the relationship between 

hallucination proneness and auditory imagery vividness, to determine if there is an 

association between these factors. Sound detection tasks using meaningful sounds and 
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words investigated the interaction between imagery and perception in high and low 

hallucination prone participants, and to determine how different stimuli types affect 

this interaction. These studies clarify the nature of auditory imagery vividness by 

showing that it can be influenced by a number of cognitive and personality 

characteristics. 
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Chapter Two. Vividness of auditory imagery and sound detection 

 

Auditory imagery vividness is a measure of subjective imagery strength, which 

requires participants to rate how clearly they can imagine sounds. This chapter 

determined the effect that different factors have on vividness, and how cognitive 

factors influence detection of sounds in noise. Experiment 1 investigated the effect of 

sound category, familiarity and cues to imagine sounds (i.e. pictures vs. cues) on 

imagery vividness ratings. Experiment 2 also assessed the effect of presenting an 

auditory judgment task during the imagery encoding period, on vividness ratings. 

Both experiments revealed differences in vividness dependant on sound category and 

familiarity level. In Experiment 1 picture cues resulted in higher imagery ratings than 

name cues and in Experiment 2 listening to a sound compared to white noise resulted 

in lower vividness ratings. Experiment 3a obtained familiarity ratings for each sound, 

as well as test-retest reliability for vividness ratings. Vividness ratings were reliable 

and vividness and familiarity positively correlated, though using familiarity rating as a 

covariate did not remove the effect of sound category on vividness ratings. Finally 

Experiment 3b investigated the theory that vivid images have a more ‘perceptual-like’ 

quality, using a sound detection task. The study investigated sensitivity, response bias 

and confidence in hearing familiar and unfamiliar high vividness (i.e. music and 

speech) and low vividness sounds (i.e. animal and environmental sounds) in noise. 

Valid cues or no cue was given, as to the identity of the target in noise. Vividness and 

familiarity affected the bias, but not on sensitivity to the target. Detection cues 

affected confidence ratings only. The current study therefore demonstrated that 

cognitive factors can affect auditory imagery vividness and in turn, these factors can 

interact with and affect detection of sounds in noise. 
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Introduction 

 

Studies investigating auditory imagery have found similarities between imagery and 

perception in sensitivity to the acoustic characteristics of stimuli (Intonspeterson, 

1980; Intonspeterson, Russell, & Dressel, 1992) and in their neural activations for 

different categories of sound (Bunzeck, Wuestenberg, Lutz, Heinze, & Jancke, 2005; 

Halpern & Zatorre, 1999; Halpern, Zatorre, Bouffard, & Johnson, 2004; McGuire et 

al., 1996a; Shergill et al., 2001). 

 

Other studies have found that imagining a sound can have an inhibitory (Segal et al., 

1970) or facilitatory (Farah et al., 1983) effect on the detection of a faintly presented 

tone in noise (see Chapter 1 for full description of these studies). Further, Segal and 

Fusella (1970) found that imaging an unfamiliar sound impaired tone detection more 

than a familiar sound, suggesting that greater processing capacity was required to 

generate the unfamiliar image, leaving less available to detect the tone.  

 

Baddeley and Andrade (2000) found that imagining nonsense speech was  associated 

with lower imagery vividness ratings than imagining meaningful speech. Also 

Kraemer et al. (2005) found a greater association between silent gaps in familiar 

music and stronger activation in the left auditory association areas than silent gaps in 

unfamiliar songs, suggesting generation of auditory imagery during these gaps for 

familiar but not for unfamiliar sounds. These studies suggest that the familiarity of a 

sound can affect the strength of the auditory imagery and sound detection. 
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No studies have looked at sound familiarity and imagery abilities for other sound 

categories, however. The aim of this chapter is to investigate how sound category and 

familiarity affects auditory imagery vividness and detection of sounds in noise. 

 

The present study used both ratings of auditory imagery and measures of detection 

under imagery conditions to assess how auditory imagery varies across different 

stimuli and as a function of stimulus familiarity. If vividness ratings reflect the 

perceptual experience of imagery, then there should be convergence across the 

different measures. 

 

Experiment 1 investigated how cues to imagine sounds affect auditory imagery for 

different types of familiar and unfamiliar sound. The study examined auditory 

imagery vividness in response to a name cue compared to a picture cue. Lehmann and 

Murray (2005) found that forming a multisensory association (i.e. auditory-visual ) at 

encoding improved memory for target items. It is possible that cross modal vision-

sound associations also form part of our representations of stimuli (see Humphreys & 

Forde, 2001, for one account). These associations may be formed more strongly for 

pictures and sounds than for words and sounds, given that the visual occurrence of the 

object is more likely to co-occur with the sound of the object than the name for the 

object. It follows that auditory imagery might be invoked more strongly by a picture 

than a word cue. 

 

Experiment 2 employed a dual task procedure to investigate how auditory imagery 

can be affected by performing another auditory task during the encoding period. 

Baddeley and Andrade (2000) found that articulatory suppression during encoding 
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resulted in lower imagery vividness ratings for music, compared to performing a 

visuo-spatial suppression task during encoding. Also Tinti et al. (1997) found that 

sound detection had a selective disrupting effect on auditory imagery whereas visual 

detection had little effect on sound memory. These data suggest that processing in 

auditory imagery and perception rely on a common, limited capacity resource, distinct 

from the resources required for visual perception. We have little information, though, 

about whether the resource holds across all types of sound, or whether separate pools 

of resource are recruited for different sounds. Imaging evidence for separate neural 

loci for different sounds raises the possibility that there are distinct resources 

however.  Here we assessed whether there were selective interference effects for 

different sources of sound. 

 

The measure used in Experiments 1 and 2 was a five-point imagery vividness scale, 

which required participants to rate the vividness of their auditory image from ‘1’ 

being “no image at all” to ‘5’ being “perfectly clear and vivid as normal hearing”. 

This measure assesses individual differences in imagery experience as it asks people 

to introspectively consider their imagery abilities. These measures are used frequently 

in visual imagery research and in questionnaires about imagery abilities.  

 

As mentioned in the literature review however, opinion is mixed with regards to the 

validity of vividness ratings. Some studies find good correlation between vividness 

and objective measures of memory (Cui et al., 2007; Marks, 1973), whereas others 

report no correlation (Chara & Hamm, 1989). Previous studies measuring auditory 

imagery vividness often aim to determine differences between imagery abilities of 

schizophrenic and non-schizophrenic participants (Aleman et al., 2000; Aleman, 
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Bocker, & de Haan, 2001). Thus there is a lack of understanding of factors affecting 

the vividness of auditory imagery in normal participants. Experiment 3a determined 

the reliability of vividness ratings and how they relate to sound familiarity. 

Participants made vividness ratings on two separate occasions and rated the 

familiarity of the sounds. This determined the validity of vividness ratings, their 

consistency across time and that they were not a function of the familiarity of the 

sounds, rather due to generation of auditory imagery. 

 

Experiment 3b employed a sound detection task to investigate directly whether the 

vividness and familiarity of the image affected sensitivity and/or any bias towards 

responding positively (making false positives). As mentioned above mental imagery 

can either inhibit (Segal et al., 1970) or facilitate (Farah et al., 1983) sound detection, 

depending on the experimental conditions. The current experiment determined which 

of these theories is true, by manipulating both ability to imagine the target (i.e. 

through provision of an imagery cue) and by manipulating the vividness associated 

with the target (i.e. by providing high and low vividness sound for detection). The 

study hypothesised differences in detectability of the sounds, depending on the 

vividness and sound familiarity associated with the sound and on cue provision.  
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Experiment 1: Effects of cue type on auditory imagery vividness 

 

Method 

 

Participants 

12 people from the School of Psychology at the University of Birmingham 

volunteered to participate in this experiment in return for credit. The participants’ 

were all female and their mean age was 19.75. All stated that they had near perfect 

hearing in both ears. 

 

Design 

The task required participants to rate their auditory imagery for different sounds, upon 

presentation of a picture or written name cue  

 

Stimuli 

The stimuli were 96 2 – 3.5sec sound clips, with a sampling rate of 22500 Hz and a 

bit rate of 16 bits. These sounds were equally distributed across four categories of 

sound (animal sounds; environmental sounds; music; speech). Twelve sounds in each 

category were unfamiliar. Familiar animal and environmental sounds were collected 

from the Internet and edited using a sound-editing program (Audacity 1.2.6). 

Unfamiliar sounds were created by changing the pitch, speed, tempo or by reversing 

various aspects of the familiar versions. Familiar tunes were nursery rhymes, popular 

television and film themes, Christmas carols and well-known classical pieces, 

whereas unfamiliar versions were made-up tunes, played on a keyboard, clarinet, 

organ or recorder. The familiar and unfamiliar tunes did not differ significantly in the 
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number of notes (t(22) = 1.242, p = 0.387). Speech clips were single words (each 

spoken twice) spoken by two men and two women. Familiar words were single 

syllable English words and unfamiliar words were single syllable non-words. 

 

Ten participants, who did not take part in the following experiment, rated the 

familiarity of each of these sounds. 

 

These familiarity ratings were analysed using a repeated measures ANOVA, with the 

factors being sound category and familiarity. A significant main effect of sound 

category, F(3, 27) = 6.288, p = 0.015, partial ŋ2 = 0.411, and Bonferroni adjusted 

post hoc analyses showed a trend for differences between animal sounds and 

environmental sounds, and animal sounds and music only, (p=0.051 and p=0.074 

respectively). Also familiar items were indeed rated as being more familiar than 

unfamiliar items, F(1,9) =169.375 , p <0.001 , partial ŋ2 =0.950. The interaction 

between sound and familiarity was not significant, F(3, 27,) = 1.521, p = 0.245, 

partial ŋ2 = 0.145 

 

The picture and name associated with each sound were shown during the presentation 

phase of each trial. Picture items for unfamiliar animal sounds were found on the 

internet (www.humandescent.com). They were photographs of ‘chimeric animals’ 

edited using ‘Photoshop’. Made-up names were associated with these animals, but 

these names did not differ in length from the familiar animal names. Unfamiliar 

environmental sounds were also created using ‘Photoshop’, and consisted of 

photographs of two different objects joined together. Again made-up names were 

associated with these items. 
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For the familiar music clips, the picture item was of the appropriate instrument and 

the name item was the name of the song in the music clip. The picture item for the 

unfamiliar sound clips was also a picture of the appropriate instrument, but the name 

items were made-up song titles. The pictures associated with the familiar and 

unfamiliar speech sound clips were photographs of the person speaking, and the name 

item was the word that was spoken. 

 

Procedure 

Cat

Cat

+
“miaow”

White noise

No sound

1000 – 3000 msec

2000 msec

Until response

2000 msec

Cat

1000 – 3000 msec

Until response

“miaow”

White noise

No sound

+

Participant makes 
vividness rating

Participant makes 
vividness rating

Picture cue condition Name cue condition

 

Figure 1: Experiment 1. Trial procedure for each condition 

 

The experimenter informed participants that the task involved use of auditory 

imagery, and that they would hear familiar and unfamiliar sounds and make an 

imagery vividness rating for each, upon presentation of a cue (see Appendix A. for 

instructions given to participants). Figure 1 shows the trial procedure for this 

experiment. 
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The experiment was presented using E-prime (Psychology Software Tools, 

Pittsburgh, PA). On each trial, participants first heard a sound clip (e.g. a meowing 

cat) through a standard set of over-ears headphones and saw the picture and name 

(e.g. a picture of a cat, with “Cat” written underneath) associated with the sound on 

the computer screen. They then heard 3.5sec of white noise to clear the sensory 

memory for the sound item, to ensure image generation for the item upon presentation 

of the imagery cue.  

 

Participants then saw the picture or the name of the item on the screen and rated the 

strength of their imagery for the sound of the item by pressing a number from one to 

five, using the keyboard (see  

Table 1). Participants heard each sound clip twice throughout the experiment, once 

with a picture cue, and once with a name cue. All conditions were randomised. 

Participants completed a practice session of four trials, and then if they were happy 

with the task, they started the full experiment which lasted approximately 40 minutes.  

 
Table 1: Imagery vividness rating scale 
Rating Statement 
1 No image at all, you only “know” that you are thinking of the object 
2 Image is vague and dim  
3 Image is moderately clear and vivid 
4 Image is clear and reasonably vivid 
5 Image is perfectly clear and as vivid as normal hearing  
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Results 

Analysis focused on two aspects of the imagery task: imagery vividness ratings and 

the reaction times for rating imagery vividness. 

 

Imagery Vividness Ratings 
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Figure 2: Average imagery vividness rating for different familiar (f) and unfamiliar (uf) sounds 

when cued with a name or a picture. 
 

Figure 2 shows the mean imagery vividness ratings for each sound in each condition. 

Imagery vividness ratings were analysed using a 4 x 2 x 2 repeated measure ANOVA. 

The factors were sound category (animal sound, environmental sound, music, speech), 

familiarity (familiar vs. unfamiliar) and cue type (name vs. picture). 

 

The main effect of sound category was reliable, F(3,33 ) = 6.789, p = 0.005, partial 

ŋ2 = 0.382: vividness was highest for music imagery, followed by speech imagery, 

animal sound imagery, with the lowest ratings given to environmental sound imagery. 

Bonferroni adjusted post hoc analyses revealed a significant difference between 

environmental sound imagery and speech only (p = 0.042) however. Familiar sounds 

received higher ratings than unfamiliar sounds, F(1, 11) = 86.177, p <0.001, partial 
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ŋ2 = 0.887. Picture cues received higher ratings than name cues, F(1, 11) = 5.164, 

p=0.044, partial ŋ2=0.319. 

 

The interaction between sound category and familiarity was significant, F(3,33) 

=29.533 , p<0.001, partial ŋ2=0.729. For familiar sounds there was no significant 

difference between the sound categories, F(3, 33) = 0.938, p = 0.386, partial ŋ2 = 

0.079. For unfamiliar sounds however there was an effect of sound category, F(3,33) 

=1.859, p<0.001, partial ŋ2=0.665. Bonferroni adjusted post hoc analyses revealed 

lower ratings for animal sounds compared to music (p=0.045) and speech (p=0.001) 

and for environmental sounds compared to music (p=0.043) and speech (p<0.001). 

Music items received lower ratings than speech items (p=0.012). No other 

interactions were significant. 

 

Reaction Times (RTs) to make imagery vividness ratings 
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Figure 3: Average RTs (msec) to rate the familiar and unfamiliar sounds when cued with a name 

or a picture 
 

Figure 3 shows the average time that participants took to make their imagery 

vividness ratings in each condition. These RT’s to make the imagery vividness ratings 
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were analysed using a 4 x 2 x 2 repeated measure ANOVA, with the following 

factors: sound category (animal sound, environmental sound, music, speech); 

familiarity (familiar vs. unfamiliar); cue type (name vs. picture). This revealed no 

significant main effects or interactions. 

 

Discussion 

This experiment investigated imagery vividness ratings for different categories of 

familiar and unfamiliar sounds, following either a name or picture cue. Analysis of 

familiar sounds revealed that there was little difference between sound categories. For 

unfamiliar sounds however, animal and environmental sounds received lower ratings 

than music and speech sounds. This may simply be because we have more experience 

of unfamiliar tunes or words, therefore they are less unusual than unfamiliar animal 

and environmental sounds. This may certainly be so for music, as unfamiliar music 

received higher familiarity ratings than other unfamiliar sounds. However unfamiliar 

speech did not differ from either animal sounds or environmental sounds in rated 

familiarity, suggesting that increased experience of certain categories of unfamiliar 

sounds cannot be the only contributing factor to differences in imagery vividness 

between sounds. 

  

Participants gave higher vividness ratings when imagining the sounds in response to a 

picture cue compared to a name cue. This is probably due to forming a stronger 

association between visual and auditory items, as they are likely to appear together. 

This offers support for Lehmann and Murray’s (2005) finding that visual memory was 

better for items encoded as visual-auditory memories than for those encoded as 

verbal-auditory memories. The current study therefore suggests that not only memory 
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but also auditory imagery vividness is stronger with visual-auditory associations, 

showing that memory and imagery processes may behave in similar ways. 

 

When questioned, many participants stated that they were able to rehearse the image 

of the sound, despite presentation of white noise to disrupt this process. Therefore it is 

difficult to judge, whether any category differences reflect the initial evocation of the 

sound or the ability to maintain it.  Experiment 2 examined whether introducing a 

masking noise varying in similarity to the imagined sound selectively disrupted 

maintenance of auditory images.  

 

Experiment 2: Auditory interference effects on auditory imagery vividness 

 

The second experiment focused on the effect of distracter sounds on imagery 

vividness. This experiment used a dual task procedure, so that following presentation 

of the target sound, participants made a familiarity judgement about another sound, 

and then made their imagery rating for the target. The secondary task aimed to 

prevent rehearsal of the stimulus, so that image generation would only occur when 

cued. The task required participants to indicate whether the intervening sound was 

familiar or unfamiliar, to ensure that participants paid attention to it. The sounds 

presented in the familiarity task were either congruent to the target sound (i.e. from 

the same sound category) or incongruent to it (i.e. from a different sound category). 

Would interference be category specific?  

 

Items in the same sound category share semantic and some acoustic properties (e.g., 

pitch, tempo, etc.) therefore we expected that imagery vividness ratings would be 
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lower when a congruent sound followed the target compared to an incongruent sound, 

as rehearsal of the target sound competes for resources with the interference sound. 

We expected unfamiliar sounds to receive lower imagery vividness ratings, in 

accordance with the previous experiment. 

 

Method 

Participants 

18 participants volunteered to do this study, recruited from the School of Psychology 

at the University of Birmingham. The participants’ ages varied from 18 to 21 years, 

and the group was predominantly female (15 female and 3 male). All rated themselves 

as having near perfect hearing in both ears. 

 

Design 

As in Experiment 1, the imagery task required participants to rate their auditory 

imagery for different familiar and unfamiliar sounds. 24 familiar and 24 unfamiliar 

target sounds from each of the four sound categories were presented (16 per 

interference condition: congruent, incongruent and white noise). Animal and 

environmental sounds and pictures were collected and edited in the same way as 

before. Familiar and unfamiliar speech clips were single English and non-words 

spoken twice, by two male and two female native English speakers, and the pictures 

were of people speaking. Familiar and unfamiliar music clips were familiar and 

created tunes played on the piano, clarinet, organ or recorder, and the pictures were of 

the appropriate instrument. 
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Participants heard each target sound once in the experiment, so that prior presentation 

would not affect subsequent imagery ratings. The type of interfering sound following 

each sound category was counterbalanced across participants, so participants heard all 

sounds the same number of times with each interference type. Sixteen familiar and 16 

unfamiliar sounds were presented from each sound category as the congruent and 

incongruent interference sounds (again each presented once). In the control condition, 

3.5sec of white noise was presented during the maintenance period. 

 

A separate experiment assessed the familiarity of each target sound. Ten independent 

participants rated their familiarity with each sound, and ratings were analysed with a 4 

x 2 repeated measures ANOVA (factors: sound category and familiarity). Sound 

category was a significant main effect, F (3, 27) = 10.683, p = 0.003, partial ŋ2 = 

0.543. Bonferoni post hoc analyses revealed that familiarity was lower for animal 

sounds than music, environmental sounds and speech (p<0.05); the other sound 

categories did not differ from each other. Ratings for familiar sounds were higher than 

for unfamiliar sounds, F (1, 9) = 167.142, p <0.001, partial ŋ2 = 0.949. There was 

also an interaction between sound and familiarity, F (3, 27) =5.235, p = 0.015, partial 

ŋ2 = 0.368. This showed a significant difference between sound categories when the 

sound was familiar, F (3, 27) =20.087, p < 0.001, partial ŋ2 = 0.691, and a trend 

towards a significant difference for unfamiliar sounds, F (3, 27) = 3.616, p = 0.063, 

partial ŋ2 = 0.287. Bonferoni post hoc analyses of familiar sounds revealed lower 

familiarity for animal sounds than music, environmental sound and speech (p < 

0.001).  
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Imagery Questionnaire 

In addition, and extra to Experiment 1, each participant in the main experiment 

completed an imagery questionnaire, which aimed to accustom participants to the task 

of self-evaluating their auditory imagery, and to obtain a measure of long-term 

memory for sound. 

 

The imagery questionnaire had a visual imagery section and an auditory imagery 

section. Each section consisted of 24 items. The visual imagery section contained 

items from the ‘Vividness of Visual Imagery Questionnaire’ (Marks, 1973). This 

questionnaire requires participants to form an increasingly complex visual image of 

four items and rate the vividness of their image, using a five-point scale (one being 

the lowest rating, i.e. “no image” and five being the highest rating, i.e. “image is 

perfectly clear, like normal hearing”). An auditory imagery section was designed 

because previous imagery questionnaires either do not have a dedicated auditory 

imagery section (VVIQ, Marks, 1973) or are outdated (e.g. shortened version of QMI, 

Sheehan, 1967). This section was designed in a similar way to the VVIQ, so that 

participants formed increasingly more complex auditory images of four items 

(Sheehan, 1967). The items in this section focused on the four sound categories 

(animal sounds, environmental sounds, music and speech). Participants imagined the 

sound and rated each item for auditory imagery vividness using the same five-point 

scale as the visual imagery section. In addition eight single simple items were 

included at the beginning of each questionnaire, to ease participants into the task of 

rating their imagery vividness (see Appendix E for the Auditory Imagery 

Questionnaire). 
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A pilot investigation of 27 participants determined the reliability and validity of this 

questionnaire. Each participant completed the questionnaire twice, once in each 

session, separated by a week.  Overall, the visual imagery section of the questionnaire 

had a Cronnebach Alpha of 0.887 and the auditory imagery section had an overall 

Cronnebach Alpha of 0.885, suggesting that both sections had good internal 

reliability.  

 

The questionnaire scores from each session correlated well for both the visual 

imagery and auditory imagery sections, (r(27)=0.595, p<0.001 and, r(27)= 0.707, 

p<0.001 respectively), showing good test-retest reliability. 

 

In addition there was a good correlation between the visual imagery subsection and 

the auditory imagery subsection, r(27)=0.713, p<0.001. Previous research has found 

a good association between these factors, suggesting a general imagery vividness 

factor (Allbutt et al., 2008). Therefore the good association between these factors here 

suggests that the auditory imagery section (i.e. the new subsection) has good construct 

validity. 

 

In the following experiment, half the participants completed the imagery 

questionnaire before the experimental trials and half afterwards. 
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Procedure 

 

Figure 4: Experiment 2. Trial procedure in each condition. 

 

Figure 4 shows the trial procedure for each condition of this experiment. The 

experimenter informed participants that the task involved rating their auditory 

imagery vividness for different familiar and unfamiliar sounds, following a sound 

familiarity judgement task (see Appendix B for instructions given to participants).  

Each trial involved presentation of picture and sound of the target item, and following 

a maintenance period, participants rated the vividness of their imagery for the target 

sound. During the maintenance period participants made a familiarity judgement in 

response to either a congruent sound (i.e. same category as the target) or an 

incongruent sound (i.e. different category as the target). The control condition 

involved presentation of white noise during the maintenance period. Participants 

completed the control condition either before or after the interference conditions. 

Each participant had four practice trials to ensure that they understood the task, and 

then they completed the full experiment, which lasted approximately an hour. 
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Results 
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Figure 5: Average imagery vividness ratings for different familiar and unfamiliar sounds, with 
different types of interference 

 

Figure 5 shows the average imagery vividness rating for the congruent, incongruent 

and control conditions. Analysis of imagery vividness ratings consisted of a 4 x 2 x 3 

repeated measures ANOVA. The factors were sound category (animal sound, 

environmental sound, music and speech) familiarity (familiar vs. unfamiliar) and 

interference type (congruent, incongruent or white noise). There was a significant 

main effect of sound category, F(3, 51) = 12.135, p<0.001, partial ŋ2=0.417. 

Bonferroni adjusted post hoc analyses revealed significant differences between speech 

and animal sounds (p=0.004), environmental sounds (p<0.001) and a borderline 

difference between speech and music (p=0.053). Familiar sounds received higher 

vividness ratings than unfamiliar sounds, F(1, 17) = 147.026, p<0.001, partial 

ŋ2=0.896. The main effect of interference was also reliable, F(2, 34) = 5.905, p = 

0.017, partial ŋ2=0.258. Bonferroni adjusted post hoc analyses revealed significant 

differences between congruent and incongruent interference (p<0.05) and congruent 
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and white noise interference (p<0.05) but not between incongruent interference and 

white noise (p>0.05). 

 

There was also a significant interaction between sound category and interference, F(6, 

102) = 8.471, p<0.001, partial ŋ2=0.333. When analysed further there was a reliable 

contrast between the different interference conditions for music only, F(2, 34) = 

16.695, p<0.001, partial ŋ2=0.495. A Bonferroni adjusted post hoc analysis showed 

significant differences between congruent interference and incongruent interference 

only (p<0.001) for this sound category. 

 

The interaction between sound category and familiarity was also significant, F(3, 48) 

= 28.106, p<0.001, partial ŋ2=0.637. Sound categories did not differ significantly 

when familiar, F(3, 51) = 1.514, p = 235, partial ŋ2 = 0.082, but unfamiliar sounds, 

F(3, 51) = 25.081, p<0.001, partial ŋ2 = 0.596.  Again ratings were lower for animal 

and environmental sounds, compared to music and speech. Bonferroni adjusted post 

hoc analysis revealed significant differences between animal sounds and 

environmental sounds (p=0.043), animal sounds and speech (p<0.001), music and 

environmental sounds (p=0.002), music and speech (p=0.037) and environmental 

sounds and speech (p<0.001). The pattern of these data replicates Experiment 1. 
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RT for making imagery vividness ratings 
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Figure 6: Average RT for different familiar and unfamiliar sounds, with different types of 
interference 

 

Figure 6 shows the average time for participants to rate their imagery vividness for the 

congruent, incongruent and control conditions. Analysis of the RT data involved a 4 x 

2 x 3 repeated measures ANOVA. The factors were sound category (animal sound, 

music, environmental sound and speech), familiarity (familiar vs. unfamiliar) and 

interference type (congruent, incongruent and white noise). There was a significant 

main effect of familiarity, F(1, 17)=12.013, p=0.003, partial ŋ2=0.414, and a 

significant interaction between sound category and familiarity, F(3, 51)=3.645, 

p=0.032, partial ŋ2=0.161.  There was no reliable effect of sound category in analysis 

of each separate familiarity level. Finally there was a significant interaction between 

sound category and interference, F(6, 102) = 2.645, p = 0.049, partial ŋ2 = 0.135. 

Further analysis revealed a borderline significant difference between sound categories 

when the interference sound was congruent, F(3, 51) = 2.822, p = 0.073, partial ŋ2 = 

0.142. It took longer to rate animal sounds and music compared to environmental 

sounds and speech with congruent interference, though Bonferroni adjusted post hoc 

analyses revealed no reliable differences. 
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Correlations 

Correlations with imagery questionnaire 

The correlation between the auditory imagery questionnaire score and the visual 

imagery questionnaire score was significant, r (18) = 0.529, p = 0.024. Participants 

who rated themselves as having high auditory imagery vividness also rated 

themselves as having high visual imagery vividness. The correlations between 

average imagery ratings in the ratings experiment and auditory imagery questionnaire 

scores were not significant however. 

 

Correlation between sound length and interference type 

In the experiment the length of each sound clip varied between 1.5 and 3.5sec. This 

was to ensure the sounds were as natural as possible, which meant that animal and 

environmental sounds often lasted a maximum of 2sec, while music sound clips often 

lasted a maximum of 3.5sec. To analyse whether this had an effect on the ratings for 

the items, the sound length for each item and the mean vividness rating for each item 

were correlated. This revealed no significant association between vividness and sound 

length, r(128) = 0.128, p=0.077. 

 

In addition, during the familiarity judgement conditions, the time between when the 

participants heard the target sound and made their imagery ratings was not controlled. 

This was because participants gave their ratings immediately after their familiarity 

judgement.  Therefore the average RT for making the familiarity judgment for each 

sound in the two interference conditions was also calculated. A paired-samples t-test 

revealed no significant difference in RT between the two conditions, t(19) = 1.398, p 
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= 0.164. Also there was no significant correlation between the average familiarity 

judgement RT and the average rating for each sound, r (192) = -0.121, p=0.093. 

 

Similarity ratings 

Assessment of the similarity between the target and interfering sounds determined 

whether the significant interaction between congruency and music imagery was due to 

similarity between the two sounds. To do this, 18 participants rated the similarity of 

pairs of congruent and incongruent sounds to each other. 

 

Each of the 48 target sounds in each category (half unfamiliar sounds) was paired 

with either a congruent or incongruent interference sound. 18 participants completed 

the similarity ratings.  

 

Analysis of similarity ratings consisted of a three-way repeated measures ANOVA, 

with the factors being sound category, familiarity and congruency. This revealed a 

near significant main effect of sound category, F(3, 54) = 2.984, p = 0.060, partial ŋ2 

= 0.149. Music pairings received the highest similarity ratings overall, followed by 

animal sounds, environmental sounds and speech. Bonferroni adjusted post hoc 

analysis showed a trend towards a significant difference between music and speech 

(p=0.064).  There was also a main effect of congruency, F(1, 18) = 251.663, p 

<0.001, partial ŋ2 = 0.937. Similarity ratings were higher when the target and 

interference sounds were congruent to each other, compared to when incongruent.  

There was no significant main effect of familiarity, F(1, 18) = 1.725, p = 0.206, 

partial ŋ2 = 0.09. Finally the three-way interaction between sound category, 
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familiarity and congruency was also significant, F(3, 54) = 3.314, p = 0.039, partial 

ŋ2 = 0.163. The analysis then focused on each familiarity level separately. 

 

For familiar sounds there was a significant interaction between sound category and 

congruency, F(3, 54) = 12.293, p <0.001, partial ŋ2 = 0.420. For congruent pairings, 

music items received higher similarity ratings, followed by speech, animal sound and 

environmental sound. Bonferroni adjusted post hoc comparisons revealed significant 

differences between music and animal sound (p=0.013), music and environmental 

sound (p<0.001), and a borderline difference between music and speech (p=0.070). 

There was also a significant difference between animal sound and environmental 

sound (p=0.015). There was no main effect of sound category for incongruent sounds. 

 

The interaction between sound category and congruency was also significant, F(3, 54) 

= 3.148, p=0.048, partial ŋ2=0.156. Again this was due to higher similarity ratings 

for congruent pairings. Analysis of congruent sounds only revealed a significant main 

effect of sound category, F(3, 54)= 6.276, p=0.027, partial ŋ2=0.201, and Bonferroni 

adjusted post hoc analyses revealed differences between music and animal sound 

(p<0.001) and environmental sound (p=0.022). There were no significant effects for 

incongruent sounds. 

 

Discussion 

This experiment determined how perception of a sound influenced imagery vividness 

for familiar and unfamiliar sounds. The experiment compared imagery vividness for 

familiar and unfamiliar animal, environmental, music and speech sounds, like in 

Experiment 1, and participants rated their imagery vividness on presentation of a 
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pictorial cue (i.e. picture of the sound item). This picture cue was used, as the 

previous experiment found higher ratings with picture compared to name cues. 

Introduction of an auditory familiarity-decision task occupied the auditory system so 

it could not rehearse the target sound, encouraging image generation on presentation 

of the visual cue. Interfering sounds could be congruent or incongruent with the target 

sound or white noise (used in the baseline condition).  

 

As in Experiment 1 familiar sounds received higher imagery vividness ratings than 

unfamiliar sounds. The study replicated the difference between sound categories: 

overall speech and music items received higher imagery vividness ratings than animal 

and environmental sound items, but differences between sound categories were 

significant for unfamiliar sounds only. The fact that there was no difference between 

sound categories when the sounds were familiar again suggests that long-term 

memory for sound modulates imagery vividness, making it easier to imagine sound. 

 

Overall target items paired with congruent interference sounds, received lower 

imagery vividness ratings, than those paired with incongruent interference sounds 

(regardless of the sound type played) or when white noise was the interference sound. 

There was no difference in ratings between incongruent and white noise interference 

conditions.  

 

Interestingly, however, these interference effects were reliable only for music stimuli. 

The reason for the lack of interference effect for animal and environmental sounds 

may be because exemplars in these categories differ more in their acoustical 

properties than music. Therefore congruent interference effected ratings for music 
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imagery may be because music items sound more similar to each other, making it 

harder to imagine the target item. Similarity ratings between target and interferences 

sounds confirmed this, revealing that for congruent sounds, similarity ratings were 

higher for music pairings compared to other sounds, particularly for familiar sounds. 

The data suggest that acoustic similarity between sounds can influence imagery 

vividness.  

 

Given that music and speech consistently received higher vividness ratings than 

animal and environmental sounds, one suggestion is that imagery for such music and 

speech involves a different process or network of activation compared with the other 

sounds. This differing network makes imagery for these sounds more “perceptual-

like” than low vividness sounds. The following experiments investigated the influence 

of high imaginability to investigate whether such imagery is more “perceptual-like” 

by looking at the effect of this vividness on sound detection. 

 

Experiment 3: Signal Detection and Imagery Vividness 

 

Previous research has postulated that normal vivid mental imagery lies on a 

continuum from more abstract to more perceptual-like experiences, with 

hallucinations lying at the perceptual end of this continuum (Slade & Bentall, 1988).   

 

The precise link between imagery and perception has yet to be determined.  For 

example, imagery can either selectively impair (Segal et al., 1970) or facilitate (Farah 

et al., 1983) detection of a faintly presented sound in noise, depending on the 

experiment conditions. In prior sound detection experiments, participants typically 
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know the identity of the target, and the effects of imagery on detection focused on 

comparing performance with an explicit imagery instruction to that without. It is 

unclear whether participants may still create images of the target even without 

imagery instruction however (Stuart & Jones, 1996). Evidence for this comes from 

Merckelbach (2001) who stated that 32% of participants reported hearing the song 

‘White Christmas’ in white noise, despite the fact no song was actually presented. 

This suggests that imagery of the target may be a natural occurrence in auditory 

detection experiments where participants know the target. Therefore the current 

experiment involved comparison between auditory detection under imagery 

conditions to a condition where the target sound was unknown, rather than relative to 

a ‘no imagery condition’ with a known target. 

 

In sum, Experiment 3b examined detection of meaningful auditory sounds that varied 

in their familiarity and in how vivid an auditory image they evoke (Experiments 1 and 

2). The study evaluated the interaction between imagery and perception, by testing 

sound detection when auditory imagery was prompted for a known target relative to 

when the target was unknown, using measures of sensitivity and response bias derived 

from signal detection theory. 

 

Experiment 3b extended Experiments 1 and 2 by examining how imagery vividness 

and sound familiarity affect the detection of sounds in noise.  Variations in familiarity 

between sound categories may contribute to vividness ratings however. In addition 

previous research has questioned the validity of vividness ratings (Allbut, 2008). 

Therefore Experiment 3a assessed the association between vividness and familiarity 

ratings, and the validity of imagery vividness ratings.  
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Experiment 3a. Imagery vividness and familiarity 

 

Method 

Participants 

Twelve females from the University of Birmingham participated (mean age: 18.6 

years old). All stated they had normal hearing in both ears and participated in 

exchange for credit. 

 

Design 

The experiment presented a total of 128 target sound stimuli from four sound 

categories. All were 22050 Hz, 16 bit sound clips, which were between 2sec in length 

and 3sec in length. For each sound, the application of a 20msec sound envelope 

controlled for the immediacy effects of each sound.  The participants heard the sounds 

through Sennheiser HD 280 headphones, and the volume setting was the same for all 

participants.   

 

Stimuli 

The experiment included 128 sounds (32 per sound category, half unfamiliar). 

Familiar animal and environmental sounds were collected from various online sources 

and unfamiliar sounds were created in the same way as the previous experiments.  

Familiar and unfamiliar music clips also were the same as the previous experiments, 

however these items were played on either a piano or a clarinet. Familiar and 

unfamiliar speech was English and non-words spoken by either a male or a female 

speaker. 
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Procedure 

The experimenter explained to the participants that the experiment would involve 

rating the familiarity of different sounds along with the auditory imagery vividness for 

these sounds (see Appendix C for instructions given to participants).  In the 

familiarity task, participants heard a sound and immediately following this, a rating 

scale appeared on the screen, ranging from ‘1’ (very unfamiliar) to ‘5’ (very familiar). 

This indicated that participants should make their familiarity rating for the sound. In 

the imagery vividness task, participants heard a sound, and then a 5 sec period of 

white noise. The white noise was presented in order to clear sensory memory for the 

target item. Following this, a rating scale appeared on the screen, ranging from ‘1’ 

(No image at all, you only "know" that you are thinking of the object) to ‘5’ (Perfectly 

clear and as vivid as normal hearing).  

 

In the first session, participants performed both the familiarity rating task and the 

vividness rating task. The order of the tasks was counterbalanced across participants. 

In the second session, participants just completed the imagery vividness task, in the 

same way as before. 
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Results 
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Figure 7: Average vividness rating for different familiar and unfamiliar sounds (averaged across 

two sessions) 
 

Figure 7 shows the average vividness ratings for familiar and unfamiliar sounds in 

each sound category. Analysis of vividness ratings consisted of a three-way repeated 

measures ANOVA, with the factors being sound category, familiarity and session. 

This revealed a significant main effect of sound category, F (3, 33) = 24.838, p < 

0.001, partial ŋ2 = 0.693. Bonferroni adjusted post hoc analysis revealed significant 

differences between animal sound and music (p<0.001), animal sound and speech 

(p=0.001), environmental sound and music (p=0.002). There was also a marginally 

significant difference between environmental sounds and speech (p=0.001). There 

was no significant differences between animal and environmental sounds, and 

between music and speech (p>0.05). 

 



  

87 
 

The significant main effect of familiarity, F (1, 11) = 26.499, p < 0.001, partial ŋ2 = 

0.707, showed that familiar items received higher ratings than unfamiliar items. No 

other main effects or interactions were significant. 

 

Vividness ratings were consistent across session, because the main effect of session 

was not significant. To confirm this, correlations were calculated between each 

condition in sessions one and two (see Table 2). All correlations were significant at 

the level of p<0.05, though less so for music. 

 

Table 2: Correlation between session one and two for each sound category (r-values) 
Sound category Familiar Unfamiliar 
Animal sound 0.961** 0.805** 

Music 0.578* 0.617* 
Environmental sound 0.849** 0.853** 

Speech 0.764* 0.896** 
N= 12, * - p<0.05,**-p<0.001 
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Figure 8:  Average familiarity rating for different familiar and unfamiliar sounds 

 

Figure 8 shows the average familiarity rating for familiar and unfamiliar sounds in 

each sound category. Analysis of familiarity ratings consisted of a 2 x 2 repeated 
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measures ANOVA (factors: sound category and familiarity). This revealed a 

significant main effect of sound category, F(3, 33) = 7.241, p=0.007, partial ŋ2 = 

0.397.  Bonferroni adjusted post hoc analyses revealed significant differences between 

animal sounds and music (p=0.010). There was also a significant main effect of 

familiarity, F(1, 11) = 155.528, p=0.001, partial ŋ2=0.934; participants were more 

familiar with the familiar sounds.  

 

There was also a significant interaction between sound category and familiarity, F(3, 

33) = 4.153, p=0.023, partial ŋ2=0.274.  

 

A separate analysis for familiar sounds revealed a significant effect of sound category, 

F(3, 33) = 5.188, p=0.007, partial ŋ2=0.320; speech received higher familiarity 

ratings than animal sounds (p=0.025).  

 

Analysis of unfamiliar sounds also revealed a significant main effect of sound 

category, F(3, 33) = 6.595, p=0.010, partial ŋ2=0.375. Bonferroni adjusted post hoc 

analysis revealed that in this case, music received higher familiarity ratings than 

animal sounds (p=0.011). 

 

Relationship between vividness and familiarity rating 

A correlation revealed a significant positive association between the average 

vividness and familiarity ratings, r(128) = 0.819, p<0.001, showing that higher 

imagery vividness ratings were associated with higher familiarity ratings. 
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A two-way ANCOVA assessed the contribution of familiarity to vividness ratings, 

using sound category and familiarity as between participants’ factors and familiarity 

rating as a covariate. This revealed a significant main effect of sound category, F(3, 

119) = 37.869, p<0.001, partial ŋ2=0.488.  Bonferroni adjusted post hoc analyses 

revealed significantly higher imagery ratings for animal compared to environmental 

sound (p=0.020), for speech compared to animal sounds (p<0.001). Also ratings were 

higher for music compared to environmental sound (p<0.001) and for speech 

compared to environmental sound (p<0.001). Finally, ratings were higher for speech 

compared to music (p<0.001) and for). There was no significant main effect of 

familiarity, but there was a significant interaction between sound category and 

familiarity, F(3, 119) = 4.544, p=0.005, partial ŋ2=0.103. Separate analysis of 

familiar sounds revealed a significant main effect of sound category, F(3, 59) = 

15.295, p<0.001, partial ŋ2 = 0.437. Again ratings were higher for music and speech 

than for animal sounds and environmental sounds. Bonferroni adjusted post hoc 

analyses revealed significant differences between animal sound and speech 

(p=0.003), music and environmental sound (p<0.001) and between environmental 

sound and speech (p<0.001). 

 

Analysis of unfamiliar sounds revealed a significant of sound category, F(3, 59) = 

36.216, p<0.001, partial ŋ2=0.648. Bonferroni adjusted post hoc analyses revealed 

significant differences between animal sound and music (p=0.024), between animal 

sound and speech (p=0.003), music and environmental sound (p<0.001), music and 

speech (p=0.002) and between environmental sound and speech (p<0.001) 
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Discussion 

Experiment 3 assessed the relationship between vividness and familiarity of sounds, 

in the absence of other experimental manipulations.  The experiment confirmed the 

findings of Experiments 1 and 2 - namely increased vividness ratings for music and 

speech items compared to animals and environmental sounds. In addition, covariate 

analysis confirmed that these effects were not purely due to the familiarity associated 

with each sound category. This analysis showed that removal of variance associated 

with familiarity still resulted in higher imagery vividness rating for music and speech 

compared to animal and speech sounds. In addition to this there was good correlation 

between vividness ratings across the two sessions, showing that vividness ratings are 

robust and consistent.  

 

Experiment 3b examined the ability to detect the different sounds in noise. Presence 

of a cue (picture and sound cue vs. no cue), the imagery vividness of the stimuli (high 

vs. low) and the familiarity of the target sound (familiar vs. unfamiliar) were varied in 

this experiment. As mentioned above, Segal and Fusella (1970) found that using 

imagery during sound detection impaired target detection, suggesting that the image 

became confused with the actual target. In contrast Farah and Smith (Farah et al., 

1983) found imagery use can selectively facilitate target detection, if the target and 

image matched. The current experiment determined which of these were true. If 

imagery inhibits detection, a greater bias and decreased sensitivity should be found 

for higher vividness sounds, particularly when cued. In contrast if imagery facilitates 

detection, detection should be improved by detection of higher vividness sounds and 

cued sounds. 
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Experiment 3b. Signal detection and imagery vividness 

 

Method 

 

Participants  

40 people (35 female and 5 males, mean age 19.75 years old) from the University of 

Birmingham participated for psychology credit or money.  All stated they had normal 

hearing in both ears.  

 

Questionnaire 

Participants completed the imagery questionnaire, which consisted of the new 

auditory imagery section and a visual imagery section from the Vividness of Visual 

Imagery Questionnaire (VVIQ) (Marks, 1973) (see Experiment 2 for full description). 

 

Stimuli  

This experiment presented the same 128 target sound stimuli as used in Experiment 

3a, along with 5sec snippets of white noise (created using ‘Audacity’). Participants 

heard the sounds through Sennheiser HD 280 headphones. The sounds were presented 

at two different intensities in the white noise: a clearly audible level and a threshold 

level.  The volume setting was the same for all participants 

 

In addition, cued conditions were presented with full colour photographs. Animal and 

object pictures were presented with animal and environmental sounds respectively. 

Pictures of musical instruments were presented with music clips, and pictures of 

people speaking were presented with speech items. 



  

92 
 

 Sounds were presented at an audible level and a threshold level during the 

experiment. Prior pilot testing determined the specific levels for each sound category. 

An average detection rate of 90 – 100% across participants defined the “audible level” 

and a detection rate of 70 – 75% across participants, defined the “threshold level”.  

 

Participants detected two types of sound: those high in auditory imagery vividness 

(i.e. music and speech sounds) and those low in auditory imagery vividness (i.e. 

animal and environmental sounds; see Experiments 1 and 2).  Each participant had to 

detect one sound category from each vividness level. Participants were randomly 

assigned to one of four groups: AM (Animal sounds and Music, EM (Environmental 

sounds and Music), AS (Animal sounds and Speech), ES (Environmental sounds and 

speech). 

 

Design 

This experiment had two cueing conditions. In the ‘cue’ condition, participants were 

cued with the target sound and associated picture, followed by a 2sec fixation period. 

Experiment 1 showed that cueing auditory imagery by a picture was particularly 

effective in evoking the image.  A 5sec period of white noise followed, and the 

picture was presented again. Participants indicated whether the sound was present or 

absent in the noise, and they then had to rate how confident they were in this answer 

from one (not confident) to three (confident). Participants heard each sound in the 

white noise twice: once at an audible level, once at a threshold level. In addition on 

two occasions, the cue was presented, but the target was absent. There were 256 cued 

trials. 
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In the ‘no cue’ condition, the target sound and image were not presented prior to 

detection. Following presentation of the white noise, participants indicated whether or 

not a sound occurred in the white noise. They also rated their confidence in their 

answer, and indicated what the sound was and whether it was familiar or unfamiliar to 

them. Sounds were presented once at an audible level (64 trials), once at a threshold 

level (64 trials) and no sound was present in the remaining 128 trials. Therefore there 

were a total of 256 uncued trials.  

 

In both conditions when the sound was present, it appeared in the middle portion of 

the 5sec white noise clip. Overall each participant completed 512 trials in a random 

order, across two hour-long sessions 
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Procedure 

 

Figure 9: Experiment 3b trial procedure for each condition 

 

Figure 9 shows the trial procedure for this experiment in each condition. Participants 

were first randomly assigned to one of four groups, to determine which sounds they 

would detect (i.e. animal sounds and music [AM], environmental sounds and music 

[EM], animal sounds and speech [AS], environmental sounds and speech [ES]) (see 

Appendix D for instructions given to participants). The experimenter then informed 

the participants that the task was to detect familiar and unfamiliar sounds in white 

noise. They were told that the sound may or may not be presented in the white noise 

and that, if the sound was present, it would either be at an audible level or a threshold 

level. Therefore they were told they should listen very carefully to the white noise. 

The experimenter also informed participants that half the trials would start with 

presentation of a valid cue (i.e. the target sound and picture) or would receive no cue. 
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Notification of the type of condition appeared on the screen at the beginning of each 

trial (i.e. “cue” or “no cue”). 

 

In the experiment, participants first indicated whether the target sound was present or 

absent in the white noise and then how confident they were in their answer, by rating 

from one (confident) to three (unconfident). In the ‘no cue’ condition, if they said the 

sound was present, participants also indicated what the sound was and whether it was 

familiar or unfamiliar to them. Prior to the experimental trials there was a practice 

session of four trials, after which any questions the participant’s had were answered 

and then the experimental trials began. Each of the two sessions participants took part 

in consisted of eight blocks, with an opportunity for a break after each block. Half the 

participants completed an imagery questionnaire at the beginning of the first session, 

and half before the second session. 
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Results 
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Figure 10: a) Distribution of Auditory Imagery scores; b) Distribution of Visual Imagery scores 

(VVIQ) 
 

The average auditory imagery rating was 75.00 (SD =12.01) and the average visual 

imagery rating was 82.78 (SD = 12.21) (see Figure 10 for distribution of these 

scores).  

 

Sound detection task 

Two analyses assessed performance in the sound detection task2. The first analysis 

focused on the sound detection measures of response bias (c) and sensitivity (d') and 

the confidence in responses. This determined how sound detection is affected by 

characteristics of the sounds (vividness and familiarity) and availability of a cue. 

                                                 
2Appendix H contains further analyses of the acoustic characteristic of target sounds and how these 
characteristics influence sound detection.  
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The second analysis focused on correlations with the signal detection measures. 

Firstly it determined participant’s reality testing abilities, by looking at the 

associations between accuracy and confidence rating. Secondly it determined the 

direct association between vividness, familiarity rating and signal detection measures.  

 

For each condition, data from the four vividness group pairings were combined and 

the proportion of hits and false positives for each imagery vividness and familiarity 

level were calculated. The hit rate was calculated from the total proportion of trials 

where the participants correctly stated that the target was present, at the threshold 

level. The false alarm rate was calculated from the total proportion of trials where the 

participant incorrectly stated that the target was present when it was absent.  
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Figure 11: Hits and FA for each condition 

 

Figure 11 shows a plot of hits against false alarms for each condition in the sound 

detection task. This shows that detection was generally better in the cue condition, as 

indicated by the higher hit rate and lower false alarm rate. In addition high vividness 

sounds had the highest hit and false alarm rates in each condition (particularly the 

unfamiliar sounds). 
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Analysis One: The effect of vividness, familiarity and cue condition on 

performance on sound detection task 

 

Signal Detection Analyses 

Because the main measure of this task required participants to make a two alternative 

forced choice (i.e. target presence vs. target absence) analysis of the data utilised 

signal detection theory.  

 

This theory posits that when a participant needs to choose between two alternatives, 

two factors contribute to the decision. The criterion reflects the amount of response 

bias that a person has towards responding positively in ambiguous environments (i.e. 

sound plus noise conditions). A variety of factors can influence this response bias, 

such as familiarity or relevance of the stimuli (Stanislaw & Todorov, 1999). These 

factors lead the participant to adopt either a conservative or liberal criterion, so that 

greater or lesser amounts of signal are required for the participant to answer 

positively. β and c are the most commonly used measures of criterion, though c is 

most appropriate for inferential statistical analyses (Pastore, Crawley, Berens, & 

Skelly, 2003). A higher value of the c indicates a more conservative response bias.  

 

Sensitivity (d') is the other factor that can influence the detection of a target. This is a 

measure of perceptual sensitivity to the target which can also be affected by a number 

of factors including intensity or brightness. Higher values of this measure indicate 

greater sensitivity. 
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In this study, the measures of c and d' were calculated using the hit and false alarm 

rates reported above. These signal detection measures were calculated using the excel 

equations reported in Stanislaw et al. (1999). Here c was used as the criterion measure 

calculated, because this measure is most appropriate for analysis using inferential 

statistics. 

 

Criterion 

 

Table 3: Average criterion in each condition (standard deviation in brackets) 

 Low Vividness High Vividness 

 Familiar Unfamiliar Familiar Unfamiliar 
Cue 1.63 (0.39) 1.69 (0.43) 1.59 (0.42) 1.48(0.38) 

No Cue 1.75 (0.44) 1.81 (0.53) 1.79 (0.54) 1.52 (0.47) 
 

Table 3 shows that for familiar sounds, high and low vividness sounds did not differ. 

For unfamiliar sounds however, the criterion was lower for high vividness sounds 

than low vividness sounds. 

 

Analysis consisted of a three-way repeated measures ANOVA (factors: vividness, 

familiarity and condition). This revealed a significant main effect of vividness, F( 1, 

39) = 5.919, p = 0.019, partial n2 = 0.133, showing a greater bias for high vividness 

sounds. The main effect of condition was also significant, F(1 ,39 ) =6.916, p = 

0.012, partial n2 = 0.151, revealing a greater bias in the cue condition. The main 

effect of familiarity was not significant, however. 

 

There was a significant interaction between vividness and familiarity, F(1, 39) = 

15.104, p < 0.001, partial ŋ2 = 0.279. High and low vividness sounds did not differ 
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when the sounds were familiar, t(39) =0.088,  p=0.930. When the sounds were 

unfamiliar, high vividness sounds had a significantly lower criterion than low 

vividness sounds, t(39) = 3.807, p<0.001. This did not vary as a function of the cue 

conditions. No other interactions were significant. 

 

d' 

d' is a measure of sensitivity to a signal. A high d' prime indicates a higher sensitivity 

to the target sound. 

 

Table 4: Average d' in each condition (standard deviation in brackets). 

 Low Vividness High Vividness 
 Familiar Unfamiliar Familiar Unfamiliar 

Cue 1.42 (0.75) 1.42 (0.77) 1.44 (0.72) 1.45 (0.74) 
No Cue 1.33 (0.80) 1.34 (0.88) 1.40 (0.89) 1.18 (0.76) 

 

Table 4 shows the average d' for each condition. Analysis of the d' data consisted of a 

three-way repeated measures ANOVA (factors: vividness, familiarity and condition). 

This revealed no significant main effects or interactions. 

 

Confidence Ratings 

 
Table 5: Average confidence rating in each condition (standard deviations in brackets) 

 Low Vividness High Vividness 
 Familiar Unfamiliar Familiar Unfamiliar 

Cue 2.77 (0.15) 2.73 (0.22) 2.81 (0.17) 2.83 (0.17) 
No Cue 2.61 (0.23) 2.52 (0.25) 2.45 (0.37) 2.66 (0.35) 

 

Table 6 shows the average confidence rating in hits in each condition. Analysis of 

confidence in hits consisted of a three-way repeated measures ANOVA (factors: 

vividness, familiarity and condition). The main effect of condition was significant, F 
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(1, 39) = 80.089, p < 0.001, partial ŋ2 = 0.673. Participants were less confident that 

they heard a sound in the no cue condition. There was a significant interaction 

between vividness, familiarity and condition, F (1, 39) = 8.714, p = 0.005, partial ŋ2 

= 0.183.  

 

For familiar items, the interaction between vividness and condition was significant, 

F(1,39) = 10.433, p = 0.003 , partial ŋ2 = 0.211. There was no significant difference 

between low and high vividness sounds in the cue condition, t(39) = 1.415, 0.165, but 

in the no cue condition, participants were significantly more confident that they heard 

the low vividness sounds, t(39) = 2.831, p=0.007. 

 

For unfamiliar items, the interaction between vividness and condition was not 

significant. 

 

The confidence ratings in false positives could not be analysed because in many 

conditions participants did not make any false positives responses. 

 

Analysis Two: Correlational analysis 

The correlational analysis assessed reality monitoring differences between the cue and 

no cue conditions, and the association between sound detection performance and 

vividness and familiarity. Because of the number of comparison made here, the 

stringent criteria of p<0.01 was set for the analysis to be considered significant. 
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Correlations between hits, false positives and confidence ratings 

Hits, false positives and confidence ratings were calculated over items (i.e. for each 

specific sound) and correlated as a measure of participant’s accuracy in judging their 

internal state. False alarm rate and confidence ratings could not be calculated for the 

no cue condition because false alarms were not made to specific sounds in this 

condition, rather to a general sound category (i.e. high or low vividness sound). 

 

Table 6 shows correlations between hits and the confidence ratings in each condition, 

as well as the false positives from the cue condition and the associated confidence 

ratings.  

 

Table 6: Correlations between confidence ratings and hit and false positive rates.3 

Measure  Correlation 
Hits Cue 0.863** 

 No Cue 0.736** 
False Positives Cue -0.046 

** = p<0.001 

 

The significant correlations between hits and confidence ratings showed an 

association between a higher hit rate and increased confidence in a sounds presence, 

which was greatest when participants received a cue. 

 

Correlation with vividness and familiarity 

This analysis assessed the association between these vividness, familiarity and signal 

detection measures, to determine the direct influence of vividness and familiarity on 

performance. 

                                                 
3 Some sounds received either no hits or no false positives therefore these correlations may differ in the 
number of items involved in each comparison. 
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The sound detection measures (c, d' and confidence ratings) were calculated over item 

for each target sound, and correlated with average vividness and familiarity rating for 

each sound. 

 

None of the correlations reached significance at the criteria of p<0.01. A near 

significant correlation showed an association between (i) confidence on hit responses 

in the cue condition and (ii) vividness rating, r (126) = 0.206, p = 0.021, however. 

Participants were more confident in hearing sounds that were rated as more vivid.  

 

During the current study, participants also completed an imagery questionnaire. 

Correlations were computed between scores on this questionnaire and overall average 

scores of each sound detection measure. This determined whether individual 

differences in imagery abilities affected sound detection. 

 

Correlations between the average auditory imagery rating and the average c, d′ and 

confidence rating, were not significant (p>0.01). 

 

Summary 

The ANOVA investigations of sound detection tasks revealed significant effects of 

vividness, familiarity and condition on bias towards responding and on confidence in 

an item’s presence, but no affect on sensitivity to target items. Participants showed a 

greater bias to reporting the presence of high vividness, unfamiliar sounds and low 

vividness, familiar sounds in noise. Confidence ratings mirrored this affect, showing 

that participants had greater confidence in the presence of such sounds, particularly in 
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the cue condition. In addition both the bias and confidence ratings were higher in the 

cue condition compared to the no cue condition. 

 

The correlational analysis confirmed that the presence of the cue aided judgment of 

internal state during sound detection, evidenced by the greater association between 

high rate and confidence rating in the cue compared to no cue condition. 

 

In addition correlation with vividness and familiarity ratings showed an association 

between greater confidence in hit responses and higher imagery vividness. No relation 

was found between performance on the sound detection task and vividness or 

familiarity ratings however. 

 

Discussion 

Experiment 3b investigated whether cueing, imagery vividness and familiarity can 

affect sound detection. Analysis of the d′ data revealed no difference in sensitivity 

dependent on the vividness of the sounds, the familiarity of the sounds, or cue 

presence. In contrast, analysis of the criterion, revealed a stronger bias towards high 

vividness sounds and to sounds in the cue condition. The  significant interaction 

between vividness and familiarity on the response bias, revealed that for familiar 

sounds, there was no difference in bias between high vividness (i.e. music and speech) 

and low vividness sounds (i.e. animal and environmental sounds), but for unfamiliar 

sounds, there was a greater bias for high vividness stimuli (i.e. music and speech).  

 

These data suggest that the detection of auditory signals in noise depends on biases 

based on the kinds of learned knowledge participants have concerning particular 
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sounds. With familiar sounds, participants adopt a moderate response criterion 

irrespective of how vivid the image of the sound is. The response bias does not 

increase because the stimulus is already associated with a vivid auditory image; 

familiarity protects against this bias. In contrast, for unfamiliar items the response bias 

increases for stimuli that are associated with higher auditory imagery vividness.  

 

This finding could be explained in terms of variations in the cognitive effort required 

during the detection of different types of sounds. For instance because music and 

speech items are high vividness items, they require little cognitive effort for the 

generation of auditory images. This is especially so when the item is familiar, such 

that the image is too defined for it to be confused for an actual percept, making false 

positive responses less likely to occur. When items are unfamiliar however, though 

little cognitive effort is required to image the high vividness item, the lack of 

familiarity means the image is ill-defined, leading participants to adopt a more liberal 

criterion (and so, more false positive responses). 

 

With low vividness sounds however, greater cognitive effort is required to create the 

image. This is particularly effortful for unfamiliar items, such that more effort is 

allocated to image generation, rather than to sound detection, making false positive 

responses less likely. For familiar items, less effort may be required (as the item is 

more defined), making false positive responses more likely to occur. In this 

explanation therefore, detection bias is determined by the balance between cognitive 

effort and vividness of the sound: if the sound is very vivid less effort is required to 

imagine the item therefore the bias decreases. Similarly if the sound is associated with 
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weak vividness it becomes too effortful to produce an image, leading to adoption of a 

more conservative bias. 

 

The study aimed to provide support for one of two theories about the detection of 

sounds following imagery. Segal and Fusella (1970) suggested that imagery and 

detection compete for resources, resulting in lower sensitivity to sounds when 

imagery was used during detection. In contrast Farah and Smith (1983) found 

improved sensitivity for sounds when imagery was used, suggesting that imagery 

facilitates detection through attentional recruitment, so long as the target and image 

matched.  

 

Analysis of the criterion confirmed that the cue resulted in participants adopting a 

more liberal criterion however, as the response bias was greater in this condition 

compared to the no cue condition. This did not serve to improve sensitivity. Therefore 

the study suggests that provision of a cue did not lead participants to confuse their 

image for the target item, or prime detection of the target item - contrary to both Segal 

and Fusella (1970) and Farah and Smith (1983). Provision of the cue did increase 

confidence in the presence of the target item however, and the study also revealed a 

stronger correlation between hits and confidence ratings in the cue condition 

compared to the no cue condition. Therefore the cue appeared to exert a mild 

facilitatory effect on target processing. Provision of an imagery period upon 

presentation of the cue, prior to detection of the target item, may have resulted in a 

stronger effect of cue. 
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Vividness, familiarity and condition also influenced confidence ratings. Analysis 

revealed higher confidence ratings for cued items. In addition there was a significant 

interaction between all three factors. For familiar items, there was no difference 

between low and high vividness sounds in the cue condition, but, in the no cue 

condition, participants were significantly more confident that they heard the high 

vividness sounds. Participants’ knowledge of what a familiar, vivid sound should be 

may increase their confidence, because of a greater specification of the ‘template’ to 

which they match these sounds, compared to low vividness sounds. Under noisy 

presentation conditions there may always be some mismatch between the stimulus 

and the template, but for high vividness sounds, participants may tolerate this 

mismatch more. In a sense, the better specified the template for the sound, the less 

cautious the participant. In contrast, for unfamiliar items, participants were more 

confident in hearing high vividness sounds than low vividness sounds across both cue 

conditions. There may be a poorer specification of the template for unfamiliar items, 

however. In this case having a more vivid associated auditory image may generate a 

decreased response criterion and more confident responding. 

 

General Discussion 

The current study investigated auditory imagery vividness for different categories of 

familiar and unfamiliar sounds, and how vividness variations influence sound 

detection.  

 

Experiment 1 assessed the effect of different cues on the introspective vividness of 

auditory images. The self-rated vividness of auditory imagery was higher for pictures 

compared to name cues across sound categories, suggesting that pictures evoke 
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auditory images more clearly than words. Previous research has not investigated the 

affects of different cues on the vividness of auditory imagery, though there has been 

relevant work conducted on visual and auditory memory (Lehmann & Murray, 2005).  

 

Experiment 2 investigated how a secondary task affects auditory imagery for different 

sound categories. Following presentation of the target, participants judged the 

familiarity of a second sound, and then rated their imagery vividness for the target.  

The study hypothesised that familiarity judgements of similar sounds would disrupt 

auditory imagery for sounds– perhaps akin to interference in verbal short-term 

memory when items have overlapping phonological representations (e.g. Baddeley et 

al., 2000).  Consistent with this argument, congruent interfering sounds (matching the 

imaged stimuli category) decreased the vividness ratings for auditory images. Further 

investigation revealed that congruent interference decreased imagery vividness of 

music items only, suggesting that acoustic similarity between interference and target 

sounds can affect imagery vividness, rather than their semantic association. 

Assessment of similarity between target, congruent and incongruent sounds confirmed 

this: congruent pairings of music clips received higher similarity ratings than other 

congruent pairings. Therefore the lack of congruency effect on other sound categories 

may be because exemplars in these sound categories vary more in their acoustic 

characteristics, so that there is less interference from using common representations in 

imagery and memory processing. 

 

In both Experiments 1 and 2, music and speech sounds received higher ratings than 

animal and environmental sounds, and familiar sounds received higher ratings than 

unfamiliar sounds. A possible explanation for the variations in imagery vividness 
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between sound categories is that in our everyday lives we more commonly generate 

images of music and speech than animal and environmental sounds, making these 

types of images more robust. For instance Bailes (2006) used an experience sampling 

method and found that people report imagining music 35% of the times that they were 

sampled. Therefore usage of music imagery appears to occur frequently throughout 

the day, and this frequency of usage may correlate with imagery vividness, though 

further research would determine this.  

 

Another possibility for the difference in vividness between sound categories is that 

music and speech are just more familiar than animal and environmental sounds. 

Experiment 3a found that the differences in imagery vividness between sound 

categories were independent of the rated familiarity of the stimuli, since introducing 

familiarity as a covariate in the analysis of vividness ratings did not eliminate the 

differences between the sound categories. The ability of participants to subvocalise 

some but not other sounds (music and speech but not environmental and animal 

sounds) may explain the variation in imagery vividness between sound categories. 

Reisberg et al. (1989) described the distinction between ‘pure’ auditory imagery and 

‘enacted’ auditory imagery. Pure auditory imagery uses the phonological loop and the 

central executive to generate an exact image of the sound, whereas enacted imagery 

also requires the use of subvocalisation to imagine sounds. It follows that 

environmental and animal sounds are pure images as it is difficult to subvocalise such 

sounds (Dick et al., 2007), whereas music and speech are enacted images because 

rehearsal of these sounds involves subvocalisation. In addition Baddeley and Andrade 

(2000) found a reduction in imagery vividness for music and speech following 

articulatory suppression. This last result may also explain why the difference between 
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familiar and unfamiliar sounds was smaller for music and speech items than between 

animal and environmental sounds, since these participants could use subvocalisation 

to rehearse and enhance imagery for such sounds. Further research could investigate 

the effects of articulatory suppression on the ability to generate auditory imagery for 

different sounds.  Specifically further studies could evaluate whether articulatory 

suppression has a selective effect on music and speech imagery compared to animal 

and environmental sound imagery, which would support Reisbergs’ theory of auditory 

imagery generation for different sounds. 

 

Experiment 3a also assessed the association between vividness and familiarity. This 

revealed good correlation between vividness and familiarity ratings. In addition the 

study confirmed the reliability of the auditory vividness ratings, by finding good 

correlation between participants vividness ratings made on two separate occasions. 

Therefore this study shows that imagery ratings are robust and independent of 

familiarity, adding strength to the theory that they are accurately measuring auditory 

imagery abilities. 

 

In the vividness rating experiments, familiar sounds received higher ratings across all 

sound categories compared to unfamiliar sounds, suggesting that prior experience 

with sounds is important for imagery clarity. This supports and extends Baddeley and 

Andrade’s (2000) finding of the differences in imagery vividness between meaningful 

and nonsense stimuli. In their experiment meaningful stimuli consisted of spoken 

sentences, whilst nonsense stimuli consisted of mixed up portions of spoken 

sentences. Participants’ ratings of imagery vividness were lower for nonsense than for 
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meaningful items. Here we extend this result to show that there are differences in 

auditory imagery across a range of known items that still vary in their familiarity. 

 

Experiment 3b determined whether imagery inhibits or facilitates sound detection. 

Sensitivity (d′) to the target did not differ between the cue and no cue conditions, 

suggesting that prior knowledge of the target items identity neither facilitated nor 

interfered with its detection. The cue did influence the bias (criterion) however, so 

that participants more biased to reporting the sounds presence, following a cue. In 

addition, the bias was greater for high vividness sounds, showing that vividness of a 

sound can modify the response criterion people adopt, encouraging people to have a 

more liberal bias for such items. This factor did not influence sensitivity however, 

suggesting that subjective vividness of imagery for a sound does not affect sensitivity 

to the target. Analysis of the criterion data also revealed an interaction between 

vividness and familiarity, showing a greater bias to familiar compared to unfamiliar 

sounds when the sound was low vividness, but a greater bias to unfamiliar sounds that 

were high in vividness. This may reflect different decision criteria between low and 

high vividness items which varies as a function of their familiarity. With low 

familiarity items there is a bias to accept a sound that is high in vividness. High 

familiarity, however, seems protective against this bias, so that participants do not 

differ in their bias between low and high vivid items. One account of this is that 

participants have a more finely tuned template for highly familiar items, making it 

less likely that they will accept a match to that template. 

 

Analysis of confidence ratings given on hit trials revealed an interaction between 

vividness, familiarity and condition. For familiar items, low and high vividness 
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sounds did not differ significantly in the cue condition, but in the no cue condition, 

participants were significantly more confident that they heard the high vividness 

sounds. Analysis of unfamiliar sounds revealed greater confidence when sounds were 

low vividness and for sounds in the cue condition, but the vividness and condition did 

not interact. This interaction firstly suggests that in the cue condition, highly familiar 

sounds override the effect of vividness on confidence: if a sound is familiar to the 

participants they are more confident in its presence, regardless of the sound category. 

In the no cue condition however, information about the targets identity is unavailable, 

therefore in this case, participants appear to use a ‘template’ for high vivid items, and 

are more confident in the presence of these items when they appear. 

 

Segal et al. (1970) also investigated the effect of sound familiarity on sound detection  

and reported poorer detection when participants imaged an unfamiliar sound 

compared to a familiar sound. They suggested that the image of the unfamiliar sound 

interfered with the detection of the tone. This result runs parallel to the effects of 

familiarity on the detection of stimuli whose auditory images are low in vividness. 

This may be because imagining the sound required extra processing capacity to aid 

detection, leaving little left for actual detection. 

 

Finally the validity of vividness of imagery measures requires comment. The current 

study used a vividness measure to investigate imagery abilities in response to different 

types of sounds and different task requirements. Such a measure requires participants 

to rate the strength of their auditory imagery for different sounds. It is therefore likely 

that individual differences in criteria for the ratings arise, according to what individual 

participants categorise as a strong auditory image. Nevertheless the data  show that 
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vividness of imagery is a robust measure, is replicable in individual participants, is 

independent of variations in sound familiarity across categories, and it effects 

detection of sounds, particularly effecting decision confidence. In addition, previous 

research has revealed an association between self-rated visual imagery vividness and 

visual cortex activation (Cui et al., 2007). Such research into auditory imagery is 

lacking, therefore a future study should investigate the association between self-rated 

auditory imagery vividness for different sounds and levels of neural activation. This 

would offer evidence that vividness ratings are a true representation of actual imagery 

abilities. 

 

Conclusion 

The current study found differences in subjective ratings of imagery vividness for 

different types of sounds, dependent on sound familiarity, cues given to imagine a 

target sound and interference from similar sounds. In addition the study found that 

vividness ratings are reliable and are not a product of the familiarity associated with 

the sounds. Experiment 3 hypothesised that highly vivid auditory images and 

provision of a valid cue would interfere with detection of faintly presented sounds in 

noise, due to confusion between the image of the item and the actual percept.  

High vividness sounds, and cued sounds increased participant’s response bias and 

confidence, and vividness interacted with familiarity to affect these measures also. 

Sensitivity to the target sounds was unaffected however.  

  

In addition the study revealed that vividness, familiarity and condition affected 

confidence ratings. These last results may link to the differential specificity of 

auditory templates for the sounds associated with highly familiar and less familiar 
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stimuli, and to how the vividness of a sound interacts with the stored template. This 

template varies according to the familiarity associated with the sounds, so that when 

unfamiliar, there is an increased bias towards accepting that a sound high vividness. 

Increased familiarity however protects against this bias, so that there is no difference 

between low and high vividness items. Therefore high familiarity may lead to 

development of a more defined template which participants are less likely to accept a 

match to that template. 
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Chapter Three. The neural correlates of animal and environmental sound 

perception and imagery 

 

Abstract 

The development of more advanced neuroimaging techniques has made imaging of 

auditory imagery and perception possible (Specht et al., 2003; Bunzeck et al., 2005; 

Hall et al., 1999; see Chapter 1). The current study employed an event related sparse 

sampling technique to investigate the relations between auditory imagery and 

perception for animal and environmental sounds. The participants underwent an fMRI 

brain scan, whilst they either imagined or listened to sounds in silence and rated the 

vividness or prototypicality of the item respectively. These conditions were compared 

to a baseline condition where participants either did nothing or made a button press in 

response to a written number cue. Contrasting the perception condition with baseline 

resulted in bilateral activation of the superior temporal gyri (STG), whereas there was 

no increased neural response for the imagery condition when compared with the 

baseline. More important, right STG showed larger responses to animal sounds than 

environmental sound both during the perception and imagery trials. Further analysis 

focused on the imagery condition. Regions within the frontal lobe were associated 

with auditory imagery vividness ratings across participants. Psychophysical 

interaction (PPI) analysis revealed increased in coupling between the frontal regions 

and the right STG during the imagery condition. Taken together the data indicate that 

the right STG distinguishes between acoustically similar but semantically different 

non-verbal sounds (animal sounds vs. environmental sounds), while frontal areas (and 

frontal-STG connectivity) link to differences in the vividness of auditory imagery. 
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Experiment 4. A sparse sampling analysis of animal and environmental sound 

perception and imagery 

 

Introduction 

 

Prior to recent advances in brain imaging, the study of the brain mechanisms of 

auditory imagery has been relatively limited (Jensen, 2005). Recent analyses however 

have revealed that auditory imagery activates similar regions to that of perception 

(Yoo, Lee, & Choi, 2001; Bunzeck et al., 2005), that activation of auditory areas 

occurs during auditory hallucinations (Dierks et al., 1999; Bentaleb, Beauregard, 

Liddle, & Stip, 2002) and that damage to auditory regions can disrupt auditory 

imagery (Zatorre & Halpern, 1993). 

 

Neuropsychological studies classically posit left hemisphere regions as the location of 

auditory speech perception, mainly due to the propensity for speech comprehension 

disorders following left temporal lobe damage (Boatman, 2006). A number of  fMRI 

studies of speech perception (Specht et al., 2003; Binder, Frost, Hammeke, Rao, & 

Cox, 1996) and speech imagery (Shergill et al., 2001; McGuire et al., 1996a; Scott et 

al., 2000) supported this. This is a contentious issue however, as other studies find 

bilateral temporal lobe activation during speech perception tasks, rather than just left 

hemisphere activity (Binder, 2000). 

 

In contrast to speech sounds, previous studies suggest that imagery and perception of 

non-verbal sounds (i.e. music, animal and environmental sounds) are more lateralised 

to the right temporal lobe. For instance Zatorre and Halpern (1993) showed that 
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patients with right hemisphere damage had impaired performance on imagery and 

perception pitch comparison tasks, compared to the left hemisphere damaged 

participants. Specht et al. (2003) found that perception of tones, animal sounds and 

music resulted in stronger activation in the right superior temporal sulcus. 

  

The majority of auditory imagery and perception studies have focused on music and 

speech. Few studies have investigated other non-verbal, non-musical sounds, such as 

animal and environmental sounds. Therefore comparison of the neural correlates of 

such sounds will clarify the organisation of the auditory system and determine 

whether the neural organisation for different auditory categories has a semantic basis 

or whether it is purely acoustic. This is the aim of the current study. Previous studies 

have investigated the neural correlates of animal and environmental sounds, but have 

focused on either perception or imagery. 

 

Studies of animal and environmental sound perception 

Lewis et al. (2005) found bilateral activation of the middle superior temporal gyrus in 

response to animal sounds, and stronger, more distributed activity in the left 

hemisphere in response to perception of tool sounds. Other studies have also found 

similar regions of activation in response to animal and tool sounds (Altmann, 

Doehrmann, & Kaiser, 2007; Doehrmann, Naumer, Volz, Kaiser, & Altmann, 2008). 

It is unclear whether this dissociation is due to the semantic differences between the 

categories, or acoustic properties however, because the sound categories differed in 

their spectrograms and harmonic to noise ratios (Lewis et al., 2005). 
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As well as differences in which brain regions are activated by animal and 

environmental sounds, studies also reveal temporal differences in neural responding. 

Murray, Camen, Andino, Bovet and Clarke (2006) studied the temporal time course 

of brain activation to animal and tool sounds, using auditory evoked potentials. Unlike 

the Lewis et al. (2005) study, Murray et al. (2006) matched their sound stimuli for 

their acoustic characteristics. The study revealed stronger activation for tool sounds in 

the right temporal lobe and left inferior frontal gyrus, 70 ms following stimuli onset. 

Over the 155-257 ms time period, activity in the bilateral temporal and premotor 

cortices peaked later and longer for animal sounds. Therefore this study shows early 

differences in activity between living and non-living sounds can occur, which are 

independent of the acoustic differences between these sound categories. Studies 

investigating the neural localisation of differences between living and non-living 

sounds using fMRI is lacking however. 

 

Studies of animal and environmental sound imagery 

Studies into the neural correlates of animal sound and environmental sound imagery 

are rare. Bunzeck et al. (2005) found an association between environmental sound 

perception and bilateral superior temporal lobe activity (including the primary and 

associative auditory cortices). In addition activation associated with environmental 

sound imagery overlapped the activation in the bilateral associative auditory cortices, 

but not the primary auditory cortices. This suggests that, as for neuroimaging studies 

of music (Zatorre et al., 1993; Halpern et al., 2004) and speech (Shergill et al., 2001; 

McGuire et al., 1996a) environmental sound imagery overlaps some of the regions 

involved in sound perception. 

 



  

119 
 

Kraut (2005) investigated memory for non-verbal sounds by comparing neural 

activation in response to threatening and non-threatening animal and environmental 

sounds using fMRI. Participants indicated whether the sounds were real or non-real 

(non-real sounds were scrambled versions of real sounds). Contrasts between 

threatening and non-threatening sounds revealed activation in the right superior 

temporal and inferior frontal gyri, and the right parietal lobe.  More relevant to the 

current study however, comparison between animal and environmental sounds 

revealed activation in the STG bilaterally and in regions in the left frontal lobe, while 

contrasts in the other direction revealed no significant differences. The stronger 

activation in auditory areas for animals compared to environmental sounds, and for 

threatening compared to non-threatening stimuli, may reflect the evolutionary 

significance of animal sounds (supported by activation of the same STG area during 

threatening sounds).  Studies of auditory imagery and perception for animal and 

environmental sounds therefore revealed dissociations in activations between 

categories, even when controlling for acoustic differences, but an overlap in regions 

involved in imagery and perception.  

 

Though an important method for determining neural activation to auditory stimuli, 

fMRI investigation is extremely noisy (between 95 – 140 dB)  because of vibrations 

caused by interactions between the gradient coils and the magnet (Hall, Goncalves, 

Summerfield, Foster, & Bowtell, 2000). This makes auditory processing experiments 

difficult. Though the amplitude can be reduced with earplugs and ear defenders or 

headphones, it cannot be reduced to a level where it can no longer be heard (Ravicz et 

al., 1999). Therefore it may be difficult for participants to hear the experimental 

stimuli, which may distract attention away from the task (Gaab, Gabrieli, & Glover, 
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2007a). Previous studies argued that as scanner noise is present in all conditions, the 

effects on the activation are cancelled out by contrasting the experimental conditions 

with a control condition (Gaab et al., 2007a; Belin, Zatorre, Hoge, Evans, & Pike, 

1999). Gaab et al’s. (2007b) study however, revealed different intensities of activation 

when scanner noise was added to auditory stimuli compared to that during scanner 

noise alone or auditory stimuli alone, suggesting that the scanner noise masks some of 

the activation in response to the auditory stimuli. ‘Sparse temporal sampling’ 

techniques reduce the impact scanner noise has on performance by introducing silent 

gaps in the scanning sequence, to allow for stimulus presentation, or task completion.  

 

Hall et al. (1999) compared continuous imaging to a sparse imaging technique, using 

continuous speech stimuli. The study found activation in the same regions for both 

methods, but analysis revealed greater a signal to noise ratio when using the sparse 

sampling technique. Similarly Gaab et al. (2007a) compared two sparse sampling 

techniques to an event related design. In the auditory task participants heard four 

words, and indicated which two were the same. The sparse sampling designs collected 

one volume either every 16sec (jittering the trial presentation within this period), or 

every 6sec at the end of each trial. The event related design acquired volumes every 

2sec, resulting in continuous scanner noise. All three designs revealed significant 

bilateral temporal lobe activity. Both sparse temporal sampling designs revealed 

greater signal intensity in Heschl’s gyrus compared to the event related design 

however. This therefore suggests that the scanner noise may mask some of the 

intensity of the stimulus-induced signal in continuous scanning procedures. 
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A key aim of sparse sampling designs is to reduce the influence of scanner noise on 

activation to auditory stimuli. Therefore particular attention should be paid to the time 

course and peak levels of activation of the hemodynamic response function (HRF) of 

the auditory cortices, to ensure that the scanner noise does not confound with 

activation. Hickok et al. (1997) found that the response to auditorily presented words 

and non words started 3sec post-stimulus and peaked at 5-6sec post stimulus, which is 

similar to that found in previous studies of visual regions (Bandettini, 1995, cited by 

Hickok, 1997) and auditory studies (Hall et al., 2000).Therefore when designing a 

sparse sampling experiment, it may be beneficial to sample activation at different time 

points, to ensure that the peak of activation is encompassed.  

 

The current study employed a novel clustered acquisition technique fMRI to 

investigate auditory imagery and perception of sounds. This reduced the possibility of 

the scanner noise interfering with ability to perform the tasks, and also avoided the 

scanner noise masking the activation to the target stimuli. The experiment itself 

investigated the neural responses to animal and environmental sounds, the neural 

overlap between auditory imagery and perception, and how subjective ratings of 

auditory imagery vividness affect neural activation. In the visual domain, Cui, Jeter, 

Yang, Montague and Eagleman (2007) found that participants who rated themselves 

as having higher visual imagery also had stronger activation in the visual cortex 

during a  visual imagery task.  Similar studies are lacking the auditory modality. The 

current study hypothesised that similar effects would occur in the auditory domain, 

showing an association between higher vividness rating and increased neural 

response. Finally, previous research suggested increase coupling between sensory and 

frontal cortices during visual imagery compared to perception (Mechelli, Price, 
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Friston, & Ishai, 2004).Therefore the study also aimed to test for change in coupling 

between auditory and frontal regions during imagery compared with the perception 

condition. Investigation of the relationship between auditory imagery and perception 

will provide much needed expansion of the functional organisation of the auditory 

system, and will determine the association between auditory imagery vividness and 

neural activation. 

 

Method 

 

Participants 

13 right-handed healthy volunteers participated in this experiment (2 males and 11 

females, 24.5 years). All had normal hearing and no previous history of neurological 

or psychiatric disorders.  

 

Stimuli 

The stimuli were 12 animal sounds and 12 environmental sounds. All sounds were 

2sec in length. The environmental sounds were vehicles, household objects and tools. 

The animal and environmental sounds were matched for their root mean square 

intensity (RMS) and harmonic-to-noise ratio (HNR). One way ANOVA’s revealed 

that these measures did not differ significantly (RMS: F(1, 22) = 0.025, p=0.967, 

partial η2<0.001; HNR: F(1,22)=1.385, p=0.252, partial η2=0.059). The average 

pitch (in Hz.) also did not differ between the two categories, F(1,22)=0.232, p=0.635, 

partial η2=0.010. 
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A pilot study obtained familiarity ratings for each of the sounds (ratings from one to 

five, one being least familiar), from ten people who did not participate in the fMRI 

experiment. This revealed that the two sound categories did not differ in rated 

familiarity, F(1, 22) = 0.622, p = 0.439, partial η2 = 0.028.  

 

Design 

 
Figure 12: Procedure of three main conditions: a) imagery condition b) perception condition c) 

baseline condition 
 

The study examined the relationship between condition (imagery vs. perception) and 

category (animal vs. environmental sound), in comparison to baseline (see Figure 12).   
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In the imagery conditions participants first received a cue for the upcoming condition 

on the screen (i.e. “imagine”) for 1sec, followed by the name of an animal or 

environmental sound for 2sec. During this presentation time, participants imagined 

the sound, and upon presentation of a fixation cross they rated the intensity of their 

auditory imagery for that item, on a four-point scale (‘1’corresponding to “no image” 

and ‘4’ corresponding to “image is perfectly clear”).  

 

In the perception condition, participants also received a 1sec condition cue (i.e. 

“listen”). They then saw the name of an animal or environmental sound and heard the 

sound associated with this item, for 2sec. During this presentation time, participants 

listened to the sound, and then upon presentation of the fixation cross, rated how 

prototypical the sound was of the named item, on a four-point scale (‘1’corresponding 

to “not at all prototypical”, and ‘4’ corresponding to “very prototypical”). 

 

In the baseline condition participants received a condition cue (i.e. “baseline”) and 

then a written number (one, two, three or four) for 2sec. When the fixation cross 

appeared, they pressed the button associated with the written number. This was in 

order to equate for the demands of word reading and motor response in the 

experimental conditions. In addition, 15% of the trials were null events in which 

participants did not receive a stimulus.  These trials added additional jitter within the 

event related design, to facilitate the haemodynamic responses estimation for the 

different events. 

 

Importantly, in all the trials during the 2sec period that followed the 1sec cue of each 

event (imagery, perception and baseline) scanner data acquisition was paused, to 
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minimise interference from scanner noise (see below for details). 81 trials were 

presented overall for the imagery condition and for the perception condition (36 

animal and 36 environmental sounds, 9 random animal or environmental sound trials). 

For the baseline condition, 36 trials were presented in which participants made a 

button response. The experiment was divided into 12 sessions. In each session the 

conditions (five conditions plus null events) were presented randomly in blocks of 18 

stimuli. Each sound was presented three times in the imagery condition and three 

times in the perception condition, with the distance between repeating trials 

maximised. 

 

Stimulus presentation and response collection were performed using E-prime 

(Psychology Software Tools, Pittsburgh, PA). Auditory stimuli were presented using 

MR compatible electrostatic headphones. Due to technical problem, two participants 

could only hear the perceptual trials through the right headphone, and intermittently 

through the left headphone, however the analysis still included their data since 

auditory stimuli presented in both sides of space are represented in both hemispheres. 

Participants also wore earplugs, and the volume was set at a comfortable level by 

playing the experimental stimuli prior to starting the experiment. Before participating 

in the fMRI experiment, participants listened to the sounds to familiarise them with 

the stimuli and to ensure that they could imagine them easily. Participants also 

completed a block of the experiment, to familiarise them with the procedure, as it 

would be in the scanner (white noise simulated the scanner noise). This also 

familiarised the participants with the task of rating their own auditory imagery.  
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fMRI data acquisition  

Functional MR images were collected using a 3-T Achieva Phillips scanner and an 

eight channel phase array coil. Functional scans were blood oxygenated level 

dependent (BOLD) contrast weighted acquired using echo planar imaging (EPI). 

Thirty-four axial slices were acquired in each volume, with a slice thickness of 2mm 

and a gap of 1mm, positioned so that most of the brain was covered, including the 

whole of the temporal and frontal lobes. Repetition time (TR) was 2sec, TE was 

35msec, 80° flip angle and in plane resolution 3mm x 3mm. 

 

To achieve an optimal environment to facilitate imagery and perception of auditory 

stimuli, a sparse sampling technique was employed. In this procedure silent periods 

were introduced at the times when sounds had to be imagined (imagery condition) or 

listened to (perception condition). This method also ensured that effects of imagining 

or listening to the stimuli would not be confounded by activation due to scanner noise. 

Sparse sampling was achieved by manually programming the scanner to pause for a 

whole TR (2s) every 4, 6 or 8sec. The acquisition time was randomly distributed and 

this manually programmed sequence was repeated for each block (see Figure 12 for 

design). Stimuli were presented during these silent periods in a  pseudo-random order. 

This sparse sampling method insured that the fMRI data were acquired when the 

BOLD response peaked, 3-6s after the event occurred (Friston et al., 2003; Hall et al., 

1999; Gaab et al., 2007a; Amaro et al., 2002). 

 

fMRI Data Analysis 

The fMRI data were analysed using SPM5 (Wellcome Department of Imaging 

Neuroscience, London; www.fil.ion.ucl.ac.uk/spm).  
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Pre-processing: The functional images were realigned to the first image (Ashburner 

& Friston, 2003) and unwrapped to account for movement by distortion interactions 

(Andersson, Hutton, Ashburner, Turner, & Friston, 2001).The data were normalised 

by transformation to standard MNI space (Ashburner et al., 2003). Finally the data 

were smoothed using an 8mm3 FWHM Gaussian kernel to account for residual inter-

subject variability. 

 

Statistical analyses: Statistical analysis was performed in two steps. First the effect 

size for each condition was estimated for each subject using the general linear model 

framework (GLM). To achieve this, a model was created in which the onsets of each 

of the five conditions of interest (i.e. two perception conditions, two imagery 

conditions and the baseline condition) were defined. These onsets were convolved 

with the canonical HRF (Friston, Harrison, & Penny, 2003). In addition for each of 

the experimental conditions, we added the ratings of imagery vividness and 

prototypicality as covariates. An additional two nuisance covariates were added to 

account for T1 1st and 2nd order saturation effects following each pause of the scanner. 

In order to combine the model and the fMRI data, the time window where fMRI data 

were not collected (i.e. during the 2sec silent pauses) were removed from the model. 

To correct for signal changes due to head movement, the 6 realignment parameters 

were included in the design matrix. Finally, an additional set of harmonic regressors 

was used to account for any temporal low-pass frequency variance within the data 

with a cut-off of 1/128Hz.  
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Voxel Based Analysis 

In order to assess the activation to each condition while controlling for effect of visual 

stimulation and response production, the experimental conditions were contrasted 

with the baseline condition for each participant.  The resultant contrasted images were 

entered into a new factorial design model in which participants were treated as 

random factor. This model did not assume independent or equable variance. Finally, a 

further analysis was carried out on regions within the auditory cortex. Results are 

reported using threshold of p<0.001 uncorrected (unless specified otherwise).  

WFU_pickatlas was used to identify the primary and associative auditory Brodmann 

areas. Tests for differential effects within these regions were performed using 

SPSS16. 

 

Ratings analysis 

An analysis also determined where activation was modulated by the imagery 

vividness ratings, to assess the regions that were sensitive to the ratings in the imagery 

conditions.  

 

Psychophysical interaction (PPI) analysis 

Psychophysical interaction (PPI) analysis (Friston et al., 1997) investigated the 

change in connectivity between different brain regions as a function of task. This 

analysis measures the change in coupling between two regions in response to a 

psychological variable. In the current study this analysis focused on testing whether 

imagery is associated with a different network architecture than perception. Previous 

research has shown increase coupling between associative sensory and frontal cortices 
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during visual imagery compared with visual perception conditions (Mechelli et al., 

2004). 

 

Here the analysis investigated whether similar effects will be observed in the auditory 

cortex. Change coupling with the auditory associative cortex during auditory imagery 

vs. perception were measured using PPI with the seed region defined as the right 

auditory cortex (MNI coordinates: 68 -24 10) based on the group results (see below). 

For each participant, the analysis used an eigenvector depicting the time series from a 

10mm sphere around the seed region in the right auditory association cortex. The PPI 

was computed for the imagery vs. perception contrast. A new model was estimated 

for each participant, containing the regressors from the previous analysis, a regressor 

of the region of interest time course and the PPI regressor (psychological x 

physiological interaction: imagery vs. perception x by the seed region response). 

 

Results 

 

Behavioural performance 

The differences between animal sounds and environmental sounds for imagery ratings 

and prototypicality ratings were analysed separately. One participant did not make 

any ratings in either the imagery or perception condition and was not included in 

analyses. 

 

Imagery ratings were analysed using a paired samples t-test. This revealed no 

significant differences between the two sound categories, t(11)=2.054, p=0.065 

though there was a trend for higher imagery ratings for animal sounds. For the 
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prototypicality ratings  animal sounds were considered significantly more 

representative of the sounds they were supposed to be, t(11)= 2.623, p=0.024. 

 

The average imagery vividness and prototypicality ratings for each participant were 

also correlated for each sound category. This revealed no significant correlation 

across participants between the two ratings for animal sounds r(12) = 0.131, p=0.686 

or environmental sounds r(12) = 0.336, p = 0.285. 
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Voxel Based Analysis 

 

Table 7: Peak activations for each contrast (threshold of p<0.001 uncorrected, unless stated 
otherwise) 

     Peak coordinates 

Contrast L/R Region 
 

BA T x Y z 
 

Perception vs. Baseline 

Left STG 41 7.21** -50 -32 10 

Left STG 42 6.79** -60 -32 10 

Left STG 22 6.34** -48 -18 -4 

Right STG 42 6.72** 68 -22 8 

Right STG 22 6.62** 68 -24 0 

Right STG 22 6.10** 56 -18 2 

Left IFG 46 4.23** -48 30 18 

Left IFG 46 4.00 -48 32 10 

Left IFG 46 3.59 -50 42 10 

 
 
 
 
 
 Left SMA 6 3.95 -2 20 48 

 
Environmental Sound Perception  vs. Animal Sound Perception 

 No significant voxels 
 

Animal Sound Perception vs. Environmental Sound Perception 

Right STG 22 3.42 62 -2 -6 

 Left STG 22 3.17 -60 -8 -2 

Imagery vs. Baseline 

 No significant voxels 
 

Environmental Sound Imagery  vs. Animal Sound Imagery 

 No significant voxels 

  

Animal Sound Imagery vs. Environmental Sound Imagery 

AI vs. EI Right STG 42 2.75* 68 -24 10 

 Right STG 22 2.74* 60 -2 -4 
** = p < 0.05, FWE-corrected; *p<0.005 (uncorrected). STG = superior temporal gyrus, 

IFG = inferior frontal gyrus, SMA = supplementary motor area 
 

Perception Condition vs. Baseline 

Contrast between the perception condition and the baseline condition, revealed the 

largest regions of activation in the bilateral temporal lobes (incorporating both the 

primary and associative auditory cortices), the left inferior frontal gyrus and the left 
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supplementary motor area (see Figure 13). Table 7 shows the coordinates of the peak 

areas of activation. 

 
Figure 13: Perception vs. Baseline 

Top row: SPMs (p<0.001 uncorrected) overlaid on a lateral view of a single subject rendered brain; 
Middle row: the same SPMs overlaid on a single subject axial T1 contrast images. In all images, the 

left hemisphere is on the left side.  Bottom row: Beta values for the peak areas of activation in a) 
Primary Auditory Cortex, b) Auditory Association Area4 c) Inferior Frontal Gyrus and d) 

Supplementary Motor area (regions circled on the SPM images above) 
 

 

 

                                                 
4 Beta plots for the primary auditory cortex and auditory association area are of the left hemisphere. 
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Imagery condition vs. baseline  

Whole brain analysis of this contrast revealed no significant voxels (p>0.001 

uncorrected) for the imagery condition. 

 

Animal sounds vs. environmental sounds 

The environmental sound vs. animal sound contrast revealed no above threshold 

activations. Contrasting animal sounds with environmental sounds revealed 

significant bilateral activation in the superior temporal lobes (see Figure 14). Table 7 

shows the peak coordinates for these regions. 
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Figure 14: Animal sounds vs. environmental sounds 

Top row: SPMs of animal > environmental overlaid on a lateral view of a single subject rendered brain 
(for illustration purposes the threshold here is p<0.005 uncorrected, cluster >50 voxels); Middle rows: 
the same SPMs overlaid on a single subject axial and coronal T1 contrast images. In all images, left 

hemisphere is presented on the left side; Red = imagery, blue = perception, purple = overlap; Bottom 
row: Beta plots for the peak activations for a) AI>EI and b) AP>EP (peak regions of activation circled 

on the SPM images, see table x for coordinates of the peaks) 
 

Animal sound imagery– baseline vs. environmental sound imagery - baseline 

Similarly to the perception condition, contrasts between environmental sound imagery 

and animal sound imagery revealed no above threshold responses (p>0.001 

uncorrected). Contrasting between animal sounds and environmental sounds, there 

was significant right superior temporal lobe activation for the imagery task (see 

Figure 14). Table 7 show the peak coordinates for these regions.  
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Region of Interest Analyses 

The perception condition revealed considerable activation in the bilateral superior 

temporal lobes, incorporating both the primary and associative auditory regions. In 

order to investigate neural activation in these regions in more detail, a region of 

interest (ROI) analyses was conducted. The primary auditory cortex incorporates the 

Heschl’s gyrus, and corresponds with BA 41, whilst the associative auditory cortex 

incorporates the planum temporale and corresponds with BA 42 and BA 22. These 

regions were masked using the PickAtlas tool and the peak coordinates in each region 

were determined from the perception vs. baseline contrast. A 10mm volume of 

interest mask was then specified surrounding the peak activation for each region and 

hemisphere, and the beta values were extracted. Figure 13 shows the average beta 

values for the primary auditory cortex, auditory association area, left middle frontal 

gyrus and the left supplementary motor area 

 

Activation in the bilateral Primary Auditory Cortex (PAC), and Auditory Association 

Area regions were analysed a four way split-plot ANOVAs. The factors were sound 

type (animal vs. environmental sounds), task (imagery vs. perception), hemisphere 

side (left vs. right) and region (primary vs. associative auditory cortices).  This 

analysis revealed a significant main effect of sound type F(1, 48) = 9.229, p = 0.004, 

partial η2 = 0.161; activation was significantly stronger for animal sounds than 

environmental sounds. There was also a significant main effect of task F(1, 48) = 

273.116, p <0.001, partial η2 = 850; activation was significantly stronger for the 

perception task compared to the imagery task.  The main effects of side and region 

were both not significant (side: F(1, 48) = 0.0395, p = 0.843, partial η2 < 0.001; 
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region: F(1, 48) = 0.036, p = 0.850, partial η2 < 0.001). There were no significant 

interactions. 

 

Correlations with behavioural ratings 

Prototypicality ratings for each sound category were correlated with beta values of the 

primary and associative auditory cortices during the perception conditions. These 

analyses revealed no significant correlations between prototypicality ratings and 

activation strength in either region or hemisphere (p>0.001). 

 

Imagery vividness ratings for each sound category were also correlated using a similar 

procedure, which revealed no significant correlations between vividness ratings and 

activation strength in either region or hemisphere (p>0.001).  

 

Left Inferior Frontal Gyrus (IFG) 

The left IFG showed a significant cluster of activation for the contrast between the 

perception and baseline condition (see Table 7), and the beta values from a 10mm 

sphere around the peak were analysed. Figure 13 shows the average beta values for 

each sound category in each condition. A significant main effect of task was found, 

F(1, 12) = 11.500, p = 0.005, partial η2 = 0.489: activation was stronger during the 

perception conditions compared to the imagery conditions. The main effect of sound 

category was not significant, F(1, 12) = 0.047, p = 0.832, partial η2 = 0.004, nor was 

the interaction between sound category and task, F(1, 12) = 0.130, p = 0.725, partial 

η2 = 0.011. 
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Left Supplementary Motor Area (SMA) 

The left SMA also showed significant activation in the contrast between the 

perception and baseline conditions and a region of interest analysis was conducted on 

the beta values from a 10mm sphere around the peak. Figure 13 shows the average 

beta values for each sound category, in each condition. There was a trend towards 

greater activation during the perception task compared to the imagery task, F(1, 12) = 

4.646, p = 0.052, partial η2 = 0.279. No significant effect of sound category or 

interaction between sound category and task was found (F(1, 12) = 0.157, p = 0.699, 

partial η2 = 0.013 and F(1, 12) = 0.002, p = 0.968, partial η2 < 0.001, respectively). 

 

Negative Beta Values 

All the ROI analyses resulted in negative beta values for the imagery conditions 

relative to baseline. To investigate these in greater detail, the opposite contrast was 

calculated (i.e. baseline vs. imagery conditions; see Figure 15). This showed a large 

amount of significant activation in the bilateral superior temporal lobes (see Table 8 

for peak regions of activation). 
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Figure 15: Deactivation in the imagery conditions (Baseline vs. Imagery) 

Top row: SPMs of animals > environmental overlaid on a lateral view of a single subject rendered 
brain (for illustration purposes the threshold here is p<0.0001 uncorrected); Middle rows: the same 

SPMs overlaid on a single subject axial and coronal T1 contrast images. In all images, left hemisphere 
is presented on the left side; Bottom Row: Beta plots of peak areas of activation. 
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Table 8: Peak regions of deactivation during imagery conditions (baseline versus imagery) 
(p<0.001 uncorrected) 

    
Peak 

coordinates 

L/R Region BA t x Y z 

Right STG 22 5.48 56 -16 38 

Right STS 22 5.39 60 -60 24 

Left STG 22 4.92 -46 -24 32 

Left STG 22 4.67 -58 -18 18 

Right 
Lateral Occipital 

Gyrus 18 4.88 36 -94 -4 

Right Cingulate Gyrus 24 4.59 2 -30 44 

Right IFG 45 4.39 26 28 26 

Left Cingulate Gyrus 18 4.3 -12 -2 50 

Left MTG 21 4.26 -60 -60 -8 

Left MFG 9 4.08 -4 50 -8 

Left Precuneus  4.02 -24 -66 34 

Right Cuneus  3.97 12 -82 2 

Right MFG 9 3.91 8 50 28 

Right MTG 21 3.84 62 -38 -12 

Left Cingulate Gyrus 18 3.82 -8 -2 -2 

Left MFG 9 3.74 -12 50 12 

Left STG 22 3.73 -26 -50 24 

Left Insula 13 3.71 -42 -2 -2 

Left Cingulate Gyrus 18 3.62 -12 -52 12 

Right MFG 9 3.60 48 26 24 

 

Rating Analyses 

In order to determine the areas that were sensitive to vividness ratings in the imagery 

condition, a separate analysis was conducted. This determined the extent of the 

modulation of neural response by subjective imagery vividness. This analysis 

revealed a number of significant clusters (see Table 9, Figure 16) most notably in the 

left middle frontal gyrus (MFG) and the bilateral insula lobes. 
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Figure 16: Rating analysis - environmental sound imagery and animal sound imagery 

Top row: SPMs of effects of vividness ratings on imagery responses (p<0.001 uncorrected) overlaid on 
a lateral view of a single subject rendered brain; Middle row: the same SPMs overlaid on a single 

subject axial T1 contrast images. In all images, left hemisphere is presented on the left side; Bottom 
row: Beta plots for peak activations in the rating analysis a) Left MFG, b) Left insula lobe (see Table 9 

for coordinates of peaks). 
 

Table 9: Peak activations for imagery ratings (p<0.001 uncorrected) 
 

  

 

  
Peak  

Coordinates 

Hemisphere 
Anatomical 
Structure 

 
BA 

Cluster 
Size F X y z 

Left MFG 10 8 12.1 -40 54 14 
Left Insula lobe 52 9 10.16 -42 2 -6 

Right Insula lobe 52 5 10.15 46 -4 -4 
 

Psychophysical Interaction (PPI) Analysis 

This analysis investigated changes in coupling with the auditory cortex during 

imagery compared to perception trials. The seed region was in the right auditory 

cortex (MNI coordinates: 68, -24, 10). Voxel-based analyses showed activation in this 
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region in the perception vs. baseline contrast and in the animal sound imagery vs. 

environmental sound imagery contrast (see above). 

 

 
Figure 17: PPI analysis - increased coupling with the right auditory cortex 

Top row: SPMs showing increase coupling with right auditory cortex during imagery trials overlaid on 
a lateral view of a single subject rendered brain(for illustration purposes the threshold here is p<0.005 

uncorrected, cluster >50 voxels); Middle and Bottom rows: the same SPMs overlaid on a single subject 
axial and coronal T1 contrast images. In all images, left hemisphere is presented on the left side. 

 

Table 10: Peak activation in PPI analysis of imagery vs. perception contrast (p<0.001 
uncorrected) 

    Peak coordinates 
L/R Region BA T x y z 
Right MFG 9 6.31 42 36 28 
Right IFG 45 5.98 54 20 24 
Left SFG 10 5.72 -10 52 26 
Left MFG 9 5.18 -24 30 38 
Left MFG 9 5.11 -38 4 52 
Right MFG 10 5.03 36 30 10 
Right MFG 10 4.72 30 44 24 
Left SMA 6 4.56 -4 32 42 
Left SFG 9 4.47 2 42 30 
Right ACC 32 4.43 6 22 40 
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This PPI analysis revealed increase coupling of the right secondary auditory cortex 

and bilateral frontal lobes, particularly with the middle and superior frontal gyri 

during imagery vs. perception conditions (see Figure 17 for activation pattern and 

Table 10 for peak voxels). The opposite contrast (perception vs. imagery) revealed no 

significant results. 

 

Discussion 

Experiment 4 showed (i) dissociations between the semantically (but not acoustically) 

different categories of animal sounds and environmental sounds, (ii) auditory imagery 

and perception activate similar regions of the auditory cortex, (iii) subjective ratings 

of auditory imagery intensity are associated with activation in the frontal lobes, and 

iv) there is significant connectivity between auditory cortices and frontal regions, 

during imagery. The implications of these findings are discussed below. 

 

Auditory perception 

Relative to the baseline condition, the perception of environmental and animal sounds 

activated the primary and secondary auditory cortices bilaterally; in addition there 

was reliable activation in the left SMA and IFG. Previous studies of auditory imagery 

also found SMA activation, and may reflect subvocalisation during such imagery 

(McGuire et al., 1996a). Activation in this region has not been documented during 

auditory perception before, however. It is unlikely that the SMA activation reflects 

subvocalisation of word reading here, since the control condition also required 

reading, as well as the experimental conditions.  An alternative explanation is that 

listening to animal or environmental sound evokes other cross-modal associations 

such as motor imagery associated with the use of objects (Lewis et al., 2005) or for 
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animals in motion, which would involve activation of motor-related areas such as the 

SMA (Lambert, Sampaio, Scheiber, & Mauss, 2002).  

 

Previous studies also implicate the inferior frontal gyrus (IFG) in auditory imagery, 

particularly in association with inner speech processes (McGuire et al., 1996a; 

Shergill et al., 2001). Other studies have found left IFG activation during speech 

perception (Specht et al., 2003) and tool sound perception (Lewis et al., 2005), 

however. Unfortunately, the paucity of prior research on imagery and perception for 

such non-verbal sounds hampers interpretation of the activity in these regions. Further 

research into activation associated with such stimuli, in comparison to speech is 

required to determine the nature of activation in these regions. 

 

Region of interest analysis found stronger activation strength for animal sounds 

compared to environmental sounds. The contrast between animal sounds and 

environmental sounds confirmed this, revealing significant bilateral activation in the 

primary auditory cortices (stronger in the right hemisphere). Contrasts in the opposite 

direction (environmental sounds versus animal sounds) revealed no significant 

activations. This pattern of findings is similar to that of Kraut et al. (2006). Their 

study employed a continuous fMRI procedure to investigate memory for animal 

sounds, in comparison to that of tool sounds. This revealed significant right STG 

activation when contrasting animal sounds with tool sounds, but no significant 

activation for the opposite contrast. Kraut et al. (2006) attributed their findings to 

animal and environmental sounds forming distinct semantic groups. Kraut et al. 

(2006) did not match the sound categories for their acoustic properties (most notably 

the harmonic to noise ratio and frequency) therefore the contrast in acoustic properties 



  

144 
 

could have contributed to the difference. In the current study the acoustic properties 

between the two sound categories were matched for sound intensity, harmonic to 

noise ratio and sound frequency, yet the differences in neural activation still emerged. 

This suggests that there is a non-acoustic basis for the neural dissociation between the 

categories. As suggested by Kraut et al. (2006), the contrast may reflect a semantic 

difference between animal and non-animate environmental sounds.  This would fit 

with both imaging data and neuropsychological studies showing that double 

dissociations can exist between knowledge of animals and objects (Forde, Francis, 

Riddoch, Rumiati, & Humphreys, 1997; Derenzi & Lucchelli, 1994). The 

sensory/functional account of semantic deficits suggests that dissociations may be 

because animals are more strongly defined by visual-perceptual than functional 

properties (e.g., they often have fur, have tails, walk on four legs etc), whereas the 

opposite holds for inanimate objects (Warrington et al., 1984) . The greater activation 

for animal over environmental sounds here may reflect the stronger weighting of 

perceptual features (in this case auditory features) in the identification of animate 

sounds. There are other possibilities however. For instance, the auditory 

representations of different animals may be relatively similar (e.g., barks, yelps, 

snorts) compared with the similarity between environmental sounds, and this 

perceptual similarity may lead to greater neural activity in regions associated with 

auditory processing (see Forde & Humphreys, 2001, for arguments about perceptual 

similarity in the visual modality).  Indeed in Gygi et al.’s (2007) multidimensional 

scaling investigation of the similarity between environmental sounds, vocalisations 

formed the largest similarity cluster. The authors attributed this to the fact that such 

sounds are generally more harmonic and more similar to each other in acoustic 

properties compared to other categories of environmental sounds. 



  

145 
 

Additionally, the dissociation may also reflect that, here, participants rated the 

environmental sounds as less prototypical than animal sounds. This reduced 

prototypicality may have resulted in reduced levels of activation. Against this last 

point however, correlations between prototypicality ratings and activation strength in 

primary and associative auditory cortices were not significant. Additional work is 

required to determine exactly why the category-specific differences arose.  

Nevertheless it is interesting that this apparent semantic difference was present in 

cortical regions associated with perceptual rather than semantic processing of sound 

(where more medial and anterior temporal activation might have been expected for 

living things;  Gainotti, 2000; Devlin et al., 2002). This is at least suggestive that the 

effects stem from differences in the weighting of perceptual knowledge about the 

stimuli. 

 

This current study also partially supports the findings of Lewis et al. (2007) in that the 

temporal lobe activity for animals was bilateral rather than unilateral (although 

activation was significantly stronger on the right side). While we also found no 

reliable activity for environmental sounds relative to animals, they reported greater 

left lateralised activity for environmental sounds. The two studies differed in the type 

of ‘non-living’ sounds stimuli used, as Lewis et al. employed only tool sounds while 

we used a mixture of household objects, vehicles and tools. The failure to find 

increased activation here, compared with animal sounds, may stem from the 

environmental sounds being more similar to animal sounds here (cf. Lewis et al., 

2005). Alternatively it may be that there is a specific response to tools that was diluted 

here. 
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Auditory imagery 

The imagery conditions resulted in no significant activation relative to baselines. This 

might be because the silent period was too short to allow for development of an 

auditory image or because participants recruited at least some overlapping processes 

in the baseline and imagery conditions. An account in terms of the timing of imaging 

does not seem very plausible. Previous behavioural studies indicate that participants 

take approximately two seconds to rate the vividness of their auditory imagery for 

sounds in the categories used in the current study. Also participants received a 

condition cue before each trial, to enable them to prepare to imagine the target as soon 

as it was presented. All participants reported they could do the task in the scanner, and 

gave a full range of vividness ratings, suggesting that participants could imagine the 

sounds. Therefore it is unlikely that participants were unable to imagine the target 

sound during this period.  

 

The argument for similar processes in the baseline and imagery conditions seems 

more plausible. The baseline condition controlled for activation associated with 

button presses and word reading but participants may still have used inner speech, and 

this could mask any differential activity in the auditory imagery condition. To 

determine whether this occurred, this deactivation was plotted (i.e. by contrasting the 

baseline condition with the imagery condition). This revealed significant activation in 

the bilateral STG, which has been implicated in inner speech processes (Shergill et al., 

2001). Future studies should control for inner speech whilst still matching the task 

demands of the auditory imagery task (e.g. by using a visual imagery task, such as 

mental rotation).  
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Despite this lack of main effect relative to baseline, animal sound imagery tended to 

evoke greater activation than imagery for environmental sounds within right auditory 

association regions, similar to that found in the perception conditions. This is 

consistent with imagery and perception using similar neural circuits.  Bunzeck et al. 

(2005) also found overlap between imagery and perception for environmental sounds 

in their study. The authors reported that both imagery and perception of 

environmental sounds resulted in bilateral activation of the associative cortices, but 

that perception alone resulted in activity in the primary auditory cortices. The current 

study revealed strong bilateral activation in the primary auditory cortices during 

sound perception, but no significant activation in these regions during imagery, 

similarly to Bunzeck et al. (2005). 

 

Of key interest in this study was whether vividness ratings were associated with 

changes in neural activation. Modulation of activation by imagery ratings (i.e. ratings 

analysis) investigated the regions responsive to higher ratings. The left MFG and the 

bilateral insula lobes showed the most pronounced activation. Previous studies of 

auditory imagery also report MFG activity (Yoo et al., 2001; Shergill et al., 2001). 

The MFG is also part of the dorsal lateral prefrontal cortex (DLPFC) and has been 

implicated in auditory working memory tasks (Arnott, Grady, Hevenor, Graham, & 

Alain, 2005; Grasby et al., 1994), so activation here may reflect general demands on 

working memory. Previous studies of inner speech also found bilateral insula lobe 

activity (Aleman et al., 2005; Shergill et al., 2001) and abnormal activation of this 

region has been implicated in auditory hallucination development (Nagai, Kishi, & 

Kato, 2007). A study of non-verbal auditory imagery also found insular activation, 

which linked the activation to sound retrieval processes (Hoshiyama, Gunji, & Kakigi, 
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2001) and the allocation of higher-level cognitive processes to auditory attention 

(Voisin, Bidet-Caulet, Bertrand, & Fonlupt, 2006). Therefore it appears that these 

areas may reflect the generation and maintenance of non-verbal auditory imagery. 

 

The PPI analysis used the right auditory cortex as seed point, given that this area 

showed activation in both the perception vs. baseline contrast and in the animal sound 

imagery vs. environmental sound imagery contrast. This analysis revealed significant 

connectivity between the seed region and areas in the frontal lobe, when contrasting 

between imagery and perception conditions. This analysis indicates involvement of 

the frontal regions in either generation of auditory image or (possibly) in evaluating 

the strength of the images for the rating task. Enhanced connectivity between frontal 

and auditory cortex would be consistent with generation of stronger images for 

animals, through reciprocal links between these areas, or with stronger images in 

auditory cortex being fed-through to more frontal regions for the evaluation process. 

 

In conclusion the current study supports and extends the findings of previous studies 

of auditory imagery and perception for non-verbal sounds. Previous studies have 

demonstrated distributed regions of activity to different sound categories and some 

overlap between imagery and perception. In such studies, acoustic properties of the 

sounds varied greatly between categories, therefore it is unclear whether dissociations 

between the sound categories resulted from acoustic or semantic differences between 

the stimuli. The current study balanced the acoustic properties across the stimuli but 

still demonstrated greater activation for animals than environmental sounds, and this 

tended to occur across both imagery and perception conditions. Individual differences 

in imagery vividness were related to altered activity in the MFG and insula cortex. 
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The study also showed increased connectivity between frontal and auditory cortex, 

during imagery conditions, suggesting a mediating role for these connections in either 

creating auditory images or in evaluating their strength.  
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Chapter Four Association between schizotypy and imagery vividness 

 

The association between auditory imagery and hallucinations has long been 

hypothesised, but findings have been contentious, as some studies find strong 

associations and others find little link between the two. The current study makes 

comparisons between the sample of participants investigated in the current thesis and 

participants in previous studies in terms of schizotypy, hallucination proneness and 

anomalous experiences. Having established that the current sample of participants 

was similar to those in previous studies, the study then assessed the association 

between auditory imagery vividness and the factors mentioned above. The O-LIFE 

investigated schizotypy and positive traits of psychosis, the LSHS-R investigated 

hallucination proneness and the CAPS investigated anomalous experiences. In 

addition the VVIQ and a novel auditory imagery questionnaire assessed auditory and 

visual imagery vividness. The study showed a good association between the measures 

of schizotypy, hallucination and anomalous experiences. When correlated with 

imagery measures, people with greater positive symptom traits had a trend to higher 

auditory imagery vividness, and when grouped by positive symptoms, the high 

scoring group had significantly higher auditory imagery vividness than the low 

scoring group. However there was no association between either imagery measure and 

hallucination proneness. Assessment of the separate anomalous experiences from the 

CAPS revealed an association between auditory imagery vividness, sensory flooding 

and temporal lobe symptoms.  
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Experiment 5. Association between schizotypy and imagery vividness 

Introduction 

 

Hallucinatory experiences are often associated with psychiatric symptoms, such as 

bipolar depression, post traumatic stress disorder and schizophrenia (Beck et al., 

2003).  Indeed, hallucinations are a first-rank symptom for the diagnosis of 

schizophrenia (Schneider, 1959), and between 60 and 70% of such patients 

experience hallucinations (Bentall, Jackson, & Pilgrim, 1988; Sartoriu, Shapiro, 

Barrett, & Kimura, 1972). Hallucinations can occur in all modalities; however 

auditory hallucinations are most common, followed by visual, tactile and olfactory 

hallucinations (Mueser et al., 1990).  

 

Auditory hallucinations can also occur in the absence of other psychiatric symptoms 

however. Romme and Escher (1989) found that many people consider hallucinations 

to be a normal part of everyday life, find them beneficial and do not have other 

experiences associated with psychiatric conditions. A number of surveys have been 

conducted to determine the prevalence of hallucinations in the normal populations. 

Such estimates vary between  10% and 25% of people in the normal population 

experience hallucinations (Tien, 1991; Barrett et al., 1992; Young et al., 1986). 

Therefore hallucinations could be considered to be a normal experience for many 

people.  
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Measurement of schizotypy, hallucination proneness and anomalous experiences 

Like hallucinations, other schizophrenia symptoms are hypothesised to lie on a 

continuum with psychiatric symptoms, so that people can have schizotypal 

personality factors, which are at a subclinical level (Meehl, 1962). 

 

A number of measures have been developed to assess schizotypal personality 

characteristics, such as the Perceptual Aberration Scale (Chapman et al., 1978) and  

the Schizotypal Personality Scale (Raine, 1991). The Oxford-Liverpool Inventory of 

Feelings and Experiences (O-LIFE) incorporated items from other measures of 

schizotypy, including the LSHS, STQ and the Perceptual Aberration Scale (Mason et 

al., 1995). The O-LIFE assesses key schizotypy traits related to positive and negative 

symptoms, and included four subscales, to assess Unusual Experiences, Cognitive 

Disorganisation, Impulsive Non-conformity and Introvertive Anhedonia. Initial 

investigations with this scale revealed good internal reliability and good association 

with other measures of psychosis, suggesting that the scale is a reliable and valid 

measure of schizotypy. 

 

Other scales focus on hallucination-like experiences directly. The most commonly 

used measure of hallucination-like experiences is the Launay-Slade Hallucination 

Scale (Launay et al., 1981) . The original scale determined whether prison inmates 

have a higher incidence of hallucinatory experience than participants than in the 

normal population, but it has since been used to investigate hallucinatory experiences 

in a range of other participants and situations. For instance a later study by Bentall 

and Slade (1985) assessed hallucinatory experiences of 150 male non-psychiatric 

participants. Participants completed the LSHS on two occasions separated by up to 
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three weeks, which revealed good correlation between the two versions of the 

questionnaire, suggesting that the LSHS measure is reliable and measures a stable 

trait. In addition scores on the LSHS correlated with other schizotypy measures, 

showing that it is a reliable measure.  

 

This scale focuses primarily on the incidence of auditory hallucination experiences, 

despite the fact that hallucinations can be experience in any modality. In addition it 

does not take into account the frequency and distraction evoked by such experiences, 

which may give a better indication of the severity of such experience.  

 

A more recent measure focuses on other types of anomalous experiences, as well as 

auditory hallucination and obtains a measure of frequency of experiences and 

distraction evoked. The Cardiff Anomalous Perceptions Scale (CAPS, Bell et al., 

2006) assesses anomalous experiences in all sensory modalities, but does not directly 

ask about schizotypy or hallucination experiences. Participants give yes or no 

responses to the questions and where participants give a positive response, they also 

rated the experience using a 5-point rating scale, on three dimensions: the distress, 

intrusiveness and the frequency that the experience occurs. Bell et al. (2007) tested 

this scale with a group of non-psychiatric participants and a psychiatric group of 

participants and found that the total score on this scale correlated well with other 

measures of schizotypy.  Interestingly in this study, the authors do not investigate the 

relationship between the different dimensions of the scale (i.e. total score, distress, 

intrusiveness and frequency ratings) and the other measures investigated.  
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Relationship with schizotypy and auditory imagery  

All of the above scales appear to have a significant imagery component to them. The 

O-LIFE includes questions such as “Are your thoughts sometimes so strong that you 

can almost hear them?” in the UE scale, while the CAPS includes items such as “Do 

you ever hear noises or sounds when there is nothing about to explain them?” In 

addition both PCA’s of the LSHS seem to suggest a factor related to vivid imagery 

(i.e. "Vividness of daydreams", Levitan et al., 1996; Aleman et al., 2001).  

 

Previous studies suggested vivid imagery has a key role in the development of 

hallucinatory experiences (Mintz and Alpert, 1972).  Experimental investigation of 

the relationship between hallucination proneness and imagery abilities has produced 

mixed results however, with some studies finding a positive relationship between 

scores on the LSHS and imagery questions (Mintz & Alpert, 1972; Roman & Landis, 

1945), others finding a negative relationship (Starker & Jolin, 1982) and some finding 

no relationship (Brett & Starker, 1977). One issue with these previous studies is that 

the LSHS focuses on with auditory unusual experiences, but few studies focus on 

their association with auditory imagery vividness, tending to incorporating more 

general measures of imagery, including all modalities of imagery (Aleman, Bocker, & 

de Haan, 1999; Aleman & de Haan, 2004). 

  

The current study 

The current study had two aims. Firstly the study determined whether the sample of 

participants matched that of previous studies in terms of hallucination proneness, 

anomalous experiences and schizotypy. This is in order to rule out that any 

association between these factors and imagery vividness is due to an idiosyncratic 
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sample, rather due to true association. Secondly previous research of imagery abilities 

in association with schizotypy is lacking. Therefore the current study also looked at 

the associations between schizotypy, hallucination and imagery vividness, 

incorporating measures of schizotypy (O-LIFE) hallucination-like experiences 

(LSHS-R) and other anomalous experiences (CAPS). 

  

Method 

 

Participants  

18 male and 76 female (18 – 34 years old) from the University of Birmingham 

completed both the CAPS questionnaire and the LSHS questionnaire as part of other 

experiments. 54 of these participants also completed the O-LIFE and 64 completed 

the imagery questionnaires. 

  

Results 

 

Part 1: Comparison to previous studies 
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Figure 18: Distribution of LSHS scores in the current study 

 



  

157 
 

LSHS: 94 participants completed the LSHS, revealing a mean score of 14.6 (SD = 

5.8). Figure 18 shows that the LSHS scores were normally distributed. 

 

 The population of this study most resembled that of Aleman et al. (2001) (i.e. 

undergraduate students). In Aleman et al.’s (2001)  study 243 participants completed 

the LSHS, and the mean score was 13.9 (SD = 6.7). The mean, standard deviation and 

number of participants in Aleman et al.’s study were used to compare their results to 

those of the current study, using an independent samples t-test5. The scores of these 

two samples did not differ significantly t(190)=0.957, p=0.341.  
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Figure 19: Distribution of O-LIFE subscale scores in the current study 

 

                                                 
5 This analysis was conducted using an online t-test calculator, 
http://www.quantitativeskills.com/sisa/statistics/t-test.htm 
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54 participants completed the O-LIFE questionnaire. Figure 19 shows that the 

distributions for the CD and IN scales were normally distributed, whilst the UE and 

IA subscales were slightly skewed towards lower scores. 

 

Table 11 shows the mean and standard deviation for each subscale for the current 

study and for Mason and Claridge’s (2006) data. The mean, standard deviation and 

number of participants in Mason and Claridge’s study were used to compare their 

results to those of the current study, using independent samples t-tests. Comparison 

between the two studies revealed no significant differences in scores for the UE and 

IN subscales (UE: t(54)=0.118, p=0.907; IN: t(55)1.256, p=0.215). Scores in the 

current study were significantly higher for the CD subscale however, t(55)=2.518, 

p=0.015, and significantly lower for the IA subscale, t(56) = 2.632, p=0.011. 

 

Table 11: Comparison between Mason et al. (2006) and the current study (standard deviations in 
brackets) 

Measure 
Current Study
(N = 53) 

Mason et al. (2006) 
(N =1926) 

UE 8.7 (6.1) 8.8 (6.2) 
CD 12.7 (5.7) 10.7 (5.9) 
IA 5.0 (3.8) 6.4 (4.5) 
IN 8.4 (4.0) 7.7 (4.1) 
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CAPS:  
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Figure 20: Distribution of CAPS subscale scores in the current study 

 

94 participants completed the CAPS questionnaire. Figure 20 shows that all the CAPS 

subscales scores were slightly skewed towards the lower scores. Table 12 shows the 

mean and standard deviation for the current study and for Bell et al.’s (2006) study. 

Comparison between the two studies reveals no significant differences on any of the 

subscales (p>0.05). 

 
Table 12: Comparison between Bell et al. (2006) and the current study (standard deviation in 
brackets) 

Measure 
Current Study
(N = 94) 

Bell et al. (2006) 
(N = 337) 

Total 6.9 (4.7) 7.3 (5.8) 
Intrusiveness 14.4 (12.2) 15.5 (14.5) 
Distress 17.1 (14.4) 18.0 (17) 
Frequency 12.8 (10.0) 14.6 (14.2) 

 

Correlations between the schizotypy scales 

The separate scales were then correlated with each other and compared to other 

studies that have also compared the scales. Table 13 shows a correlational matrix 
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between the subscales of these measures. Due to the large number of comparisons, a 

more stringent criteria of p<0.01 was used to accept the significance of the 

correlations. This revealed good correlation between dimensions and subscales within 

each measure (i.e. CAPS, O-LIFE and AVIQ). In addition there were positive 

associations between the measure of hallucination proneness (LSHS) and the 

measures of anomalous experience (all CAPS dimensions) and schizotypy (all O-

LIFE subscales, except IA). The CAPS dimensions also correlated well with the O-

LIFE subscales (except the IA subscale).  

 

Table 13: Correlational matrix for LSHS, CAPS subscales and O-LIFE subscale (r-values) 
 

    LSHS CAPS O-LIFE  
Measure  T. D. I. F. UE CD IA IN 
LSHS  
(N = 94) 

  
 

- 
                 

           
CAPS 
(N = 94) 

T. 
 

0.29 
** 

- 
        

 
D. 
 

0.33 
** 

0.88 
** 

- 
       

 
I. 
 

0.37 
** 

0.91 
** 

0.96 
** 

- 
      

 
F. 
 

0.38 
** 

0.91 
** 

0.85 
** 

0.91 
** 

- 
     

           
O-LIFE 
(N= 54) 

UE 
 

0.59 
** 

0.58 
** 

0.61 
** 

0.59 
** 

0.57 
** 

- 
    

 
CD 
 

0.52 
** 

0.42 
** 

0.44 
** 

0.43 
** 

0.40 
** 

0.72 
** 

- 
   

 
IA 
 

0.04 
 

0.08 
 

0.17 
 

0.13 
 

0.06 
 

0.29 
* 

0.30 
* 

- 
  

  
IN 
 

0.48 
** 

0.43 
** 

0.43 
** 

0.44 
** 

0.43 
** 

0.62 
** 

0.54 
** 

0.17 
 

- 
 

T. = Total; D. = Distress; I. = Intrusiveness; F. = Frequency 
* - p<0.05, ** - p<0.01 
 

Bell et al. (2006) also investigated the correlations between the CAPS total score, 

LSHS and O-LIFE subscales. Table 14 shows these correlations, as well as those of 

the current study.  
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Table 14: Comparison of correlations with CAPS total score between Bell et al. (2006) and the 
current study 
 

CAPS total score  LSHS O-LIFE 
      UE CD IA IN 
Current study Pearson's r 0.29** 0.58** 0.42** 0.08 0.43** 
  N 94 53 53 53 53 
Bell et al. (2007) Pearson's r 0.65* 0.57* 0.36* 0.03 0.20** 
 N 288 170 170 169 171 

 

These comparisons reveal that, as in the current study, correlations between the CAPS 

total score and the LSHS, and the O-LIFE subscales of UE, CD and IN were 

significant.  

 

Further analysis then determined whether these correlations differed significantly 

from Bell et al.’s (2007) study. This revealed a borderline significant difference 

between Bell et al.’s (2007) study and the current study, in the correlations for the 

CAPS total score and the IN score, z=1.596, p =0.055. The correlation was stronger 

in the current study in comparison to Bell et al.’s (2007) study. 

 

Part 2. Association between hallucination proneness, schizotypy and imagery 

abilities 

 

69 participants completed the imagery questionnaires. The mean score on the auditory 

imagery subscale was 78.7 (SD=13.2) and the mean score on the visual imagery 

subscale was 85.2 (SD=12.1).  
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Table 15: Correlations between the measures of hallucination proneness and schizotypy and 
imagery measures 
 

Measure AI VI 
LSHS (N=69)   0.15 0.11 
CAPS (N=69) Total 0.18 0.07 
 Distress 0.11 0.03 
 Intrusiveness 0.14 0.02 
  Freq. 0.10 -0.04 
O-LIFE (N=45) UE 0.28# 0.10 
 CD 0.18 0.16 
 IA 0.08 0.07 
  IN 0.07 -0.20 

 

Table 15 shows the correlations between the hallucination and schizotypy measures 

and the imagery subscales. No correlations met the significance criteria of p<0.01, 

however one correlation approached significance. This showed an association 

between higher scores on the UE subscale of the O-LIFE and higher auditory imagery 

scores, r(45)=0.280, p=0.068. 

  

Table 16: Correlations between the imagery subscales and the CAPS subscale categories(r-
values; N=69, # - p<0.07, * - p<0.05, ** - p<0.01) 
 
  CAPS category 
Measure 1 2 3 4 5 6 7 8 9 
AI T. 0.15 0.06 0.16 0.06 0.11 -0.01 0.24# 0.02 0.22# 
 D. 0.12 0.02 0.18 0.04 0.03 -0.72 0.33** -0.13 0.14 
 I. 0.16 0.05 0.17 0.01 0.08 -0.08 0.29* -0.03 0.23# 
  F. 0.09 0.05 0.16 0.06 0.00 -0.12 0.20 -0.01 0.11 
           
VI T. 0.08 0.01 0.03 0.03 0.04 0.08 0.15 -0.02 0.04 
 D. 0.10 -0.02 0.14 0.01 0.01 -0.01 0.25* -0.19 -0.03 
 I. 0.11 -0.06 0.10 -0.03 -0.02 -0.03 0.18 -0.10 0.04 
  F. 0.04 -0.12 0.08 -0.03 -0.07 -0.04 0.04 -0.04 -0.06 
1.Changes in levels of sensory intensity; 2. Having a non-shared sensory experiences; 3. Inherently 
unusual or distorted sensory experiences; 4. Sensory experience from an unexplained Source; 5. 
Distortion of form of own body and of external world; 6. Verbal hallucinations; 7. Sensory flooding; 8. 
Thought echo and hearing thoughts out loud; 9.Temporal lobe disorder 
 

Table 16 shows the correlations between the four subscales on the CAPS categories 

and the auditory and visual imagery scores. Again the criteria of p<0.01 was used to 

accept significance. Only one comparison met this criterion. This showed an 
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association between higher auditory imagery scores and higher distraction scores on 

the “Sensory Flooding” (7) category. Four other comparisons approached 

significance. These were between higher auditory imagery scores and the total score 

on the “Sensory Flooding” category, and between higher auditory imagery scores and 

increased total score and intrusiveness score for “Temporal Lobe” (9) category. A 

trend was also found between higher visual imagery scores and higher scores on the 

distress ratings for the “Sensory Flooding” (7) category. 

 

Multiple Regression analysis 

The following analysis determined how the different measures of schizotypy were 

associated with imagery vividness. Analyses were conducted separately for Auditory 

Imagery scores and Visual Imagery scores 

 

Auditory Imagery 

This analyses used auditory imagery score as the dependant variable, and LSHS score, 

the O-LIFE subscale scores (UE, CD, IA and IN) and the CAPS total score6 as the 

independent variables. These variables accounted for only 25% of the variance in 

auditory imagery scores, F(6, 44) =0.929, p = 0.485. No regression coefficients were 

significant. 

 

Visual Imagery 

Again, visual imagery score was entered as the dependant variable, and LSHS score, 

the O-LIFE subscale scores (UE, CD, IA and IN) and CAPS scores (total score, 

Intrusiveness score, distress score and frequency score) as the independent variables. 
                                                 
6 Because of the high intercorrelations between subscales of the CAPS, tolerance level was very low 
for these measures, therefore only the CAPS total score was included in the model. For all other 
measures, VIF and the tolerance were within acceptable levels. 
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These variables accounted for 40.1% of the visual imagery variance, F( 6, 44) = 

3.018, p = 0.016. Two regression coefficients reached significance: LSHS score, β = 

0.408, t = 2.441, p=0.031, the IN subscale of the O-LIFE, β = -0.529, t=-2.809, 

p=0.008. 

 

Summary  

Table 17 summarizes the findings of each part of the study.  

Table 17: Summary of results 

Part Findings 

Good association between current study and previous studies 
using LSHS-R and CAPS, and the UE and CD subscales of 
the O-LIFE 
 
Sample in the current study had significantly higher CD 
scores and lower IA scores on the O-LIFE subscale, compared 
to Mason and Claridge’s (2006) sample 

Part one: Comparison 
to previous studies 
 
 
 
 
 
 
 
 
 

 
Good correlation between LSHS-R, subscales of CAPS and 
all subscales of O-LIFE (except IA) 
 
Near significant positive correlation between AI and UE 
 
Significant correlations between AI, the sensory flooding 
category and the temporal lobe category on the CAPS 
 
Significant correlation between VI and sensory flooding 
distress score 

No significant regressors on auditory imagery scores 

 
Part two: Association 
between schizotypy 
and imagery vividness 
 
 
 
 
 
 
 
 
  

Significant regressors of LSHS score and the IN subscale  
( from O-LIFE)  

 

Discussion  

This study had two aims: (i) to compare participants from the current studies to 

previous investigations of schizotypy and hallucination proneness and (ii) to assess 

the association between imagery abilities and these measures.  The analyses revealed 
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similarities in the data from participants in this study and those of previous studies. 

The majority of mean values did not differ across studies, all measures correlated well 

with each other and the correlations between measures did not differ across studies. 

The study revealed two differences however. Here, compared with Mason and 

Claridge (2006) scores were significantly lower on the IA (i.e. negative symptoms) 

scale and higher on the CD scale, though the scores most related to hallucination 

experiences (i.e. the LSHS-R and the UE scale of the O-LIFE) did not differ. Thus the 

present participants were similar to prior studies in terms of hallucination proneness. 

The implications of the differences in IA and CD are unclear. Possibly however, the 

combination of decreased negative symptoms and increased cognitive disorganisation 

may increase the likelihood of hallucinatory experiences, as this combination of traits 

may lead to confusion between imagined events and real events. In addition CD 

correlates highly with hallucination proneness, suggesting an element of cognitive 

disorganisation in the experience of hallucinations.   

 

Association with mental imagery 

Correlations between auditory and visual imagery and hallucination proneness 

revealed no significant differences between high and low scorers. Sack, van de Ven, 

Etschenberg, Schatz, and Linden (2005) also found no correlation between self-rated 

imagery vividness (assessed using Betts’ QMI) and hallucination proneness (assessed 

using the LSHS-R). Sack et al. did find that hallucinating patients had more vivid 

imagery in all modalities (including auditory imagery) than control participants, 

however. Aleman, Nieuwenstein, Bocker, and de Haan (2000) also investigated the 

association between imagery and hallucination proneness, using the visual and 

auditory subscales of the QMI and the VVIQ. They found that high hallucination 
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prone participants had significantly more vivid visual imagery on the VVIQ, but did 

not differ in their scores on either the visual or the auditory subscale of the QMI. The 

association between the auditory imagery subscale and hallucination proneness in the 

current study therefore seems to support the findings of the previous studies 

associations between the auditory subscale of the QMI and the LSHS-R.  

The correlations conducted on the auditory and visual imagery vividness scales and 

the O-LIFE subscales revealed a borderline significant relationship between auditory 

imagery and the UE subscale only. This indicated an association between increased 

auditory imagery abilities and increased reports of unusual experiences. Further, 

multiple regression analysis showed little association between auditory imagery and 

different measures of schizotypy, as there were no significant regressors. For visual 

imagery however, LSHS-R score and the IN subscale of the O-LIFE questionnaire 

emerged as significant regressors. This suggests that visual imagery may be more 

related to hallucination proneness than auditory imagery.  

 

The O-LIFE has not been used before to assess auditory imagery abilities associated 

with schizotypy. Van de Ven and Merckelbach (2003) investigated the association 

between schizotypy, hallucination, fantasy proneness and mental imagery in 

hallucinatory reports of undergraduate students. Mental imagery vividness (measured 

using the QMI) correlated with both hallucination proneness (measured using the 

LSHS-R) and schizotypy (measured using the STQ, Claridge et al., 1984). Though the 

STQ does not specifically differentiate between positive and negative traits of 

schizotypy, Van de Ven et al.’s (2003) study offers some support for the association 

between mental imagery vividness and positive schizotypy, as in their study, the 

correlation between imagery and hallucination proneness was also significant. 
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An interesting finding of the present study was the correlation found between the 

CAPS categories and the auditory imagery questionnaire score. Auditory imagery 

correlated with all subscales of the ‘sensory flooding’ category. Therefore the study 

suggested an association between increased auditory imagery vividness and increased 

stimulation of sensory experiences. In addition, a previous study suggested the 

involvement of sensory flooding in hallucination development , as sensory overload 

may lead to misperceptions of sensory stimuli, leading in turn to the experience of 

hallucination (Freedman et al., 2002).  Thus this finding in the current study offers 

support for the theory that vivid auditory imagery and hallucinations exist on extreme 

ends of a continuum (Bentall et al., 1985). 

 

Limitations 

One possible reason for the lack of strong association between imagery and 

schizotypy is the subjective nature of the imagery questionnaire. For example, people 

who are higher in schizotypy may experience more vivid imagery than those low in 

schizotypy, but have equal subjective impressions of how vivid their imagery is. This 

would explain previous studies which found differences in performance on objective 

imagery tasks, but no difference in subjective auditory imagery abilities.  

 

Another possibility is that it is not vividness of auditory imagery per se that influences 

hallucinatory experiences, but rather how those images are attributed. Mintz and 

Alpert (1972) suggested that vivid imagery, in combination with reality monitoring 

errors, leads to hallucinatory experiences. Further research is needed to investigate the 

nature of the association between reality monitoring errors and imagery vividness. 
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Conclusion 

In conclusion, the current study established that the sample of participants assessed in 

this thesis is generally representative of samples assessed previously. In particular the 

current sample resembled previous samples in terms of positive schizotypy, 

hallucination proneness and anomalous experiences, though the current participants 

had lower levels of negative schizotypy and higher levels of cognitive disorganisation 

than previous studies.  The current study also established the association between the 

schizotypy measures and imagery vividness. Regression analyses showed an 

association between auditory imagery and frequency of anomalous experience and, as 

significant regressors of hallucination proneness, impulsive non-conformity and 

frequency of anomalous experiences on visual imagery. This analysis suggests that 

visual imagery may be more associated than auditory imagery with hallucinatory 

experiences. In addition there was an association between auditory imagery and 

sensory flooding, suggesting and association between that increased auditory imagery 

vividness and over-stimulation from sensory experiences. 
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Chapter Five. Sound detection, vividness and hallucination proneness 

 

Abstract 

Previous studies have suggested that hallucination-prone people have a greater bias 

towards thinking sounds are present in noise, compared to those who do not. The 

following study employed a sound detection paradigm, requiring high and low 

hallucination prone participants to detect threshold level sounds in white noise. The 

sounds differed in auditory imagery vividness and familiarity and participants either 

received a cue to what the target was, or no cue. Vividness and familiarity affected 

response bias but only familiarity affected sensitivity. The presence of a cue to the 

sound increased both response bias and the confidence of responses. This suggests 

that cognitive factors associated with sounds influence participants belief in the 

presence of sound in noise, leading to a greater bias in conditions where sounds are 

easier to imagine. This is a general trait however, which is unrelated to hallucination 

proneness.  
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Experiment 6. Sound detection, vividness and hallucination proneness 

Introduction 

 

The data presented in Chapter 2 demonstrated the effects of sound category, 

familiarity, item cueing and the perception of other sounds on rated auditory imagery 

vividness (i.e. the subjective clarity of an auditory image,  Aleman et al., 1999). 

Overall music and speech images received higher vividness ratings compared to 

animal and environmental sounds, familiar images received higher vividness ratings 

than unfamiliar images and picture cues to sounds resulted in higher imagery 

vividness compared to names cues. Vividness ratings however rely on subjective 

judgments and do not necessarily reflect perceptual sensitivity to sounds. Hence rating 

studies do not necessarily indicate that imagery for sound interacts with the perceptual 

processing of sounds. To assess whether there are effects on perceptual processing, 

Experiment 3b examined how imagery vividness and familiarity affect the detection 

of sounds in noise. The study revealed no difference in the bias to reporting the 

presence of familiar low and high vividness sounds, however the bias was greater for 

unfamiliar high vividness sounds compared to low vividness sounds. In addition, 

participants were more confident in having heard the sounds in cue conditions. These 

factors did not affect the sensitivity to the sound however. In the following study the 

same sound detection task assessed how proneness to hallucination-like experiences 

interacted with vividness, familiarity and detection cues. 

 

Proneness to auditory hallucinations 

Auditory hallucinations are perceptual experiences of sounds in the absence of an 

external stimulus, and are a core symptom in the diagnosis of psychotic disorders such 
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as schizophrenia. Indeed, 65% of schizophrenic patients experience auditory 

hallucinations at some time during their lives (Slade & Bentall, 1988). Such 

hallucinations can range from vague perceptions of noises (such as buzzing and 

banging sounds) to more complex sounds such as music or speech (Beck et al., 2003). 

Speech is the most commonly reported auditory hallucination and can range from 

single words to full sentences (Beck et al., 2003). 

 

Previous studies suggest that vivid imagery is more perceptual-like in quality than less 

vivid imagery, so that vivid images are more likely to be confused for actual percepts, 

which in schizophrenic participants, may lead to hallucinations (Aleman et al., 2003). 

The precise link between imagery and hallucination is yet to be determined however. 

Some studies suggest that patients who suffer from hallucinations have a more vivid 

imagery system than normal people (Bocker, Hijman, Kahn, & de Haan, 2000; Mintz 

et al., 1972), whereas others suggest that the imagery system of such individuals is 

weaker than those who do not experience hallucinations (Starker et al., 1982; Brett et 

al., 1977), so that when experience of mental imagery occurs it is so unusually vivid 

that it is perceived as coming from an external source.  

 

Many studies focus on whether perception and imagery are more similar to each other 

in hallucinating compared to non-hallucinating participants. One way to do this is to 

investigate the effect of imagining a sound on the ability to detect it in noise. Previous 

studies of normal participants found that  imagining a target either inhibits (Segal et 

al., 1970) or facilitates (Farah et al., 1983) detection of sounds in noise, depending on 

the experimental conditions, showing that imagery for sounds can interact with 

perception, and influence detection of the target item.  
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Studies have also investigated the differences between high and low hallucination 

prone participants in their ability to detect a sound in noise, to determine whether the 

interaction between imagery and perception differs in these two groups. The term 

‘reality monitoring’ refers to the ability to distinguish real events from imagined 

events, and previous studies have linked this ability to the development of 

hallucinations in schizophrenic patients, and to hallucination-like experiences in 

control participants (Johnson et al., 1981). Mintz and Alpert’s (1972) study suggested 

that vivid imagery in association with reality monitoring impairments combine to 

produce hallucinations in people with psychosis symptoms. Bentall and Slade (1985)  

also found  reality monitoring deficits in both hallucinating psychosis patients and 

hallucination-prone normal participants. In this case, groups had a stronger bias to 

reporting the presence of an auditory word in noise, i.e. they were more likely to 

believe that imagined targets were real. Bentall and Slade rejected the theory that 

hallucinating patients have more vivid imagery however. They did not find a 

difference between hallucinating (and hallucination prone) and non-hallucinating 

participants in sensitivity to auditory targets, which they claimed would indicate that 

auditory images modulated sound detection.  

 

Barkus et al. (2007) corroborated the findings of Bentall and Slade (1985), finding 

increased bias for normal participants with high hallucination proneness (scoring high 

on the LSHS, Launay et al., 1981;  and the UE subscale of the O-LIFE, Mason et al., 

1995) but no effects on sensitivity. Eight high hallucination prone participants also 

completed an fMRI version of this study which revealed activation in areas associated 

with auditory hallucinations and verbal imagery (i.e. middle temporal gyrus and the 

fusiform gyrus during false positive responses). Other evidence for effects on bias 
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rather than perceptual sensitivity comes from the work of Merckelbach and van de 

Ven’s (2001). These authors required participants to detect a song in noise and found 

that high hallucination prone individuals were more confident that they heard the song 

than low hallucination prone participants. 

 

These studies show that hallucinating schizophrenic participants and non-

schizophrenic participants who have hallucination-like experiences are more likely to 

believe they hear a sound in noise than non-hallucinating participants. Prior results 

suggest an effect on response bias more than on sensitivity, though the generality of 

this result requires further exploration. Very little research has focussed on categories 

other than single words and music. The present study measured signal detection 

across a number of object classes using individuals classed either as high or low in 

hallucination proneness. In addition, to contrast performance in individuals differing 

in hallucination proneness, we also assessed detection in relation to the vividness and 

familiarity of the sounds presented, and provision of a cue before the target provision. 

The effects of auditory vividness, familiarity and the cue can be attributed to the top-

down influence of pre-knowledge (from long-term memory or from the cue) on 

perception and response bias. By assessing the effects of hallucination proneness in 

relation to these factors, we can determine whether the effects of hallucination 

proneness arise through top-down knowledge in a manner similar to these other 

variables. 
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Method  
 

Participants  

243 participants from the University of Birmingham completed the O-LIFE 

questionnaire (Mason et al., 1995). The scores on the Unusual Experience subscale 

were used to group participants, as this subscale correlates strongly with hallucination 

proneness (Bell et al., 2006). The experimenter then contacted participants who 

scored one standard deviation above and one standard deviation below the mean and 

asked them to participate in the experiment. 67 people participated in the full 

experiment (59 females, 8 males; mean age: 19.6). These participants were recruited 

from the University of Birmingham, in exchange for participation credit or money. 

All stated they had normal hearing in both ears.  38 of these participants also 

participated in the previous sound detection experiment.   

 

Questionnaires  

The participants completed three questionnaires, to assess different behavioural 

factors that may affect performance on the sound detection task.   

 

1. The Oxford-Liverpool Inventory of Feelings and Experiences (O-LIFE) (Mason et 

al., 1995) assessed schizotypal personality traits, and includes four subscales: Unusual 

Experiences (UE; i.e. the positive symptoms of schizotypy), Cognitive 

Disorganisation (CD), Introvertive Anhedonia (IA; i.e. negative symptoms of 

schizotypy) and Impulsive Non-Conformity (IN). The study analysed the total score 

and the UE score only as these components are most related to hallucination-like 

experiences. 
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2. The  Launay-Slade Hallucination Scale – Revised (Bentall and Slade, 1985). This 

12-item scale measures proneness towards hallucination-like experience and previous 

studies link high scores on this scale with an increased bias towards responding 

positively in auditory signal detection tasks (Bentall et al., 1985).  

 

3. An imagery questionnaire. This contained an auditory imagery section and a visual 

imagery section from the Vividness of Visual Imagery Questionnaire (VVIQ, Marks, 

1973). Participants rated the intensity of their imagery for different items.  

 

Signal Detection Task 

The stimuli and design were the same as in Chapter 2. 

 

Procedure 

Chapter 2 contains a description of the full procedure of the sound detection task, 

however a brief description follows. The experimenter informed the participants were 

that they were participating in a sound detection experiment where they would detect 

familiar and unfamiliar sounds in white noise. The experimenter informed the 

participants that they may or may not hear the sound in the white noise and that if the 

sound was present it would either be at an audible level or a threshold level.  For this 

reason, the experimenter told the participant that they should listen very carefully to 

the white noise. The experimenter informed participants that they would either receive 

with a valid cue of the target sound and picture (cue condition) or they would receive 

no cue (no cue condition). Participants received a prompt at the beginning of each 

trial, to inform them whether it was a cue or no cue condition. In the cued condition, 
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the experimenter asked the participant to listen carefully for the target sound whilst 

listening to the white noise (see Appendix D for instructions given to the participants).  

 

Once participants indicated whether the target was present or absent in the white 

noise, they then rated how confident they were in their answers, from one to three 

(three being confident and one being not at all confident). In the ‘no cue’ condition, 

the participants also indicated what the sound was and whether it was familiar to 

them.  The participants also completed the two remaining questionnaires. Half 

completed the imagery questionnaire at the beginning of the first session, and half 

before the second session. The participants completed the LSHS-R at the end of the 

experiment to avoid the questionnaire affecting participant’s behaviour towards the 

task, as it clearly asked about hallucination-like experiences. Participants were then 

grouped according to whether they were high hallucination prone, if they scored 

above the median score for the whole group on the LSHS-R or low hallucination 

prone if they scored below the median on the LSHS-R and participants were tested 

until equal numbers of participants were tested for the different sound combinations 

(i.e. AM, EV, AV, EM). 

 

Results 

67 people participated in the full experiment, but five were excluded from the analysis 

because of low hit rates (i.e. more than two standard deviations below the mean hit 

rate for items in the cue condition), two were excluded because they had negative d′ 

value, which suggests that participants are not performing the task properly, and four 

participants were excluded to ensure the sound combination groups were even (in 
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these cases, the participants with the highest or lowest LSHS-R score were excluded 

depending on the hallucination proneness group they were in). 

 

Therefore, data from 56 people (52 female and 4 males, mean age 19.54 years old) 

was analysed in full.  

 

Questionnaires 
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Figure 21: Distribution of LSHS scores 

 

Participants were grouped according to their score on the LSHS-R. Figure 21 shows 

that the LSHS scores were normally distributed. 

 

This resulted in 28 participants scoring above the median (> 15) on the LSHS-R (high 

hallucination prone) and 28 scoring on or below the median (< 15) on this scale (low 

hallucination prone). Participants that scored on the median were further grouped 

according to whether they scored above or below the median on the Unusual 

Experiences subscale of the O-LIFE questionnaire. 
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Figure 22 and Figure 23 show the distribution of the O-LIFE scores and the imagery 

questionnaire scores. These distributions appear normal, though the distribution for 

the IA score appears slightly skewed towards lower scores. 
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Figure 22: Distribution of O-LIFE subscale scores 
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Figure 23: Distribution of imagery questionnaire scores 
(AI =Auditory Imagery ; VI = Visual Imagery) 
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Table 18 shows the mean and standard deviations of the schizotypy, hallucination 

proneness and imagery questionnaires for each hallucination proneness group. These 

scores indicate that the high hallucination prone participants scored higher than the 

low hallucination prone participants on all the measures. 

 

Table 18: Average scores on imagery questionnaire and O-LIFE (standard deviations in 
brackets) 

  High  H.P. Low H.P. Total 

 LSHS 21.61 (3.91) 9.93 (3.25) 15.87 (6.89) 

O-LIFE UE 12.64 (5.68) 4.41 (4.24) 8.6 (6.49) 

 CD 15.89 (5.41) 9.74 (5.11) 12.87 (6.07) 

 IA 6.32 (5.49) 5.37 (3.40) 5.85 (4.57) 

 IN 10.96 (3.78) 6.70 (3.15) 8.87 (4.06) 

AI 77.89 (14.08) 73.26 (11.42) 75.62 (12.94) Imagery  
Questionnaires VI 85.36 (15.17) 82.19 (10.97) 83.8 (13.25) 

 

Table 19 shows the correlations between the schizotypy measure (O-LIFE), the 

positive symptoms subscale of the measure (UE), hallucination proneness (LSHS-R) 

and the imagery vividness measures (VI and AI). 

 

Table 19: Correlations between schizotypy, hallucination proneness and imagery questionnaires 
(r-values) 

 
O-LIFE  
(N=56) 

Imagery  
Questionnaires 
(N=55) 

 UE CD IA IN AI VI 

LSHS 0.665** 0.510** 0.072 .444** 0.214 0.228 

UE - 0.597** 0.264* .603** 0.050 0.087 

CD  - 0.409* .474** 0.049 0.078 

IA   - 0.038 -0.117 -0.240 

IN    - -0.086 -0.120 

AI         - 0.645** 

*= p<0.05;** = p< 0.001 
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There were reliable correlations between the schizotypy measures and the 

hallucination proneness measure, and between the two imagery subscales. There were 

no correlations between either of the imagery subscales and the measures of 

schizotypy or hallucination proneness, however.  

 

Sound Detection Task 

The sound detection task was analysed in two ways7. The first analyses focused on the 

signal detection measures of sensitivity (d') and response bias (c) and the measure of 

confidence responses. These analyses determined how characteristics of the target 

sounds (vividness and familiarity), characteristics of the participants (hallucination 

proneness) and provision of detection cues influence the detection of target sounds in 

noise. 

 

The second analyses focused on correlations to determine how reality testing differs 

between high and low hallucination prone participants, by correlating hit rate and 

confidence ratings. In addition further correlations, determined whether direct 

associations existed between the sound detection measures and vividness and 

familiarity ratings for each target item. 

 

Like in Chapter 2, the analysis of this task began with the extraction of the overall hit 

and false positive rate for the high and low hallucination prone groups, in each 

condition. Figure 24 shows a plot of the hit rate against the false positive rate. This 

shows generally higher hit and false alarm rates for high vividness, unfamiliar sounds, 

                                                 
7 Appendix F contains further analyses of the acoustic characteristic of target sounds and how these 
characteristics influence sound detection of high and low hallucination prone participants. 
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and little difference in these rates between high and low hallucination prone 

participants or between cueing conditions. 

 

 
Figure 24: Plot of hits against false alarms, for each condition in sound detection task 

 

Analysis one: The effect of vividness, familiarity and cue condition on sound 

detection of high and low hallucination prone participants 

 

The hits and false alarm rates were used to calculate the c and d' measures, described 

in Chapter 2, using the method noted by Stanislaw et al. (1999).  These analyses 

determined whether high and low hallucination prone participants differ in their sound 

detection performance, and how imagery vividness, familiarity and detection cues 

affected this performance. 

 

Criterion 

The criterion assesses the participant’s bias towards responding with a positive 

answer. A lower criterion indicates a greater the bias towards responding positively in 

an ambiguous signal plus noise environment and towards making more false positive 

responses. 
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Table 20: Criterion values in each condition, for high and low hallucination prone participants 

   Low Imagery High Imagery 

  H.P. Group Familiar Unfamiliar Familiar Unfamiliar 

Cue High H.P. 2.31 (0.78) 2.44 (0.80) 2.00 (0.49) 2.00 (0.52) 

  Low H.P. 2.27 (0.72) 2.29 (0.80) 2.32 (0.89) 2.16 (0.76) 

No Cue High H.P. 2.44 (0.91) 2.19 (0.89) 2.40 (1.01) 2.11 (0.74) 

  Low H.P. 2.50 (0.84) 2.38 (0.96) 2.66 (0.91) 2.03 (0.79) 
 

Table 20 shows the average criterion for each hallucination proneness group, in each 

condition. For low vividness sounds (i.e. animal sounds and environmental sounds) 

high and low hallucination prone participants showed similar levels of performance. 

For high vividness sounds (i.e. music and speech sounds), low hallucination prone 

participants appeared to have a lower criterion than high hallucination prone 

participants (except when the sound was unfamiliar in the no cue condition). 

 

 Analysis of the criterion data consisted of a four-way split plot ANOVA.  The within 

participants factors were vividness, familiarity and condition and the between 

participants factor was hallucination proneness.   This analysis revealed a significant 

main effect of vividness, F(1, 54) = 7.463, p =0.008, partial ŋ2 = 0.121, showing a 

greater bias to high vividness sounds. It also revealed a significant main effect of 

familiarity, F(1, 54) = 10.020, p = 0.003, partial ŋ2 = 0.157, showing that 

participants had a stronger bias towards stating that unfamiliar relative to familiar 

sounds were present. The main effect of condition was also significant, F(1, 54) = 

17.792, p < 0.001, partial ŋ2 = 0.248; there was significantly larger bias towards 

thinking the sound was present, in the cue condition. There was no main effect of 

hallucination proneness group, F(1, 54) = 2.088, p = 0.154, partial ŋ2 = 0.037. 
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The analysis also revealed two significant interactions: between vividness and 

familiarity, F(1, 54) = 13.204 , p < 0.001 , partial ŋ2 = 0.196, and between familiarity 

and condition, F (1, 54) = 7.656, p = 0.008, partial ŋ2 = 0.124.  

 

The analyses which follow decompose these interactions. For familiar sounds there 

was no significant bias difference between low and high vividness sounds, t(55) = 

0.395, p = 0.694; however for unfamiliar sounds, there was a significantly greater 

bias towards high compared to low sounds, t(55)= 4.226, p < 0.001. 

 

Analysis of the cue condition revealed that the bias did not differ between familiar 

and unfamiliar sounds t(55) = 0.523, p=0.603. In the no cue condition however the 

bias was greater for unfamiliar sounds, t(55) = 3.758, p<0.001. No other main effects 

or interactions were significant. 

 

d′ 

D′ is a measure of sensitivity to a signal. A high d′ prime indicates a higher sensitivity 

to the target sound. 

 

Table 21: Average d' in each condition, for high and low hallucination prone participants 

   Low Imagery High Imagery 

 H.P. Group Familiar Unfamiliar Familiar Unfamiliar 

Cue High H.P. 1.42 (0.80) 1.45 (0.74) 1.23 (0.46) 1.26 (0.54) 

  Low H.P. 1.33 (0.70) 1.31 (0.78) 1.43 (0.82) 1.41 (0.73) 

No Cue High H.P. 1.41 (0.93) 1.09 (0.83) 1.40 (0.97) 1.20 (0.73) 

  Low H.P. 1.43 (0.80) 1.28 (0.86) 1.53 (0.89) 1.11 (0.73) 
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Table 21 shows the average d' for the high and low hallucination prone group, in each 

condition. These scores suggest that the two groups did not differ in d' nor did 

vividness, familiarity or detection cues influence performance.  

 

The d′ data were analysed using a four-way split plot ANOVA. The within 

participants factors were vividness, familiarity and condition and the between 

participants factor was hallucination proneness group. Firstly there was no significant 

main effect of vividness, F(1, 54) = 0.076, p = 0.784, partial ŋ2 = 0.001, condition, 

F(1, 54) = 0.056, p = 0.814, partial ŋ2 = 0.001, or hallucination proneness, F(1, 54) = 

1.165, p = 0.285, partial ŋ2 = 0.021.  There was a significant main effect of 

familiarity, F(1, 54) = 4.0402, p = 0.049, partial ŋ2 = 0.070. Participants were better 

at detecting familiar sounds.  There was just one interaction, between familiarity and 

condition, F(1, 54) = 5.168, p = 0.027, partial ŋ2 = 0.087. In the cue condition there 

was no significant difference in sensitivity between familiar and unfamiliar sounds, 

t(55) = 0.024, p=0.981. The no cue condition however revealed that participants were 

significantly more sensitive to familiar compared to unfamiliar sounds, t(55) = 2.726, 

p=0.009. No other main effects or interactions were significant. 

 

Confidence Ratings 

 

Table 22: Average confidence ratings in each condition for the high and low hallucination prone 
groups (standard deviations in brackets) 
 

  Low Imagery High Imagery 

 H.P. Group Familiar Unfamiliar Familiar Unfamiliar 

Cue High H.P. 2.71 (0.33) 2.71 (0.34) 2.79 (0.37) 2.83 (0.33) 

  Low H.P. 2.78 (0.14) 2.71 (0.22) 2.75 (0.21) 2.84 (0.15) 

No Cue High H.P. 2.57 (0.34) 2.51 (0.30) 2.55 (0.36) 2.66 (0.39) 

  Low H.P. 2.64 (0.20) 2.57 (0.26) 2.45 (0.35) 2.66 (0.31) 
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A four-way split plot ANOVA was used to analysis the confidence ratings for hit 

responses. The within-participants factors were imagery vividness, familiarity, 

condition and the between participants factor was hallucination proneness group. 

There was only one reliable main effect, that of condition, F(1, 54) = 70.803, p < 

0.001, partial ŋ2 =0.567. Confidence ratings were higher for sounds presented in the 

cue condition. None of the other main effects approached significance: vividness, F(1, 

54) = 0.617, p = 0.436, partial ŋ2 = 0.011, familiarity, F(1, 54) = 1.825, p = 0.182, 

partial ŋ2=0.033, and hallucination proneness, F(1, 54) = 0.454, p = 0.503, partial ŋ2 

= 0.008. There was one reliable interaction between vividness, familiarity and 

condition, F (1, 54) = 9.508, p = 0.003, partial ŋ2 = 0.150. In the cue condition, there 

was no significant difference between low and high vividness stimuli for familiar 

sounds, t(55) = 0.503, p=0.617. Higher confidence ratings were found for high 

vividness compared to low vividness sounds when the sounds were unfamiliar 

however, t(55) = 2.473, p=0.017. In the no cue condition, participants were 

significantly more confident in hearing high vividness sounds both when the sounds 

were familiar, t(55) = 3.565, p<0.001, and when the sounds were unfamiliar, t(55) = 

2.987, p=0.004. 

 

For false positives, the average confidence rating was calculated across vividness, 

familiarity and condition and a one way ANOVA was computed with hallucination 

proneness as the between participants factor. For some conditions, participants did not 

make any false positives; therefore there was a large amount of missing data. The 

analysis revealed no significant effect of hallucination proneness. 
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Analysis two: Correlation analysis 

Correlations were performed to determine reality monitoring abilities of high and low 

hallucination prone participants. These analyses also determined how sound detection 

performance was associated with vividness and familiarity. Here the criteria of p<0.01 

was used to accept a correlation as significant. 

 

Correlations between sound detection performance and questionnaire measures 

The average criterion and d' score was calculated for each participant and these were 

correlated with the questionnaire scores (LSHS-R, O-LIFE subscales and imagery 

questionnaires). These correlations were not significant however (p>0.01). 

 

Correlations between hits and confidence ratings 

 

To assess how well the two hallucination proneness groups could judge the accuracy 

of their performance, hit rate and confidence ratings were correlated in each 

condition. A low correlation would suggest that participants are impaired at judging 

how accurate they were in the sound detection task (Mintz et al., 1972). Table 23 

shows these correlations.  

 

Table 23: Correlation between hits and confidence in hits (r-values) 8 
 Cue  No Cue  Cue (FP) 
High hallucination prone 0.746**  0.777** -0.096 
Low hallucination prone 0.795** 0.662** 0.161 

** = p<0.001 
 

                                                 
8 Some sounds received either no hits or no false positives therefore these correlations may differ in the 
number of items involved in each comparison. 
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The correlations between hits and confidence ratings were significant at the level of 

p<0.001 for both low and high hallucination prone participants. This showed an 

association between higher hit rate and increased confidence in responses. 

Comparison of the strength of these correlations revealed no difference between high 

and low hallucination prone participants for the cue condition, z= -0.957, p=0.169. 

The correlation between hits and confidence ratings was significantly stronger for the 

high hallucination prone group compared to the low hallucination prone group, z= 

1.908, p=0.028, in the no cue condition however. 

 

Correlations with vividness and familiarity 

The following correlation analyses obtained a direct indication of the association 

between vividness, familiarity and the signal detection measures. The signal detection 

measures were calculated over item (i.e. for each target sound) for the high and low 

hallucination proneness groups separately. Each measure was then correlated with 

vividness and familiarity ratings for each sound obtained from 12 naïve participants 

from Experiment 3a in Chapter Two. 

 

The measures of response bias and sensitivity could not be calculated for the no cue 

condition as false alarm responses in this condition were made to a sound category 

(i.e. high or low vividness) rather than to a specific sound (e.g. cat). Therefore the hit 

rate was also analysed here in order to reflect these association in the cue conditions. 

Table 24 shows these correlations for the high and low hallucination prone groups. 
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Table 24: Correlations between sound detection task measures and vividness, familiarity (r-
values) 

 Measure Condition Vividness Familiarity 
Cue 0.205* 0.044 Hits  

(N = 128) No Cue 0.106 -0.017 
FP  
(N = 128) Cue 0.004 0.061 
Criterion  
(N = 128) Cue -0.186* -0.054 
d′  
(N = 128) Cue 0.087 -0.031 

Cue 0.218* 0.059 Confidence (hits)  
(N = 128) No Cue 0.190* 0.084 

High H.P. 
Confidence (FP) 
(N = 119) Cue -0.086 -0.075 

Cue 0.123 -0.019 Hits  
(N = 128) No Cue 0.034 -0.116 
FP  
(N = 128) Cue -0.034 -0.015 
Criterion  
(N = 128) Cue -0.024 0.072 
d′  
(N = 128) Cue 0.045 -0.046 

Cue 0.026 -0.083 Confidence (hits)  
(N = 128) No Cue -0.161 -0.173 

Low H.P. 
Confidence (FP) 
(N = 116) Cue 0.113 0.135 

H.P. = hallucination prone 
* = p<0.05 

 

Vividness ratings: No correlations met the criteria for p<0.01. A number of 

comparisons met a more liberal criteria of p<0.05, however. For high hallucination 

prone participants, the hit rate for the cue condition increased for sounds with higher 

vividness ratings. In addition this analysis revealed that a greater bias was associated 

with higher vividness ratings. This revealed an association between increased 

confidence in hearing sounds in both the cue and no cue conditions. For low 

hallucination prone participants, there was no correlation between vividness rating 

and any of the sound detection measures. 

 

Familiarity rating: this factor did not correlate with any of the measures, for either 

the high or low hallucination prone group. 
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Discussion 

The present experiment was based on the hypothesis that imagery vividness, 

familiarity and hallucination proneness would influence detection of a cued or uncued 

target sound in white noise. Specifically it was hypothesised that more false positive 

errors (and therefore a greater bias) would result from high vividness sounds, familiar 

sounds, and sounds that were cued. In addition, coming from a reality monitoring 

theory of hallucination development, this study hypothesised that high hallucination 

prone participants would make more false positive errors, particularly for sounds that 

were associated with greater imagery vividness. There are three main aspects of this 

study:  i) the effects of imagery vividness and familiarity on sound detection; ii) the 

effects of the cue on sound detection; and iii) the effect of hallucination proneness on 

sound detection.  

 

Effects of imagery vividness and familiarity 

Participants detected high and low vividness sounds in noise, which varied in 

familiarity. Imagery vividness and sound familiarity interacted to affect the bias to 

responding positively to the presence of a sound in noise. When the sounds were 

familiar, there was no difference in bias between high and low vividness sounds, but 

when the sounds were unfamiliar, the bias was stronger towards high vividness 

sounds.  Experiment 3, Chapter 2 revealed a similar effect, suggesting a difference in 

decisional criteria between high and low vividness sounds. There is a lowered 

response criteria for highly vivid sounds, but this is evened out as the items become 

more familiar (all high familiarity items having a reduced criterion). This current 

finding suggests that long-term memory for sounds modulates the imagery vividness 

effect.   
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Vividness also interacted with familiarity and condition to influence confidence 

ratings. In the cue condition, there was no difference between low and high vividness 

sounds when familiar, but when unfamiliar, participants had greater confidence that 

they heard high vividness sounds. This mirrors the effect found in the bias data, 

suggesting that confidence ratings reflect the response bias to respond. In the no cue 

condition however, participants were generally more confident that they heard high 

vividness sounds, whether familiar or unfamiliar. This effect is difficult to understand 

because participants did not know what sound category was presented in this 

condition. Therefore this suggests that there may have been some differences in the 

acoustic characteristics of the signals, but not enough to have differential effected 

sensitivity between high and low vividness sounds (see Appendix H for investigation 

of the effect of acoustic characteristics of sounds on detection).  

 

Familiarity interacted with condition to affect both the criterion and the d′ measures. 

In the cue condition, there was no difference in bias or sensitivity between familiar 

and unfamiliar sounds, but the no cue condition resulted in a greater bias and less 

sensitivity to unfamiliar sounds. This suggests that the presence of the cue aids the 

correct detection of unfamiliar sounds, and that, without the cue, the bias is greater for 

responding positively to unfamiliar sounds. This is probably because the image for 

such sounds is less defined and therefore its presence is easier to accept. For familiar 

sounds, detection of the target is much better in the no cue condition, probably 

because the cue leads to more confusion between the actual target and the image, as 

these types of sound are high in vividness (see the discussion above). This suggests 
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that the cue has a differential effect on familiar and unfamiliar sounds: a facilitating 

effect on unfamiliar sound detection and a disruptive effect on familiar sounds. 

 

Effects of the cue 

The study also revealed a greater bias towards responding positively in the cue 

condition compared to the no-cue condition. This suggests that the cue led to 

participants lowering their criterion to the actual sound present in the noise. Analysis 

of confidence ratings revealed a similar affect: greater confidence in hearing the 

sound in the cue condition compared to the no cue condition. The lack of a cue effect 

on sensitivity contrasts with both Segal and Fusella (1970) (who found that imagining 

the target impeded sound detection), and Farah and Smith (1983) (who found that 

imagining the stimulus facilitated detection). The current experiment did not involve 

explicit instructions to imagine the target, rather just the instruction to ‘listen very 

carefully’ for the target sound. This differs from the previous studies, which 

contrasted provision of an instruction to imagine the target and to when instructed not 

to imagine the target. An issue with the previous studies is that participants always 

knew what the target sound was and therefore they may have inadvertently imagined 

the target sound in both the imagery and no imagery conditions (Li, Chen, Yang, 

Chen, & Tsay, 2002). Evidence that this may occur comes from Merckelbach and van 

de Ven (2001) who reported that 32% of participants “heard” a song in noise, despite 

no actual presence of the song. This suggests that people automatically use imagery 

when exposed to noise conditions, without instruction to do so. Therefore, to resolve 

the issue of unintended image generation during the no imagery condition, the current 

study compared performance between when participants knew what the target was 
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(i.e. cue condition) to when they did not know what the target was (i.e. no cue 

condition).  

 

Effects of proneness to hallucination 

Correlation analyses assessed the association between the sound detection measures, 

vividness, familiarity and acoustic measures for the two hallucination proneness 

groups. For the high but not the low hallucination prone group, near significant 

correlations were found between vividness ratings and the hit rate in both the cue and 

no cue conditions. This suggests that high hallucination proneness may lead to greater 

sensitivity to high vividness images. The association between vividness, and criterion 

or d′ for the cue condition was not significant however. This is unusual as the study 

hypothesised that vividness would have the most effect in this condition, as 

participants knew what sound they were listening for. This finding may reflect the 

difficulty in separating images and sounds for high vividness stimuli. 

  

There are several possibilities for why the current study did not find a greater overall 

effect of hallucination proneness. Firstly, the study used the median score on the 

LSHS-R to assign participants to the high or low hallucination proneness groups. The 

issue with this is that there is less separation between the groups compared to, for 

instance, analysing the extreme scorers (i.e. the top and bottom 25th percentile scorers 

on the LSHS-R) only, therefore analysis of hallucination proneness in this way may 

detect fewer differences between the groups.  Analysis of the extreme ends of the 

hallucination proneness scale may have revealed more significant results. 
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The content of the target stimuli may also have contributed to the lack of a 

hallucination proneness effect. In patients who hallucinate, the content of the 

hallucinations are often highly emotionally charged and predominantly verbal 

(Nayani & David, 1996). The current experiment used verbal material, but as part of 

the ‘high vividness’ category and was neutral in content. It is possible that cognitive 

characteristics of the target sounds were not stimulating or emotive enough in the 

current experiment to reveal differences between high and low hallucination prone 

participants. Further experiments could manipulate the emotive aspects of the stimuli, 

to investigate whether such factors influence the hallucination-like experience in the 

normal population. In addition, research has suggested that hallucinations in 

schizophrenic patients coincide with affective symptoms, so that hallucination are 

likely to be more severe when the patient is anxious or depressed (Smith et al., 2006). 

Future studies should thus look at the effect of current mood or emotional state on 

sound detection. In addition, future studies could vary the emotional content of the 

target stimuli too, as previous studies show that hallucinating patients have less vivid 

imagery for neutral stimuli (Starker et al., 1982) and are more likely to externalise 

self-generated emotional words than low hallucination prone participants (Laroi, Van 

der Linden, & Marczewski, 2004).  

 

A further reason for the lack of a hallucination proneness effect is the measure used. 

The LSHS-R requires participants to read statements about vivid mental events and 

hallucination-like experience and rate how much each statement applies to them. The 

problem with this is that it does not take into account how frequently such experiences 

occur, so that two people may score the same on the questionnaire even though one 

experiences such events frequently while the other only once. In addition the LSHS-R 
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does not take into account how distracting such experiences are, as it could be 

hypothesised that such experiences would only cause problems in sound detection 

tasks if they are highly distracting. The Cardiff Anomalous Perceptions Scale (CAPS) 

looks more in depth at the types of situations that contribute to hallucinations and has 

three separate rating scales: distress rating, distraction rating and frequency rating 

(Bell et al., 2006). Conceivably, this measure could more finely distinguish between 

high and low hallucination prone participants.  

 

In conclusion this study revealed that little affect of hallucination proneness on sound 

detection performance. The other factors of sound vividness, familiar and detection 

cues primarily affected bias towards detecting meaningful sounds in white noise, and 

confidence in those responses however. Familiarity also affected sensitivity to the 

target, as participants were more sensitive to familiar sounds. These results therefore 

suggest that vividness, familiarity and cues have top-down influences on sound 

detection performance. 
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Chapter Six. Emotional Words, Auditory Imagery Vividness and Sound 

Detection 

 

Abstract 

Psychiatric auditory hallucinations are often related to emotional state and can be 

emotional charged. Experiment 7a determined whether auditorily-presented emotional 

words elicit more vivid auditory images and generate better memory recall. 

Experiment 7b employed the same sound detection paradigm as in Chapters 2 and 5 

and compared detection of emotional words in noise differs to detection of neutral 

words. Both studies compared high and low hallucination prone participants on these 

measures. Experiment 7a found that participants rated emotional words as more vivid 

and had a higher recall rate than neutral words. In Experiment 7b emotional words 

resulted in a lower response bias and increased sensitivity compared to neutral words. 

Response bias increased and sensitivity decreased when participants received a cue to 

the target sound, particularly for emotional compared to neural words. In addition 

associations between performance on the sound detection task and self-reports of 

anomalous experiences were reliable. The current study finds an association between 

auditory imagery and emotional material, and shows that hallucination proneness 

results in greater sensitivity, confidence and word recall with verbal material, though 

it appears not to interact with emotion. Reasons for these findings are discussed.  
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Experiment 7. Emotional Words, Auditory Imagery Vividness and Sound 

Detection  

 

Introduction 

Auditory Verbal Hallucination (AVH) is a key symptom for diagnoses of 

schizophrenia (Beck et al., 2003) however the mechanisms by which hallucinations 

develop are not fully understood. Many authors posit that there is disruption of 

auditory verbal imagery, whereby internally generated speech is misattributed to be 

from an external source  (McGuire et al., 1996a). Also it has been suggested that vivid 

imagery and hallucinations exist on either end of the same continuum (Slade & 

Bentall,1988). 

 

As mentioned in previous chapters however, the link between vividness of imagery 

and experience of hallucinations is a far from clear (Aleman et al., 2001; Bocker et 

al., 2000; Sack, van de Ven, Etschenberg, Schatz, & Linden, 2005). Rather than 

linking auditory hallucinations directly to changes in the strength of auditory images, 

other theorists have argued that the problem lies in the attributions of those auditory 

images. Brebion et al. (2002) found that hallucinating patients are more likely to 

attribute self-generated items to an external source in a recollection task. Patients gave 

related words to a list of probe-words (e.g. cat – dog). They then saw the items they 

first received (i.e. old items), their own related words (i.e. self generated new items) 

and other related words (i.e. experimenter-generated new items) and asked if the 

stimuli were old or new items. If new, participants also indicated whether they were 

self- or experimenter-generated items. High hallucination prone participants were 
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more likely to attribute their own words as being generated by the experimenter, 

indicating a general source monitoring bias to external rather than internal sources. 

 

Irrespective of the cognitive processes linked to auditory hallucinations, one attribute 

of these hallucinations is that they are often emotionally charged (Nayani et al., 1996). 

Disturbance of emotional experience and emotion recognition is a key feature of 

schizophrenic disorders (Kraeplin, 1907). Hallucinating patients make more errors in 

judging emotion from the prosody of a voice and from a facial expression, compared 

with control participants (Edwards et al., 2002). Alteration in the emotional 

connotation of an image may also be a contributory factor to AVHs, along with 

alterations in image quality and/or attributions (Kerns, 2005). Consistent with this are 

studies demonstrating effects of emotion on source monitoring.  Laroi et al. (2004), 

for example, argued that source monitoring errors increased for emotional material 

because emotional content disturbs normal encoding. They employed a similar task to 

that of Brebion et al. (2002) except that positive, negative and neutral stimuli were 

used as word-probes. High hallucination prone participants made more source 

discrimination errors, attributing self-generated items to the experimenter, particularly 

for emotionally charged material, and not for neutral material. This suggests that the 

emotional content of the stimuli exacerbated the source monitoring deficits of the high 

hallucination prone group.  

 

Relatively little previous research focused on the effects of emotion on auditory 

perception tasks with high and low hallucination prone individuals. Tests of auditory 

perception may more closely resemble conditions under which hallucinations might 

arise however (e.g. with perceptual input occurring in noise) such as the tasks used by 
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Bentall and Slade (1985) and Barkus et al. (2007) (see Chapter 1 for a review of these 

studies). In the majority of cases however, experimenters have used neutral sounds 

such as tones, whereas hallucinations are mainly verbal, and emotive in content. 

Studies using neutral sounds may be less sensitive to effects of hallucination-

proneness on auditory imagery and sound detection (Li et al., 2002; Morrison et al., 

1997).  

 

The present study assessed the relation between proneness to hallucination and both 

auditory imagery and auditory perception using words varying in their emotional 

content.  Experiment 7a compared high hallucination-prone participants to low 

hallucination-prone participants on a task involving auditory imagery ratings for 

positive, negative and neutral words. The study hypothesised an association between 

the emotionality of the words and increased auditory imagery vividness, and that this 

association would differ between the two hallucination proneness groups. Baddeley 

and Andrade (2000) found that long term memory factors such as meaningfulness and 

familiarity can affect imagery vividness ratings. The effects of emotional valence on 

auditory imagery have not been studied before though, and no studies have examined 

whether hallucination proneness moderates any of the effects of emotional valence.  

 

Experiment 7b compared high and low hallucination prone participant in their bias 

and sensitivity to positive, negative and neutral words presented in white noise. It was 

hypothesised that there would be more source monitoring confusions in sound 

detection by high hallucination prone participants. If so, then there would be an 

increased bias to detect emotional words and (possibly) decreased sensitivity. 

Experiment 7b also compared performance in two conditions: (i) a cue condition 
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where participants knew the target words and imagined the words during detection; 

(ii) a no cue condition where participants had no knowledge of the target words 

beforehand. It was hypothesised that source monitoring errors would be greatest in the 

cue condition for emotional words and for high hallucination prone participants. 

 

As well as assessing auditory imagery and testing auditory word detection, we also 

examined memory for the different word types in Experiment 7a by giving 

participants a surprise recall task at the end of their rating study. Experiments with 

normal participants suggest that memory for emotional items is better than that for 

neutral items (Danion, Kazes, Huron, & Karchouni, 2003), and that people tend to 

remember emotional events more vividly (Kensinger & Corkin, 2003). Following 

this, we may expect better recall for emotional words than neutral words.  The study 

assessed whether there is an exaggeration of this affect in individuals prone to 

hallucinations. 

 

Experiment 7a. Auditory imagery vividness of emotional words. 

 

Method 

Participants 

24 participants from the University of Birmingham completed this experiment (2 

male, 22 female, mean age: 19.79 years). Each participant completed the Revised 

Launay-Slade Hallucination Scale (LSHS-R; Bentall et al., 1985).  Participants were 

classified as high or low hallucination prone, according to whether they scored high or 

low on this scale. All participants received credit in return for their participation. 

Given that the participants were all part of a single undergraduate cohort,  medication, 
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current cognitive state, age or IQ level is unlikely to confound performance (Aleman 

et al., 2001). 

 

Design 

Participants rated their imagery vividness for emotional and neutral words. Once they 

rated the vividness for each word, participants completed a surprise memory test for 

the stimuli words. 

 

Stimuli 

The stimuli were selected from the ANEW (Affective Norms for English Words; 

Bradley & Lang, 1999). Thirty positive, 30 negative and 30 neutral words were 

chosen from this list, and a recording of each word was taken, spoken by an English 

female speaker, in a neutral voice. These words were matched for frequency across 

emotional categories. Each recording lasted approximately 1sec. 

 

Procedure 

Appendix F shows the instructions given to the participants about the task. On each 

trial participants listened to a word, followed by 5sec of white noise. A rating scale 

then appeared on the screen. Participants rated how clearly they could imagine the 

spoken word, on a scale of one to five (one being “no image” and five being “image is 

clear and vivid”). Reaction times to make these ratings were also recorded. 

  

Each word was presented once and when the experiment finished, the participants 

wrote down as many words as they could remember from the experiment. 
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Results 

Questionnaire 

0

2

4

6

8

0 4 8 12 16 20 24 28 32 36

LSHS Score

F
re

q
u

en
cy

 
Figure 25: Distribution of LSHS-R scores 

 

Figure 25 shows the distribution of the LSHS-R scores. The average score was 15.29 

(SD = 6.39). Participants were assigned to a hallucination proneness group, according 

to the median value on this questionnaire. The median score was 14, therefore 

participants scoring above this score were grouped as the high hallucination prone 

group and those scoring below this score were the low hallucination prone group 
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Figure 26: Average vividness rating for high and low hallucination prone participants, for each 

emotion 
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The average vividness rating for each emotion was calculated for each participant (see 

Figure 26). A 3 x 2 split plot ANOVA was used to analyse imagery vividness ratings, 

with word emotion as the within participants factor and hallucination proneness as the 

between participants factor. This revealed a significant main effect of emotion F(2, 

44) = 19.528, p <0.001 , partial η2 = 0.470. Bonferroni adjusted post hoc analyses 

revealed that vividness ratings were significantly higher for negative and for positive 

words compared to neutral words (both p<0.001). There was a borderline difference 

between negative and positive words (p=0.053), as negative words received higher 

ratings. There was no significant main effect of hallucination proneness F(1, 22) 

=0.026 , p =0.874 , partial η2 = 0.001, and no interaction between emotion and 

hallucination proneness F(2, 44) =0.157 , p =0.758 , partial η2 = 0.007. 
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Figure 27: Average reaction time for high and low hallucination prone participants for each 

emotion 
 

The average reaction time for each emotion condition was calculated for each 

participant (see Figure 27). The data were analysed using the same design ANOVA as 

for the rating results. There were no significant main effects or interactions. 
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Figure 28: Average number of words recalled for each emotion condition by high and low 

hallucination prone participants 
 

The average number of words recalled in each category was calculated for each 

participant (see Figure 28). A two-factor split plot ANOVA revealed a significant 

main effect of emotion, F(2, 44) = 15.641, p < 0.001 , partial η2 = 0.416. Bonferroni 

adjusted post hoc analyses revealed that significantly more negative words were 

recalled than neutral words (p<0.001) and more positive words were recalled than 

neutral words (p=0.002). There was no significant difference between the number of 

negative and positive words recalled (p=0.632) however. There was also a significant 

main effect of hallucination proneness, F(1, 22) =4.624, p = 0.043, partial η2 = 

0.174;  high hallucination-prone participants recalled more words than low 

hallucination-prone participants. The interaction between emotion and hallucination-

proneness was not significant, F(2, 44) = 0.655, p = 0.468, partial η2 = 0.0299. 

 

 

                                                 
9 Further analyses assessed if memory performance varied as a function of whether the words appeared 
early, in the middle or in the final set of stimuli. However, the serial position of the words in the rating 
study had no reliable impact on recall and this factor did not interact with any of the other variables of 
interest. 
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Correlation analyses 

The average imagery rating and the proportion of participants who recalled each word 

was calculated for the low and high hallucination-prone groups. The correlation 

between vividness and memory was significant for both high hallucination-prone 

participants, r (90) = 0.264, p = 0.012, and low hallucination-prone participants, r 

(90) = 0.335, p<0.001, revealing that participants recalled more of the words that they 

rated higher in imagery vividness. 

 

The vividness rating for each word and the proportion of participants who recalled 

each word was also correlated with word frequency, valence rating and the arousal 

rating (ratings from ANEW; Bradley et al., 1999). Table 25 shows these correlations. 

These analyses suggest that the relations between imagery vividness and memory 

were modulated by arousal. 

 

Table 25: Correlations for vividness and memory recall with frequency an arousal rating (r-
values) 

Correlation High LSHS-R Low LSHS-R Total 
Freq. 0.107 -0.072 -0.100 
Arousal 0.482** 0.565** 0.583** 

Vividness  

Valence -0.148 -0.090 -0.133 
Freq. 0.058 0.035 0.050 
Arousal 0.318* 0.253* 0.311* 

Memory 

Valence -0.001 0.063 0.036 
N = 30; * - p<0.05; ** - p<0.001 

 

Arousal rating was used as a covariate in a correlation between vividness and memory 

score. The correlation between these two variables disappeared for both high 
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hallucination prone participants, r(78) = 0.105, p=0.352 and low hallucination prone 

participants, r(78)= 0.211, p= 0.06110.  

 

ANCOVA was then used to assess the effect of arousal on vividness and memory 

Vividness ratings and memory scores were analysed over items using a split plot 

ANOVA, with arousal rating as a covariate. The within-participants factor in these 

analyses was hallucination proneness (high and low hallucination prone participants) 

and the between participants factor was emotional content (positive, negative and 

neutral). 

 

For the vividness ratings, without the covariate there was a significant main effect of 

hallucination proneness, F(1, 87) = 45.459, p < 0.001 , partial η2 = 0.343; the high 

hallucination-prone participants rated their auditory imagery as being significantly 

higher than the low hallucination-prone participants. With arousal rating as a 

covariate, the main effect of hallucination proneness, F(1, 77) =1.787, p = 0.185, 

partial η2 = 0.023, disappeared.  In addition without the covariate the main effect of 

emotion was significant, F(2, 87) = 32.013, p <0.001 , partial η2 = 0.424, and 

Bonferroni adjusted post hoc analysis revealed significantly higher ratings for 

negative and positive words compared to neutral words (both p<0.001) but no 

significant difference between negative and positive words (p=0.151). Again, with the 

covariate of arousal rating, this main effect disappeared, F(2, 77) = 2.103, p = 0.129, 

partial η2 = 0.052. The interaction between hallucination proneness and emotion was 

non- significant both with and without the covariate. 

 

                                                 
10 Arousal ratings were unavailable for 9 neutral words, as these came from another normed list (MRC 
Psycholinguistic Database; Coltheart, 1981) 
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For the memory scores, without the covariate there was no significant main effect of 

hallucination proneness, F(1, 87) = 2.095, p = 0.151, partial η2 = 0.024, which 

remained non-significant with addition of the arousal covariate, F(1, 77) = 0.310, p = 

0.580, partial η2 = 0.004. The main effect of emotion was significant without the 

covariate, F(2, 87) = 3.972, p = 0.022, partial η2 = 0.084. Bonferroni adjusted post 

hoc analysis revealed a trend for recall of negative words being higher than that for 

neutral words (p=0.091); also more positive words were recalled than neutral words 

(p=0.031) but there was no significant difference in the number of positive and 

negative words recalled (p=1.00). The inclusion of arousal as a covariate removed 

this significant effect, F(2, 77) = 0.318, p = 0.729, partial η2 = 0.008. The interaction 

between hallucination proneness and emotion was non- significant both with and 

without the covariate. 

 

Discussion 

This experiment examined how the emotional connotation of a word influences 

auditory imagery and memory. Emotionally positive and negative words received 

higher imagery vividness ratings than neutral words, and the two types of emotion 

words did not differ. There was also a significant correlation between arousal rating 

for each word and the vividness ratings, but not between vividness ratings and 

frequency. This therefore suggests that increased arousal contributes to increased 

ability to imagine spoken words, independently of the overall frequency of the word. 

The fact that use of arousal rating as a covariate removed the main effect of emotion 

confirmed this. 
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Experiment 7a also assessed memory for the words used in this task by using a free 

recall task. This revealed that participants recalled more of the positive and negative 

items compared to the neutral items. In addition there was a significant correlation 

between auditory imagery vividness and recall. This experiment therefore supports 

Kensinger and Corkin’s (2003) finding of increased memory for emotional items, and 

extends it to include auditory imagery vividness. 

 

Interestingly hallucination proneness had little effect on imagery, but there was an 

effect on memory. High hallucination prone participants remembered more items 

from the vividness experiment, but this did not interact with the emotional class of the 

stimulus. Overall differences in memory performance between high- and low 

hallucination-prone individuals have not been explored before, but at least one 

component of the observed difference may reflect the arousal-inducing capacity of the 

words.  The negative and positive emotion words were associated with high arousal, 

and it may be that high hallucination prone participants have a greater arousal 

response to such stimuli. Memory might improve overall if participants are in a more 

aroused state.  Indeed correlation between arousal rating and memory score were 

significant for both hallucination-proneness groups, but stronger so for high 

hallucination prone participants. Adding the differences in arousal ratings as a 

covariate to the analyses removed the effect of emotion on memory scores; 

hallucination proneness was non-significant, both with and without the arousal rating.  

 

There was no effect of hallucination proneness on imagery vividness ratings. One 

reason for this is that participants were grouped according to whether their score on 

the LSHS-R fell above or below the median, rather at the extreme ends of the scale. 
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The data were therefore reanalysed with just the participants who scored at the top 

and bottom 25th percentile, however hallucination-proneness remained non-

significant. This may simply be due to the subsequent groups having a relatively small 

number of participants, and the study may have found significant effects with a larger 

sample of extreme scorers  

 

The item analyses provided support for the effect of hallucination-proneness on 

imagery and memory. There was a reliable increase in imagery vividness ratings for 

the high hallucination-prone group even with the use of a median split approach. 

Interestingly this effect disappeared with arousal rating as a covariate, suggesting that 

arousal contributes somewhat to the difference in vividness ratings between high and 

low hallucination prone participants. If the high imagery vividness of high 

hallucination-prone individuals reflect real differences in imagery, then it is possible 

that a contrasting pattern of performance will emerge with the high- and low 

hallucination prone individuals on an auditory detection task. For example, there may 

be a tendency for high hallucination-prone individuals to make false positive errors 

when cued to hear signals, if they have difficulty discriminating heard from imagined 

sounds. This could also lead to changes in sensitivity. One possibility is that, if the 

stimulus signal is added-to by the auditory imagery for the stimulus, then this may 

enhance sensitivity (i.e. as suggested by Farah et al., 1983). It is also possible 

however, that difficulty in discriminating between the signal and the imaged stimulus 

could decrease sensitivity (i.e. as suggested by Segal et al., 1970). Experiment 7b 

tested these possibilities. In this experiment the participants heard the emotional 

(positive and negative) and neutral words in noise and decided on the presence of a 
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word in the noise on each trial. The words were also either cued or not-cued. The 

effects of imagery on performance should be particularly strong when words are cued. 
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Experiment 7b. Emotional words and auditory word detection 

 

Method 

 

Participants 

Nine male and 43 female participants from the University of Birmingham volunteered 

for this experiment (mean age: 21.27 years) in exchange for psychology course 

credits. All had self-reported normal hearing. 

 

Design 

The current experiment required participants to listen to 3sec clips of white noise, and 

indicate whether or not they heard one of the spoken words embedded in the noise. If 

the word was present, it was presented in the middle portion of the white noise. Each 

speech clip lasted 1sec, spoken by a female native English speaker. Participants 

detected the words under two conditions. In the cue condition the spoken word was 

presented prior to the detection period. Each word occurred once at the audible level, 

once at the threshold level and on two occasions the word was cued, but not 

presented. Therefore there were a total of 120 trials. In the no cue condition, the 

participant did not know what word they were listening for. Again 120 trials were 

presented. Each word was presented once at an audible level, once at the threshold 

level, and the remaining 60 trials featured just white noise. 

 

The experiment was presented using the experiment design program, E-Prime 

(Psychology Software Tools, Inc.) and auditory stimuli were presented over 

Sennheiser 250 headphones. 
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Stimuli 

Ten positive, negative and neutral words were selected from those used in the 

previous experiment. These sounds were then manipulated, so as to be at an audible 

level and a threshold level when presented in white noise. The threshold level was 

established in an earlier experiment, as the point at which participants detect between 

70 and 75% of the sounds when presented in white noise.  

 

Questionnaires 

All participants completed the LSHS-R (see previous experiment for description), and 

were grouped according to whether they scored above or below the median score.  

In addition, 39 participants also completed the Cardiff Anomalous Perceptions Scale 

(Bell et al., 2006). Participants gave yes or no responses to 32 questions about unusual 

sensory and imaginary experiences in a range of modalities. In addition if participants 

gave a positive response they also rated the experience on three subscales: 

intrusiveness of the experience, distress caused by the experience and frequency of 

the experience. Therefore each participant had four scores on this scale, i.e. the total 

score, and the three subscale scores. 
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Procedure  
 

 

Figure 29: Experiment procedure in each condition 

 

Appendix G shows the written instructions that participants received. The 

experimenter first informed participants that they had to detect spoken emotional and 

non-emotional words in white noise. The experimenter then told the participants that 

the word may or may not be present in the white noise, but that if it was present, it 

would be either at an audible level or ay a threshold level. Therefore they were asked 

to listen very carefully for the words. In addition they were told that on half of the 

trials they would receive a cue as to the word they were listening out for. Participants 

were told to hold the word in memory and that for the remaining trials they would 

receive no cue about the word. 
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Figure 29 shows the procedure of each trial. At the beginning of the trial, participants 

saw a condition prompt (i.e. “cue” or “no cue”). In the cue condition, participants then 

heard the word that they were listening for. A fixation cross subsequently appeared on 

the screen for 1sec, followed by 3sec of white noise. Following this, participants the 

indicated whether the cued word was present in the white noise or was absent, by 

pressing either “1” or “2” on the computer keyboard. Subsequently there was a 

prompt asking participants to indicate how confident they were in their answer, by 

rating from 1 (being unconfident) to 3 (being confident) on the computer keyboard. In 

the no cue condition, participants did not receive a sound cue, rather they just heard 

white noise, and were again prompted to indicate whether the sound was present or 

absent, and how confident they were in this answer. In addition, if the participant 

indicated that they did hear a word, they were asked to indicate whether it was a 

positive, negative or neutral word that was heard, by pressing a number on the 

keyboard. 

 

The participants received four practice trials, prior to commencement of the full 

experiment, which lasted approximately 40 minutes. At the end of the experiment, 

participants completed the Launay-Slade Hallucination Scale, and a subset also 

completed the CAPS 

 

Results 

Five participants were excluded from the experiment, as their overall average 

proportion of detected words fell below 50%. Therefore data from 47 participants was 

analysed.  
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Questionnaires 
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Figure 30: Distribution of LSHS scores 

 

Figure 30 shows the distribution of the LSHS-R scores. The mean score on this 

questionnaire was 14.19 (SD=5.25). Participants were then grouped as high or low 

hallucination prone according to whether their LSHS-R score fell above or below the 

median value on the LSHS-R. Twenty-four participants scored on or above the 

median score of 16 (six participants scored the median value) and were therefore 

included in the high hallucination prone group. Twenty-three participants scored 

below the median and were included in the low hallucination prone group.  

 

Table 26: Average and standard deviations of the CAPS subscale scores 

 
Total  
Score 

Distress 
Score 

Intrusiveness 
Score 

Frequency 
Score 

Mean 6.56 12.69 14.87 11.18 
SD 3.94 9.82 10.96 7.04 
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Figure 31: Distribution of CAPS subscale scores 

 

Table 26 shows the average scores and standard deviations on each CAPS subscale, 

and Figure 31 shows the distribution of these scores. 

 

Sound Detection Task 

The data were analysed at three levels. The first analysis focused on the sound 

detection measures of response bias (c) sensitivity (d') and confidence rating. 

Repeated measures ANOVA’s were performed on these measures to determine the 

affect of emotion, hallucination proneness and cue condition on detection of the 

words in noise. The second analysis focussed on correlations between the different 

measures. Hits and confidence ratings were correlated to determine reality monitoring 

abilities of the two hallucination proneness groups. In addition the measures from the 

sound detection task were correlated with other measures associated with the target 

words, such as vividness, frequency and arousal. This analyses determined how such 

factors influence sound detection, and whether there is a differential relationship 
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between them, based on hallucination proneness. The third analysis focussed on the 

CAPS questionnaire scores, to determine whether other anomalous experiences (apart 

from auditory hallucinations) are related to performance in sound detection tasks.  

 

Figure 32 shows a plot of hits against false alarms in each condition. The plot 

suggests a close relationship between most conditions in hit and false alarm rates, 

with high hallucination prone participants in the cue condition appearing to have the 

highest hit and false alarm rate, particularly for negative stimuli.  
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Figure 32: Plot of hits against false alarms in each condition 

 

 

Analysis one: Effects of emotion, hallucination proneness and cue condition on 

sound detection  

 

As in Chapters 2 and 5, the hits and false positive rates for each participant in each 

condition were converted into response bias (c) and sensitivity (d′) measures, using 
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the method noted by Stanislaw (1999) described in Chapter 2. Analysis of these 

measures and the confidence rating scores consisted of a series of split plot ANOVAs.  

 

Criterion 

 

Table 27: Average criterion for high and low hallucination prone participants (standard 
deviations in brackets) 

  Positive Negative Neutral 

Cue High H.P 1.41 (0.54) 1.26 (0.41) 1.44 (0.47) 

  Low H.P 1.58 (0.54) 1.41 (0.44) 1.49 (0.40) 

No Cue High H.P 1.75 (0.56) 1.62 (0.58) 1.47 (0.52) 

  Low H.P 1.76 (0.52) 1.76 (0.53) 1.60 (0.52) 

 

The criterion assesses each participant’s bias towards responding with a positive 

answer. The lower the criterion, the greater the participants bias towards responding 

positively in an ambiguous signal plus noise environment and the greater the number 

of false positive responses made. Table 27 shows the average criterion for each 

condition, for high and low hallucination prone participants. 

 

A three-way split plot ANOVA (within-participant factors: emotion and condition, 

between participant factor: hallucination proneness) revealed a main effect of 

emotion, F(2, 90) = 5.516, p = 0.006, partial η2 = 0.109. Bonferroni adjusted post 

hoc analyses revealed that negative words had a significantly lower criterion than 

positive words (p=0.019), and neutral words had a significantly lower criterion than 

positive words (p=0.020). The significant main effect of condition revealed a greater 

bias for words in the cue condition, F(1, 45) = 20.085, p <0.001 , partial η2 = 0.309. 

There was no significant main effect of hallucination proneness, F(1, 45) =0.849, p = 

0.362, partial η2 = 0.019.  
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Finally there was an interaction between emotion and condition, F(2, 90) = 4.194, p = 

0.021, partial η2 = 0.085. There was a lower criterion in the cue compared to the no 

cue conditions for negative words, t(46) = 4.933, p<0.001, and for positive words, 

t(46) = 3.024, p=0.004, but no such difference for neutral words, t(46) = 1.037, 

p=0.305. 

 

D′ 

 
Table 28: Average d' for high and low hallucination prone participants (standard deviations in 
brackets) 

  Positive Negative Neutral 

Cue High H.P 1.38 (0.97) 1.28 (0.72) 1.35 (0.89) 

 Low H.P 1.53 (0.91) 1.41 (0.80) 1.40 (0.78) 

No Cue High H.P 1.83 (0.99) 1.75 (0.96) 1.31 (0.96) 

  Low H.P 1.75 (1.01) 1.88 (0.93) 1.40 (1.05) 

 
 

D′ is a measure of sensitivity to a signal. A high d′ prime indicates a higher sensitivity 

to the target sound. Table 28 shows the average d' for each condition for the high and 

low hallucination prone group. 

 

A three way split plot ANOVA conducted on the d′ data revealed a significant main 

effect of emotion, F(2, 90) = 5.751, p = 0.005, partial η2 = 0.113. Bonferroni 

adjusted post hoc analysis revealed greater sensitivity for negative sounds compared 

to neutral sounds (p=0.033) and greater sensitivity for positive words compared to 

neutral words (p=0.017) but no difference between negative and positive words 

(p>0.05). There was also a significant main effect of condition, F(1, 45) = 6.572, p = 

0.014, partial η2 = 0.127; sensitivity was greater in the no cue condition. The effect 

of hallucination proneness was not significant, F(1, 45) = 0.148, p = 0.702, partial 

η2= 0.003, but there was an interaction between emotion and condition, F(2, 90) = 
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3.437, p = 0.045, partial η2 = 0.071. This revealed greater sensitivity to negative 

words in the no cue condition compared to the cue condition F(1, 46) = 12.440, p = 

0.001, partial η2 = 0.213. This effect approached significance for positive words F(1, 

46) = 3.845, p = 0.056, partial η2 = 0.077, but there was no significant difference 

between the conditions for neutral sounds F(1, 46) = 0.019, p = 0.891, partial η2 < 

0.001.  

 

Confidence Ratings 

 

Table 29: Average confidence rating for high and low hallucination prone participants in each 
condition 

  Positive Negative Neutral 

Cue High H.P 2.66 (0.26) 2.80 (0.20) 2.74 (0.25) 

 Low H.P 2.72 (0.27) 2.78 (0.20) 2.76 (0.20) 

No Cue High H.P 2.57 (0.29) 2.66 (0.36) 2.58 (0.39) 

  Low H.P 2.49 (0.41) 2.50 (0.38) 2.62 (0.37) 

 

Table 29 shows the average confidence in correct responses, for each condition. A 

three-way split plot ANOVA analysed the confidence ratings for hits (within-

participants factors: emotion and condition; between participants factor: hallucination 

proneness).This revealed a trend towards a main effect of emotion, F(2, 90) = 3.035, 

p = 0.059, partial η2 = 0.063. Confidence was highest when the word was negative, 

followed by neutral words and positive words, though Bonferroni adjusted post hoc 

comparisons were not significant (p>0.05). There was also a significant main effect of 

condition, F(1, 45) = 19.986, p<0.001 , partial η2 = 0.308, revealing that confidence 

was greater in the cue condition, compared to the no cue condition. No other main 

effects or interactions were significant. 
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A three-way split plot ANOVA also assessed the confidence ratings in false positive 

(within-participants factors: emotion and condition; between participants factor: 

hallucination proneness). Because some participants did not make any false positive 

in one or more of the conditions, this analysis was based on 14 high hallucination 

participants and 17 hallucination prone participants. There were no main effects or 

interactions. 

 

Confidence ratings for the false positives were analysed in a similar way, however 

this revealed no significant main effects or interactions. 

 

Analysis two: Correlational analysis 

These analyses determined how performance on the sound detection task was 

associated with hallucination proneness, imagery vividness and characteristics of the 

words (i.e. arousal, valence and frequency ratings). In addition a further analysis 

determined reality monitoring abilities of high and low hallucination prone 

participants. Due to the number of comparisons a stringent criteria of p<0.01 was used 

to accept significance. 

 

Correlation between sound detection measures and hallucination proneness 

Correlations between the LSHS-R score and the average criterion, d′ and confidence 

ratings, aimed to assess the existence of a relationship between these factors. Neither 

the association between LSHS-R and the average criterion adopted by participants, 

nor their average d′ score were significant (criterion: r(47)=0.114, p=0.334; d′: 

r(47)=0.089, p =0.553). The correlation between LSHS-R and the average confidence 
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rating to hit and false alarm responses was also not significant, (hits: r(47)=-0.155, 

p=0.297; false positives: r(47)=-0.145, p=0.435). 

  

Correlation between hits and confidence rating 

Correlation between the average hit rate and the average confidence rating for each 

item for the high and low hallucination prone groups established reality monitoring 

abilities. For the cue condition, this analysis revealed significant correlations for both 

high hallucination prone participants, r(30)=0.724, p<0.001, and low hallucination 

prone participants, r(30)=0.891, p<0.001. The correlation was significantly higher for 

the low hallucination prone group, z=1.877, p = 0.030. 

  

These correlations were significant in the no cue condition for low hallucination prone 

participants, r(30)=0.683, p=0.001, but did not meet the criteria of p<0.01 for high 

hallucination prone participants, r(30)=0.391, p=0.032. Comparison between these 

correlations revealed a borderline higher correlation for low hallucination prone 

participants difference, z= 1.55, p = 0.060. 

 

Correlations with vividness, arousal, valence, word frequency and rating 

The vividness rating for each sound in the current experiment was taken from the 

previous experiment, along with the frequency, arousal and valence rating of each 

word (rating from ANEW; Bradley et al., 1999). The measures were correlated with 

the hit and false alarm rate, confidence rating, criterion and d′ for each word. 

 

There was a significant correlation between vividness and arousal rating, r(30) = 

0.679, p<0.001, showing that vividness rating was higher for words that were higher 
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in arousal rating. There was also a near significant correlation between valence rating 

and frequency r(30) = -0.409, p=0.025; words lower in valence (i.e. more negative in 

emotion) were more frequent. No other correlations were significant (p>0.01). 

The correlations between vividness rating and the criterion did not reach the criteria 

of p<0.01, for low hallucination prone participants, r(30) = -0.023, p=0.905. The 

association approached significance for high hallucination prone participants, r(30)=-

0.335, p=0.070. The correlation between valence rating and confidence ratings on 

false positive trials was significant for high hallucination-prone participants, r(30) = 

0.467, p=0.009. These participants were more confident that they heard words with a 

higher valence (i.e. more positive in emotion). This correlation was not significant for 

the low hallucination prone participants, r(30) = -0.041, p = 0.829 
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Analysis three: Association between anomalous experiences and sound detection 

performance 

 

Correlations with CAPS scores 

In order to assess whether these factors influenced sound detection, each of the four 

CAPS scores (total, distress, distraction and frequency scores) was correlated with the 

criterion and d′ scores in each condition. In addition, within the questionnaire there 

were nine categories related to different anomalous experiences. The number of 

questions applying to these categories varied, and some questions applied to more 

than one category. These categories were: 

1. Changes in levels of sensory intensity (5 items) 

2. Having a non-shared sensory experiences (4 items) 

3. Inherently unusual or distorted sensory experiences (5 items) 

4. Sensory experience from an unexplained Source (6 items) 

5. Distortion of form of own body and of external world (4 items) 

6. Verbal hallucinations (3 items) 

7. Sensory flooding (2 items) 

8. Thought echo and hearing thoughts out loud (2 items) 

9. Temporal lobe disorder (4 items) 
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Subscale correlations 

 

Table 30: Correlation between total scores on CAPS subscales and signal 
detection measures 
 

 Criterion d′ 

 Positive Negative Neutral Positive Negative Neutral 
Total 0.112 0.205 0.205 0.085 0.210 0.205 
Distress 0.106 0.173 0.157 0.080 0.144 0.111 
Distraction 0.095 0.192 0.203 0.053 0.171 0.171 
Frequency 0.194 0.296 0.238 0.190 0.268 0.243 

N = 39 
 

Correlations between the CAPS subscales and the signal detection measures were not 

significant. 

 

Category correlations  

 

Total score: Though no correlations reached our stringent criteria of p<0.01, two 

weaker correlations were found. The ‘Changes in Sensory Intensity’ subscale 

correlated with the criterion and d′ for neutral words, (criterion: r(39) =0.324, 

p<0.05; d′: r(39) =0.336, p<0.05), showing that higher scores in this category are 

associated with an increased bias and sensitivity for neutral words.  

 

Distress score: Again no correlations reached our criteria of p<0.01. The analyses 

revealed a weaker correlation between the distress rating score of the ‘Sensory 

Experience from an Unexplained Source’ subscale and both the criterion and d′ for 

the negative words conditions however (criterion: r(39) =0.328, p<0.05; d′: r(39) 

=0.329, p<0.05). This showed an increased bias and sensitivity for negative words, 

when participants scored higher on this category. 
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Distraction Score: No correlations were significant at the level of p<0.01. The 

analyses revealed a weaker correlation between distraction ratings on the ‘Changes in 

Sensory Intensity’ subscale, and the criterion and d′ for the neutral word conditions 

however (criterion: r(39) =0.358, p<0.05; d′: r(39) =0.362, p<0.05 ). This revealed 

that higher distraction rating scorers on this subscale had a decreased bias and 

increased sensitivity to neutral words. In addition there was a significant correlation 

between this subscale and the criterion for negative words, r(39) =0.351, p<0.05, 

showing a decreased bias towards negative words for participants who scored high on 

that subscale. 

 

Frequency Score: Two correlations met the p<0.01 criteria. The ‘Sensory Experience 

from an Unexplained Source’ subscale correlated with both the criterion and d′ scores 

for negative words (criterion: r(39)=0.419, p<0.01; d′: r(39)=0.432, p <0.01). 

Participants who rated their experiences on this subscale as more frequent, were also 

more sensitive to (and less biased towards) negative words. There was also a weaker 

correlation between the ‘Verbal Hallucinations’ subscale and the criterion for the 

positive word conditions, r(39) =0.323, p<0.05. Participants who rated their 

experiences as more frequent were less biased towards positive words. 

 

Summary 

ANOVA analyses of the sound detection task showed that emotional words are 

associated with increased bias, sensitivity and confidence in presence than non-

emotional words. This is particularly evident in the cue conditions. These variations in 

sound detection performance did not differ as a function of hallucination proneness 

however. Correlational analysis also showed no association between hallucination 
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proneness and sound detection measures, but did show stronger correlations between 

hits and false positives for low hallucination prone participants. Also the high 

hallucination prone participants showed a borderline association between vividness 

and criterion, and between confidence in false alarms and valence ratings. 

 

Finally correlations were calculated between CAPS category scores and signal 

detection measures for positive, negative and neutral words. This revealed 

associations between performance for negative words and higher scores on the 

‘Sensory experiences from an unexplained source’ subscale. Performance for neutral 

words was weakly associated with higher scores on the ‘Changes in Sensory 

Intensity’. Criterion for positive words was weakly associated with increased 

frequency scores for the ‘Verbal Hallucinations’ subscale. 

 

Discussion  

The current auditory word detection task revealed a general bias and sensitivity to 

reporting the presence of emotional compared to neutral words in noise. This effect 

was strongest for negative words, followed by positive words, though the two 

emotional categories did not differ significantly from each other. In addition there was 

a trend towards greater confidence in the presence of negative words compared to 

neutral and positive words, showing that confidence ratings tend to follow the pattern 

found in the criterion and d′ data. 

 

Cue presence affected both the bias and the sensitivity to the target, so that 

participants were actually more sensitive to the target in the no cue condition. This 

therefore suggests that presence of the cue causes people to confuse their imagery for 



  

227 
 

the target, resulting in more false positive responses to items in this condition, and 

also decreased sensitivity. Support for this theory is provided by the finding that 

despite increased sensitivity to the target in the no cue condition, participants were 

actually more confident (incorrectly) of hearing the words in the cue condition.  

 

Previous studies revealed that imagining an auditory target can influence sound 

detection, though the direction of the effect has differed across studies.  For instance 

Segal and Fusella (1970) found an interfering effect whereas Farah and Smith (1983) 

found a facilitating effect. In the current study provision of a detection cue (i.e. the 

spoken word which participants imagined and listened for in white noise) was 

compared to a no cue condition to manipulate the involvement of imagery. Overall the 

data support Segal and Fusella’s (1970) finding that imagining a target sound impairs 

its subsequent detection. In addition, the cue most affected detection of negative 

words, followed by positive words, but the cue presence did not affect sensitivity to 

neutral words. The data suggest that imaging emotional words impairs detection of 

such words in noise.  

 

The current study also found no main effect of hallucination proneness on detection, 

nor did this factor interact with either emotion or condition. Correlations between hits 

and confidence ratings revealed differences between high and low hallucination-prone 

participants however. The high hallucination-prone group had a lower correlation 

between their hit rate and confidence rating in both conditions compared with the low 

hallucination prone group. Mintz and Alpert (1972) reported a similar result  

suggesting that a lower correlation between hits and confidence ratings was indicative 

of a reality monitoring disturbance, as this indicated an impaired ability to determine 
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accuracy of an internal state. The current finding suggests that the high hallucination 

prone participants were less accurate at judging their own internal state, and, in 

individuals not prone to hallucinations, this effect was modulated by increasing the 

ability to use auditory imagery (i.e. in the cue condition). Chapter 5 found the 

opposite result as high hallucination prone participants had a stronger correlation 

between hit rate and confidence rating. The difference between the two studies may 

be a function of the sound category used. Verbal stimuli may influence the reality 

monitoring abilities of high hallucination prone participants more (as found in 

Chapter 6), whereas these abilities remain relatively unaffected with other sound 

stimuli (such as in Chapter 5). 

 

Measures of hallucination-proneness 

One criticism of the present research is that the LSHS-R score primarily determined 

the distinction between high and low hallucination-prone individuals. The LSHS-R 

requires participants to rate the extent to which they have had experiences that range 

from common mental events (i.e. ‘No matter how hard I try to concentrate, unrelated 

thoughts always creep into my mind’) to more extreme hallucination experiences (i.e., 

‘I have been troubled by hearing voices in my head’). As noted in Chapter 5, an issue 

here is that the questionnaire cannot distinguish between a person who has had one 

isolated hallucination-like experience and a person who regularly has such 

experiences. In such cases the latter individual is clearly more ‘hallucination-prone’ 

than the former, but they may score the same on the questionnaire. To mitigate this 

problem a subset of the current participants completed the CAPS (Bell et al., 2006). 

This relatively new questionnaire is similar to the LSHS-R in that participants answer 

questions about vivid mental events and hallucination-like experiences, but it also 
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covers other anomalous experiences in different sensory modalities. Participants also 

rated the frequency, distraction and distress associated with each item they had 

experienced. This may provide a much more accurate indication of hallucination-

proneness. In addition, the questionnaire contained subsets of questions associated 

with experiences related to hallucination, such as sensory monitoring disturbances and 

changes in sensory intensity.  

 

Correlations with the rating scores for the subscale questions revealed that scores on 

‘Sensory Experience from an Unexplained Source’, ‘Changes in Sensory Intensity’ 

and ‘Verbal Hallucination’ questions weakly correlated with different measures. In 

particular, participants who were most sensitive to negative words tended to score 

higher on measures of distraction on the ‘Changes in Sensory Intensity’ subscale and 

on distress and frequency measures on the ‘Sensory Monitoring’ subscale.  Increased 

sensitivity to positive words was associated with higher frequency ratings on the 

‘Verbal Hallucination’ subscale, while participants who were more sensitive to 

neutral words generally had higher distraction ratings on the ‘Changes in Sensory 

Intensity’ subscale. These findings raise various issues. First they suggest an 

association between different patterns of symptoms and sensitivity to positive words 

compared to the pattern for negative words. Participants who experience greater 

distress by sensory experiences from unexplained sources, and who frequently have 

such experiences, may focus more on negative information because of the distress 

they experience from them. This may in turn lead to increased sensitivity to negative 

words. In contrast participants who are more sensitive to positive words scored higher 

on the ‘Verbal hallucinations’ subscale. This may indicate that such participants have 

verbal hallucination- like experience in everyday life, but unlike psychotic 
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individuals, do not have negative symptoms such as depression or low self-esteem, 

which contribute to negative hallucination development (i.e. derogatory voices). This 

may result in participants being more likely to focus on positive rather than negative 

information. Further investigation with the use of personality questionnaires would be 

beneficial in future studies to determine whether participants with an increased 

negative symptoms are more sensitive to negative words. 

 

Effects of word attributes 

In addition to the main factors investigated in this experiment, the study also 

investigated a number of normative variables associated with the words for their 

possible influence on signal detection performance. These included: the arousal rating 

associated with the words (i.e. the degree of stimulation evoked by the word), the 

valence of the word (i.e. the degree of attraction or aversion evoked by the word) and 

the auditory imagery vividness of the word. Word arousal correlated with the imagery 

vividness rating, revealing an association between words with a higher arousal rating 

and increased auditory imagery vividness. This supports Kensinger and Corkin (2003) 

who proposed that increased arousal can increase memory for stimuli. Consistent with 

this, controlling for the effect of arousal (through covariate analysis) eliminated the 

effect of emotion on imagery vividness and memory, suggesting that the differences 

between these word categories was due to increased arousal associated with emotional 

words.  

 

The vividness of auditory imagery for the words also seemed to contribute to response 

bias. The analysis revealed a trend towards a lower criterion (i.e. increased bias) for 

higher vividness sounds, suggesting that the higher the vividness the more likely 
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participants were to believe the sound was present. Apparently the vividness of the 

auditory image can influence the willingness of participants to believe in a word′s 

presence. Use of more trials may have increased this effect. 

 

In addition, the study revealed an association between valence rating of the words and 

confidence ratings of high hallucination-prone participants when making false 

positive responses. The more emotionally positive the target word was, the more 

confident these individuals were that the words were present. Generally, research 

suggests that schizophrenic patients tend to have quite emotive hallucinations (Nayani 

et al., 1996). In the current study, false positives responses were considered as 

analogous to hallucination-like experiences (i.e. misattribution of internal events as 

external – Bentall & Slade, 1985) leading to the hypothesis that high hallucination 

prone participants are more confident in hearing lower valence words (i.e. negative 

words). This theory is based on investigation of psychiatric populations however, and 

recent research has suggested that non-psychiatric voice hearers tend to experience 

predominantly positive hallucinations (Honig, Romme, Ensink, Escher, Pennings & 

Devries, 1998; Andrew, Gray & Snowden, 2008). The current participants were 

undergraduate students, rather than psychiatric patients, which may explain why the 

high hallucination prone participants were more confident about hearing the positive 

words, rather than the negative words. Further research with a psychiatric sample is 

needed to test these proposals (Nayani et al., 1996).  

 

General Discussion 

The current study investigated how the emotional connotation of a word influences 

auditory imagery vividness and memory, and whether imagery vividness and valence 
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interact to affect sound detection performance. We also investigated how the 

emotional content of the stimuli affected auditory imagery and detection tasks of 

hallucination prone participants. Previous studies have found that  hallucination-prone 

participants make more reality monitoring errors to emotional words (Laroi, 

Marczewski, Van der Linden, & Evrard, 2003). The current study revealed that 

emotional words received higher in auditory imagery vividness ratings, are 

remembered more than neutral words and are also detected easier in noise. These 

effects were independent of hallucination proneness overall however. Hallucination 

proneness did affect memory, showing that high hallucination-prone participants 

remembered more words than low hallucination-prone participants. This is against 

what might be predicted from research into memory abilities of patients with 

schizophrenia, as memory impairments are a frequently reported deficit in this group 

(see Aleman, Hijman, de Haan, & Kahn, 1999, for a review). In the current 

experiment however, two thirds of the stimuli were emotional in content and we 

proposed that high hallucination-prone participants had better memory due to the 

increased arousal associated with such words. Indeed, controlling for arousal rating 

removed the effect of hallucination-proneness, suggesting that differences in arousal 

between words differentially affected the memory of high and low hallucination-

prone participants.  

 

Correlation analysis revealed a weaker association between hits and confidence 

ratings for high compared to low hallucination prone participants. This suggested that 

these participants may have some reality monitoring disturbance in comparison to low 

hallucination-prone participants (Mintz et al., 1972). This is in contrast to the previous 

sound detection study in Chapter 5.  This analysis revealed no difference in the 



  

233 
 

correlation between hits and confidence ratings, for the high and low hallucination 

prone participants in the cue condition. This correlation was stronger in the no cue 

condition however.  This may be due to the difference in stimuli between the two 

studies. The previous study incorporated all categories of sound, while the current 

study focused on language. Therefore the poorer reality monitoring performance may 

be specific to language.  

 

A possible reason for the lack of strong effects of hallucination proneness in both 

experiments was that the median values defined the high and low hallucination 

proneness groups, rather than the extreme scores. Analysis of extreme scorers still 

resulted in no differences between the two groups however. Another factor that may 

explain the lack of differences is the design of the hallucination proneness 

questionnaire, which does not taken into account frequency, distraction or distress 

caused by hallucination-like experience. Investigation of these factors in relation to 

imagery vividness and sound detection of emotional material may reveal a more 

detailed picture of the relationships between hallucination proneness, emotional 

content, vividness and sound detection. Indeed data from a subset of participants who 

completed the CAPS questionnaire, revealed an association between performance in 

negative word conditions and source monitoring and sensory intensity disturbances. 

Further studies could investigate how personality characteristics interact with 

emotional word detection.  

 

In conclusion the current study revealed an association between words higher in 

emotional content or arousal and increased auditory imagery vividness, and increased 

recall. In addition there was better detection of words with greater emotional content 
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suggesting that arousal associated with the word can increase sensitivity to it in noise. 

There was little effect of hallucination proneness, however, suggesting that the effect 

of emotion on word detection may reflect a general trait which is unrelated to 

hallucination-like experiences. 
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Chapter Seven. General Discussion 

 

The present thesis provides an exploratory analysis of factors that contribute to the 

experience of auditory imagery vividness. The primary aim was to assess (i) how 

factors associated with particular sounds (i.e. category, familiarity and emotion) and 

(ii) how the presence of imagery cueing affect subjective experiences of auditory 

imagery vividness. A second aim was to evaluate how these factors affect the 

interaction between imagery and perception. A third aim was to investigate how 

proneness to hallucinations influences both subjective experience of imagery 

vividness, and the interaction between imagery and perception. This discussion 

focuses on the outcome of these aims in turn. 

 

1. Factors that influence imagery vividness  

A key aim of this thesis was to investigate how cognitive factors affect auditory 

imagery vividness. A limited amount of research has investigated this, as the majority 

of auditory imagery research focused on the similarities between imagery and 

perception in terms of acoustic characteristics (Halpern et al., 2004; Intons-Peterson, 

1980; Intons-Peterson, Russell, & Dressel, 1992) and neural activation (Shergill et al., 

2001; Yoo et al., 2001; Bunzeck et al., 2005).  

 

In Chapter 2, Experiment 1 and 2 investigated how sound category and familiarity 

influenced vividness of auditory imagery. These studies showed that participants 

consistently gave higher ratings to music and speech sounds, compared to animal and 

environmental sounds. Possibly music and speech items can utilise subvocalisation to 

enhance imagery vividness; in contrast animal and environmental sounds may be 
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more difficult to subvocalise and hence give rise to weaker imagery ratings. Also in 

our everyday lives, we may experience imagery for music (Bailes, 2006) and speech 

more often than that for animal and environmental sounds. Sound familiarity highly 

influenced vividness of imagery, with unfamiliar sounds in all sound categories 

receiving lower ratings than familiar sounds. This effect was strongest for animal and 

environmental sounds, probably because we have more experience of unfamiliar 

music and speech, compared to animal and environmental sounds. Baddeley and 

Andrade (2000) also investigated how sound familiarity affects auditory imagery 

vividness, finding that vividness ratings were lower for unfamiliar items. The current 

study therefore supports Baddeley and Andrade’s (2000) finding and expands on it to 

show that sound category can also influence imagery vividness. 

 

It could also be suggested however, that variation in vividness ratings according to 

sound category may be a function of the familiarity associated with the sounds. To 

assess this, Experiment 3a obtained vividness and familiarity ratings for sounds in 

different categories, and assessed correlations between these ratings. Though 

vividness and familiarity ratings showed good correlation for all sound categories, the 

study showed that familiarity could not solely explain vividness variations across 

sound categories. The study still found higher vividness ratings for music and speech 

items, compared to animal and environmental sounds, even with familiarity rating as a 

covariate in the analyses. This shows that vividness ratings are not purely a function 

of familiarity, and that other factors must contribute to the experience of vividness.  

In addition this experiment also revealed that auditory imagery ratings are reliable 

across time, as test-retest analysis revealed that there was no difference in vividness 

ratings obtained a week apart from each other.  
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Experiment 1 also investigated cross-modal interactions between auditory and visual 

imagery for different sound categories. Here, it was hypothesised that a picture cue to 

imagine the target sound would increase auditory imagery vividness, as the cross-

modal association would be stronger between these pairings, than a verbal imagery 

cue. This hypothesis was supported: picture cues resulted in higher imagery vividness 

than name cues. This extends Lehmann and Murray (2005) finding of improved 

memory recall for items encoded as cross-modal memories (e.g. auditory-visual) to 

suggest that cross-modal associations also increase the vividness associated with a 

memory. The study also revealed particularly high imagery vividness for animal and 

environmental sounds cued with picture cues, suggesting a stronger association 

between the visual and auditory representation of these items. This may be because 

sounds of these items are most commonly experienced with a visual presentation of 

the item. Further research should focus on whether the same holds for visual imagery 

vividness to determine whether the cross-modal association is as strong for this 

modality also.  

 

Experiment 2 expanded on Baddeley and Andrade’s findings by investigating how 

hearing either white noise, or a sound from the same or different sound category as 

the target, affected imagery vividness for that sound. This study hypothesised that 

vivid images are more perceptual-like in nature (Aleman et al., 2003) and that 

imagery and perception activate similar neural regions (Yoo et al., 2001). Therefore 

the study hypothesised that listening to a sound while attempting to imagine the target 

sound would disrupt the imagery process, as fewer resources would be available for 

sound imagery. It was also hypothesised that this would disruption would increase as 

the image and interference sound became more semantically similar (i.e. from the 
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same sound category). The study revealed that, although listening to meaningful 

distractor sounds reduced auditory imagery vividness compared to white noise, 

listening to distractors from the same versus different sound category resulted in 

lower ratings for music targets only. Further investigation revealed that participants 

rated music targets and interference sounds as more similar to each other, compared to 

same-category pairings of other sound categories. This congruency effect found for 

music target sounds is likely to be due to acoustic similarity between the sounds; high 

acoustic similarity increases the difficulty in distinguishing the target image from any 

distractors, and therefore lowers imagery vividness ratings for these pairings. This is 

contrary to the hypothesis that semantic similarity would result in lower imagery 

vividness, and suggests that acoustic similarity between images and sounds can affect 

imagery vividness. 

 

A criticism of vividness ratings is that they are largely a subjective opinion of the 

participants own imagery abilities. As such, “vividness” cannot be observed directly 

and we cannot be sure if one person’s vivid image is the same as another’s. In 

addition vividness may be biased by perceived socially desirable responses (Allbutt et 

al., 2008). In effort to provided objective evidence of the validity of vividness ratings, 

Chapter 3 determined the neural correlates of vividness. This study investigated the 

association between imagery vividness ratings for animal and environmental sounds, 

and activation strength during imagery. Cui, Jeter, Yang, Montague, and Eagleman’s 

(2007) study of visual imagery revealed that participants who had high imagery 

vividness in a visual imagery questionnaire also had higher activation strength in early 

visual areas. The current fMRI study went one step further, by asking participants to 

rate their imagery vividness for sounds during the fMRI experiment. The areas 
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modulated by imagery vividness ratings revealed significant activation in the left 

MFG and bilateral insula which previous studies found active during auditory 

imagery, inner speech, sound retrieval and auditory attention (Aleman et al., 2005; 

Hoshiyama et al., 2001; Shergill et al., 2001; Voisin et al., 2006; Yoo et al., 2001). 

Therefore this study suggests imagery vividness ratings do reflect neural activation in 

areas responsive to auditory imagery. This activation pattern, and evidence from the 

studies reported above, suggests the involvement of the MFG and insular regions in 

judgement of one’s own auditory imagery vividness.  

 

Finally Experiment 7a assessed whether imagery vividness and recall memory would 

be affected by the emotional content of the imagined item. Participants rated positive 

and negative words as more vivid than neutral words, and recalled more of the 

emotional words than neutral.  In addition the significant association between 

vividness ratings and arousal ratings suggests that valenced words may increase the 

participants’ arousal levels and leading to increases in imagery vividness. Thus, as 

well as the type of sound imagined, the arousal associated with the sound can also 

affect subjective imagery ratings.  

 

These studies reveal that imagery vividness is stable and robust. Vividness rating can 

be affected by factors associated with the sound, such as category, familiarity and 

arousal, and also by task-related factors, such as cues to imagine, and dual task 

performance. Finally the fMRI study revealed activation in frontal regions of the brain 

that was associated with greater imagery vividness. Together these studies suggest 

that imagery vividness ratings may not be as idiosyncratic and unreliable as first 

thought. Further evidence for this is discussed below. 
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2. Interaction between imagery and perception 

The main criticism of using vividness ratings as a measure of auditory imagery is that 

they are subjective and may be prone to idiosyncratic construction and comparison to 

the perceived vividness of others imagery (Aleman et al., 1999; Allbutt et al., 2008). 

Because of such criticisms further experiments aimed to establish more objective 

evidence of the influence of vividness ratings. Experiment 3b determined whether the 

variations in vividness observed revealed in Experiments 1, 2 and 3a were indicative 

of actual imagery strength. A sound detection task was used because previous studies 

found that imagining a sound can have a facilitatory or inhibitory effect on detecting it 

in noise, depending on how closely the image and target sounds match (Farah et al., 

1983; Segal et al., 1970). The current study hypothesised that, because provision of a 

valid cue would trigger a matching auditory image, detection would be facilitated. 

This hypothesis was partially confirmed as cue provision resulted in a greater bias 

toward believing a sound was present, as well as greater confidence in the target’s 

presence. This offers some support for (Farah et al., 1983) findings, as cue presence 

increased bias and confidence in the targets presence.  

 

In addition the study assessed differences in detection between high and low vividness 

sounds, and familiar and unfamiliar sounds. This showed that vividness only 

influenced participants’ bias and confidence in a sound’s presence (both these 

measures were greater for higher vividness sounds) but sensitivity was not affected. 

Familiarity also did not alter sensitivity, but did influence the bias, but in interaction 

with vividness. 
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For low vividness sounds, peak bias and confidence occurred when the sounds were 

familiar, whereas for high vividness sounds, the peak occurred when the sounds were 

unfamiliar. This interaction can be explained by differing levels of cognitive effort 

involved in detecting high and low vividness sounds that vary in familiarity. High 

vividness, familiar sounds are easy to imagine, therefore less cognitive effort is 

required to detect them correctly in noise. Unfamiliar images however, have a less 

well-defined ‘template’ and so are more difficult to distinguish, and require more 

cognitive resources for detection, when presented in noise. Segal and Fusella’s study 

provided evidence for this, as imagining an unfamiliar sound prior to detection 

impaired tone detection more that imagining a familiar sound. Low vividness sounds 

may also require more cognitive effort to generate the image, especially when the 

sound is unfamiliar. In this case image generation is difficult, so participants are more 

conservative about judging when their images match the target.  

  

The fMRI study in the current thesis directly investigated the interaction between 

imagery and perception, by determining whether they shared neural resources. 

Though the study found no overall activation for the imagery conditions when 

compared to baseline, it did find greater activation in the right STG to animal sound 

imagery compared to environmental sound imagery. This finding is similar to that 

found for the same contrast between animal and environmental sound perception. This 

study therefore supports previous studies findings that imagery and perception utilise 

a similar neural network (Bunzeck et al., 2005; Halpern et al., 2004; Shergill et al., 

2001; Yoo et al., 2001).  
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Contrasts in the opposite direction (i.e. environmental sound perception/imagery vs. 

animal sound perception/ imagery) revealed no significant activations. These findings 

mirror those found by Kraut et al. (2006), who reported right STG activation for 

contrasts between animal sound perception/imagery and environmental sound 

perception/imagery, but no differential activation for the opposite contrast. Therefore 

animal sounds may form a more distinct semantic group that is more strongly 

associated with sound memory than environmental sounds.   

 

An additional analysis determined connectivity between activity in response to 

imagery (i.e. right STG) and other regions of the brain, to assess how these regions 

are related to imagery production. This PPI analysis revealed frontal activation when 

imagery conditions were contrasted with perception. This suggests the involvement of  

frontal region in auditory image generation, and that long-term memory for sounds is 

fed forward from the right STG to these frontal regions. This may either support 

image representations for the stimuli or judgements about the stimuli for the imagery 

task. 

 

Appendix I examined the role of the frontal regions in auditory processing through a 

case study of a patient with left frontal lobe damage. The study investigated 

apperceptive and associative deficits for different sound categories and determined 

whether similar deficits occurred across modalities also (e.g. in vision), . DS showed 

impairments in both auditory and visual versions of the tasks, although more so for 

the auditory versions. The greatest impairment was for musical instruments, followed 

by animal sounds and environmental sounds, and in all cases there was a mixture of 

apperceptive and associative symptoms. Previous research with patients with temporal 
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lobe impairments has found that patients with left lesions have more associative 

impairments while patients with right lesions have apperceptive impairments 

(Vignolo, 1982). The current study suggests that frontal lesions may lead to general 

recognition impairments covering both forms of deficit, rather than to either ‘pure’ 

perceptive or semantic impairments. Auditory recognition abilities of patients with 

frontal lesions have not been investigated before. The fMRI study in Chapter 3 

however, found frontal activation during perception and imagery for sounds and a 

significant coupling between temporal and frontal lobe regions during imagery. 

Therefore it is possible that frontal regions play a role in sound recognition, mediated 

by connectivity to the temporal lobes, which would explain why DS displayed 

auditory recognition deficits. These neuropsychological data indicate involvement of 

the frontal lobes in producing imagery in the first place, as well as in the evaluation of 

such imagery. 

 

3. Hallucination proneness 

One area where the interaction between imagery and perception is most poignant is in 

the phenomena of auditory hallucination. Knowledge about the specific link between 

imagery and hallucinations is lacking, though it is generally agreed that they involve 

the miscategorisation of auditory images as coming from an external source.  The 

theory that hallucination prone participants have different levels of imagery vividness 

compared to non-hallucination prone participants is not new, but research into this 

area has produced some mixed findings (Aleman et al., 2001; Brett et al., 1977; Mintz 

et al., 1972; Sack et al., 2005; Starker et al., 1982).  
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Chapter 4 investigated the relationship between hallucination proneness, schizotypy, 

anomalous experiences, and imagery vividness. Analysis revealed good association 

between different schizotypy measures, which is likely to be due to these measures 

containing very similar items.  This study revealed no association between these 

measures and auditory imagery vividness however. This supports Starker and Jolins’s 

(1982) findings of no imagery vividness differences between high and low 

hallucination prone participants. The study also investigated types of anomalous 

experiences that may be related to imagery vividness. The CAPS questions about 

unusual experiences in all modalities, but it also has subscales based on particular 

types of anomalous experiences. Stronger auditory imagery vividness was associated 

with the sensory flooding subscale. This suggests that vivid images have a more 

perceptual-like quality, and that people who experience such imagery tend to 

experience over stimulation from sensations.  

 

Other research suggests that it is not vividness of imagery per se that differs between 

high and low hallucination prone participants, but rather the attribution of auditory 

image (Bentall et al., 1985). Chapter 5 also employed the same sound detection 

paradigm as Chapter 2, but with the extra variable of hallucination proneness 

included. Here we anticipated that, since hallucination prone participants have 

difficulty in correctly attributing an image to internal sources, they would make more 

false positive errors in the sound detection task, particularly when the sound was 

highly vivid. Hallucination proneness did not affect the response bias, sensitivity or 

confidence in responses however, suggesting that hallucination proneness does not 

influence detection of sounds in noise. In addition correlation analysis assessed reality 

monitoring abilities, to see whether high and low hallucination prone participants 
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differ in this ability. Mintz and Alpert (1972) stated that stronger correlations indicate 

that participants are more accurate about their internal state. In the current study, this 

analysis revealed a stronger correlation for high hallucination prone participants in the 

no cue condition. This is contrary to the hypothesis that the high hallucination prone 

group would be more impaired at judging their internal state. This suggests that in this 

condition, high hallucination prone participants were better at judging their internal 

state when they did not received any extra information about the target. This 

implicates that distraction from external information may impair reality monitoring 

abilities of this group of participants. 

 

In Chapter 5 the sounds were emotionally neutral. Given that hallucinatory 

experiences are often emotionally charged, the next chapter investigated vividness 

and detection abilities of high and low hallucination prone for emotional compared to 

neutral words. Experiment 7a assessed whether imagery vividness and recall memory 

varied with the emotional content of the target words. In addition the study predicted 

that this effect would be most pronounced in high hallucination prone participants. 

Though positive and negative words were rated as more vivid than neutral words, 

hallucination proneness did not affect the imagery ratings, nor did it interact with the 

emotion of the word. High hallucination prone participants did recall more words in 

this experiment, though again, emotional connotation did not interact with this. 

Therefore this study showed that contrary to the hypothesis, the affect of emotion on 

vividness and memory recall is not specific to hallucination proneness. 

  

Experiment 7b again employed the sound detection paradigm, this time to determine 

whether high and low hallucination prone participant differ in their ability to detect 
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emotional and neutral words in noise. There was an association between increased 

response bias, confidence and decreased sensitivity, for emotional words compared to 

neutral words, particularly when participants were cued with which item to expect.  

There was no effect of hallucination proneness however.  Again this suggests that the 

effects of emotional connotation are not specific to hallucination prone participants. 

Experiment 7a also showed an association between auditory imagery vividness ratings 

and arousal. It was suggested that arousal could increase the vividness associated with 

the words making any image more ‘perceptual-like’. This in turn may make it more 

difficult to determine whether the image comes from an internal or external source.  

Experiment 7b also revealed reduced sensitivity in the cue condition, which was 

unusual, since participants received cues for which word to listen for. A likely 

explanation for this is that the bias created by the emotional words drags down 

perceptual sensitivity to the words, in the cue condition. In contrast there was no 

difference between the cue and no cue conditions for neutral words in either the bias 

or in sensitivity. This provides evidence for the fact that having an emotional 

connation associated with words inhibits detection of it in noise.  

 

Chapter 6 also assessed reality monitoring abilities by correlating hits and confidence 

ratings. This correlation was lower for high hallucination prone participants in both 

conditions, suggesting that this group were more impaired in reality monitoring than 

the low hallucination prone group. This is in contrast to the same analysis in Chapter 

5. It follows that emotional, verbal material may impair reality monitoring abilities 

(Chapter 6) more than neutral material (Chapter 5), for high hallucination prone 

participants.  
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In conclusion, these studies showed little evidence for an association between 

hallucination proneness and auditory imagery vividness. Hallucination proneness also 

had little effect on sound detection, whether the material contained non-verbal neutral 

sounds, or emotional verbal sounds. In the latter case hallucination proneness was 

associated with impaired reality monitoring abilities, suggesting that emotional 

material can disrupt such participant’s accuracy about their internal state.  

 

4. Strengths and Limitations 

The following section highlights the strengths and limitations of the key components 

of this thesis. 

 

4.1. Vividness Ratings 

Strengths: Vividness of auditory imagery has received little previous research, with 

the majority of studies focusing on the use of vividness questionnaires and their 

association with more objective measures of imagery. Only one previous study 

investigated how different cognitive factors effect vividness, such as familiarity and 

dual tasks (Baddeley et al., 2000). Therefore the current thesis provides a more 

detailed investigation of auditory imagery vividness than previous studies, 

investigating the roles of sound category, familiarity, cross-modal cueing and 

hallucination proneness. Previous studies suggested that imagery can affect the 

detection of a faintly presented sound in noise (Segal et al., 1970; Farah et al., 1983) 

and that vivid images have a more perceptual-like quality (Aleman et al., 2003). No 

studies have investigated how auditory imagery associated with a sound influences 

sound detection however, (though Segal et al., 1970, noted that imagining an 

unfamiliar compared to familiar sound impairs detection). 
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Limitations: The present auditory imagery studies investigated the effect of cognitive 

factors on imagery vividness and to assess the effect of these factors on sound 

detection. Use of these measures determined the relationship between subjective and 

objective measures of imagery vividness. Though the validity of vividness ratings was 

established, it would have been beneficial to see how vividness ratings relate to other 

objective measures of auditory imagery vividness apart from sound detection. 

 

4.2. Sound Detection 

Strengths: The use of real sounds in the sound detection paradigm here is also fairly 

novel, as the majority of studies use single words or tones as stimuli (Bentall et al., 

1985; Barkus et al., 2007; Sack et al., 2005; Aleman et al., 2001). An advantage of the 

current stimuli is that they are more cognitively engaging stimuli and they may better 

mimic hallucination-like experiences in the real world.  

 

Limitations: Employment of such a wide range of stimuli also generated problems, as 

contrasting sound categories differed from each other in their acoustic characteristics, 

such as HNR and RMS. Therefore the RMS was adjusted to ensure equal detectability 

of different sounds at threshold. Covariate analyses showed that that HNR (but not 

RMS) contributed to some but not all of the significant effects (see Appendix H for 

these further analyses).  

 

4.3. Hallucination Proneness 

Limitations: The studies reported in this thesis revealed little effect of hallucination 

proneness on sound detection performance compared to previous studies (Barkus et 

al., 2007; Bentall and Slade, 1985). The study grouped participants by the median 
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scores on the hallucination proneness questionnaire, rather than by extreme values, 

which may have formed more distinct groups. Chapter 4 did however prove that the 

sample of participants in the current studies is similar to that of previous studies, and 

some previous studies have found differences between high and low hallucination 

prone participants in performance on signal detection tasks, using a median split 

(Aleman et al., 1999). Despite this, there was little effect of hallucination proneness 

even when analyses focussed on the top and bottom 25th percentile scorers only. This 

may be because there truly was little difference in sound detection performance 

between high and low hallucination prone participants.  

 

On the other hand, previous studies question the validity of dichotomising continuous 

independent variables (Maxwell & Delaney, 1993; MacCallum, Zhang, Preacher, & 

Rucker, 2002). These studies claim that dichotomising such measures results in the 

loss of a large amount of information through data reduction, which can lead to loss of 

power and increased chances of finding spurious effects. Therefore there is a case for 

keeping independent measures continuous in statistical analyses, through the use of 

regression analyses 

 

Regression analysis was not appropriate for analysis of the data from the sound 

detection tasks in the current thesis, as the aim was to determine the interaction 

between the experimental manipulations (i.e. vividness, familiarity, cueing, emotion) 

and hallucination proneness. Correlations between hallucination proneness scores and 

the sound detection measures were assessed however, which yielded no significant 

effects. Future investigation into the influence of hallucination proneness on sound 
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detection performance should endeavour to maintain the continuity of hallucination 

proneness. 

 

Strengths: Though hallucination proneness appeared to have fairly limited effects on 

the signal detection tasks in the current studies, a number of different measures of 

hallucination proneness were assessed (particularly in Chapter 4). This enabled a 

clearer picture of the components of hallucination proneness and the relationship 

between different measures of hallucination proneness, anomalous experience and 

positive schizotypy. 

 

4.4. Sparse sampling auditory fMRI 

Strengths: Like other previous investigations of auditory imagery/perception, 

Chapter 3 employed a sparse sampling approach. The particular technique used here 

differed from those in previous studies as it involved an event related sequence with a 

variable scan time of between 4 and 8 sec following a silent period in the scanner. 

This enabled stimuli to be presented in silence, and so reduce the distracting and 

masking effects of scanner noise on activation.  

 

Limitations: One issue that arose from this study is the need for a suitable baseline 

task, which mimics the task demands of the experimental conditions, but also inhibits 

the use of verbal imagery or inner speech. The current study found negative beta 

values in the imagery conditions, as it is likely that participants used inner speech 

during the baseline condition. Because auditory imagery and inner speech involves 

similar brain regions (Shergill et al., 2001) it is hypothesised that contrasting the 

imagery condition with the baseline removed the activation in the imagery conditions. 
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Also the current study measured auditory imagery vividness during the actual fMRI 

task, which enabled investigation of areas of the brain particularly responsive to 

variations in imagery vividness. This is important as it provides evidence that imagery 

vividness ratings have an actual physiological basis, rather than being purely based on 

socially desirable responding or individual idiosyncrasies.  

  

5. Further research 

This thesis has revealed that vividness ratings are stable, that a number of factors can 

affect them and that imagery vividness can influence detection of sounds in noise. In 

addition the thesis revealed some of the neural underpinnings of vividness ratings. 

Further research with vividness ratings could investigate their association with 

subvocalisation, and how preventing subvocalisation influences vividness ratings. 

Such studies would reveal details about the creation and manipulation of imagery 

vividness of imagery. An adequate baseline that prevents auditory imagery use would 

improve the current fMRI study design. Such a study could reveal neural activation in 

association to unfamiliar, non-verbal sounds, to determine how their neural activation 

differs from that of familiar sounds. This may also reveal why vividness ratings are 

lower for unfamiliar compared to familiar sounds.  In addition it would be interesting 

to image the neural activation in response to false positive responses in the sound 

detection task (Barkus et al., 2007). This would determine whether auditory imagery 

does play a role in sound detection.  

 

Investigation of the effects of vividness, familiarity and emotional connotation on 

sound detection performance of hallucinating and non-hallucinating patients would be 

beneficial. This would determine whether these factors do play a role in actual 
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hallucination experiences, and to determine how such participants differ from 

hallucination prone control participants. 

 

6. Conclusions 

In conclusion, the current thesis examined auditory imagery, and found that cognitive 

factors such as sound category, familiarity, cueing and sound perception affect 

people’s subjective experiences of auditory imagery vividness. The rated vividness of 

a sound interacted with its familiarity to influence the detection of sounds in noise. 

The sparse-sampling fMRI study revealed that auditory imagery and perception for 

non-verbal sounds overlap in activation in areas associated with auditory processing. 

In addition this study determined regions responsive to auditory imagery vividness 

ratings, revealing a role of the MFG and bilateral insular in the judgement of one’s 

own auditory imagery. The second part of this thesis assessed the interactions 

between hallucination proneness and auditory imagery. Hallucination proneness had 

little effect on sound detection performance. Correlations between hit rate and 

confidence rating assessed reality monitoring abilities related to hallucination 

proneness, showing little difference in correlation strength between high and low 

hallucination prone participants over all categories of sound. Poorer reality 

monitoring performance was found for the high hallucination prone group when 

stimuli were verbal and emotional in content however. This suggests that such 

material is particularly vulnerable to reality monitoring errors in such participants, 

possible due to the increased arousal that such stimuli produce. This therefore 

provides a basis for why patient with schizophrenia commonly experience verbal, 

emotional hallucinations.  
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Further research is now need to further determine the organisation of auditory 

processing areas in response to auditory imagery vividness, and how vividness can 

interact with perception of sounds, particularly in hallucinating and non-hallucinating 

patients.  
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Appendix A: Instruction to participants for Experiment 1  

 
This experiment aims to investigate vividness of auditory imagery for various types of 
familiar and unfamiliar sounds, in the following categories: animals, objects and 
environmental sounds, speech and music. 
 
You will be played a sound and shown the name and picture associated with this 
sound. Once you have heard the sound, you will be played white noise, then you will 
see a either the name or picture of the item you just heard.  
 
Please try to imagine the sound of the item you just heard (i.e. replay it in your head) 
and rate how clearly you can imagine this sound. Please use the following rating scale 
to rate your sound imagery. 
 
Rating Scale  
1: No image at all, you only “know” that you are thinking of the object 
2: Vague and dim  
3: Moderately clear and vivid 
4: Clear and reasonably vivid 
5: Perfectly clear and as vivid as normal hearing  
 
Take your time to form the image – there is no time limit. If you image is vague, 
difficult to maintain or confused with other sound images give it a rating of between 1 
- 3. If you feel your image is very clear, and you feel you can control the image 
reliably, give it a rating of between 3 - 5. 
 
 
You will remain anonymous throughout the study and your results will be kept 
confidential. You are free to withdraw from this study at any time and your results 
will be destroyed if you choose to do so. 
 
Feel free to ask any questions you have about the experiment. 
 
Name:  
 
Signature: 
 
Date: 
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Appendix B: Instruction to participants for Experiment 2  

 
This experiment aims to investigate imagery for familiar and unfamiliar sounds, in the 
following categories: animal sounds, environmental sounds, music and speech 

 
 
1. You will be shown a picture, and played the sound that goes with this picture  
2. You will then be played another sound which will be familiar or unfamiliar. If it is 

familiar to you press ‘1’ and if it is unfamiliar press ‘2’. 
3. Finally you will be shown the picture shown previously, again. 
4. Your task is to try and imagine the sound that goes with the picture, and rate how clearly 

you can imagine the sound, using the following scale. 
 
Rating Scale  
1: No image at all, you only “know” that you are thinking of the object 
2: Vague and dim  
3: Moderately clear and vivid 
4: Clear and reasonably vivid 
5: Perfectly clear and as vivid as normal hearing  
 
Take your time to form the image – there is no time limit. If you image is vague, difficult to 
maintain or confused with other sound images give it a rating of between 1 - 3. If you feel 
your image is very clear, and you feel you can control the image reliably, give it a rating of 
between 3 - 5. 
 
You will remain anonymous throughout the study and your results will be kept confidential. 
You are free to withdraw from this study at any time and your results will be destroyed if you 
choose to do so. 
 
Feel free to ask any questions you have about the experiment. 
 
Please sign below if you understand these terms and are willing to continue with the 
experiment 
 
Name:  
 
Signature: 
 
Date: 
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Appendix C: Instruction to participants for Experiment 3a  

This experiment aims to investigate sound familiarity and vividness of auditory imagery for various 
types of familiar and unfamiliar sounds, in the following categories: animals, objects and 
environmental sounds, speech and music. 
 
In one part of the experiment, you will be played a sound and will be asked to rate how familiar you 
are with the sound. The sound may be an animal sound, and environmental sound, a tune or a word.  
 
Please rate your familiarity using the following rating scale: 
 
Rating Scale  
1: Very unfamiliar 
2: Quite unfamiliar 
3: Unsure 
4: Quite familiar 
5: Very familiar 
 
In the second part of the experiment you will be played the same sounds.  
 
This time however, once you have heard the sound, you will be played white noise, and then you will 
see a rating scale.  
 
When this rating scale appears, please try to imagine the sound of the item you just heard (i.e. replay 
it in your head) and rate how clearly you can imagine this sound. Please use the following rating scale 
to rate your sound imagery. 
 
Rating Scale  
1: No image at all, you only “know” that you are thinking of the object 
2: Vague and dim  
3: Moderately clear and vivid 
4: Clear and reasonably vivid 
5: Perfectly clear and as vivid as normal hearing  
 
Take your time to form the image – there is no time limit. If you image is vague, difficult to maintain or 
confused with other sound images give it a rating of between 1 - 3. If you feel your image is very 
clear, and you feel you can control the image reliably, give it a rating of between 3 - 5. 
 
 
You will remain anonymous throughout the study and your results will be kept confidential. You are 
free to withdraw from this study at any time and your results will be destroyed if you choose to do so. 
 
Feel free to ask any questions you have about the experiment. 
 
Name:  
 
Signature: 
 
Date: 
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Appendix D: Instruction to participants for Experiment 3b 

 
This experiment will require you to listen to clips of white noise and indicate whether or not 
you can hear a familiar or unfamiliar animal sound or music sound embedded in each one. 
 
In this task there are two conditions: No Cue and Cue 
 
No Cue Condition  
1. You will first be shown a cross 
2. White noise will then be played and a sound may or may not be presented in this white 

noise 
3. Your task is to indicate whether or not you heard the sound in the white noise or not: 

press ‘1’ if it was present and ‘2’ if it was absent. 
4. You will also be asked how confident you are that your answer is correct, which you will 

be asked to rate from 1 to 3: press keys ‘1’ to ‘3’. 
5. You will be asked what the sound was. If you did hear a sound, press 1 if it was an 

animal, and press 2 if it was music. If you did not hear a sound press 3. 
6. You will also be asked whether this sound was familiar or unfamiliar: Press 1 if it was an 

familiar, and press 2 if it was unfamiliar. If you did not hear a sound press 3. 
 
Cue Condition  
1. You will be played a target sound, and shown a picture associated with this sound. 
2. A cross will then appear for 2 seconds.  
3. After this you will be shown the picture again and played some white noise. The target 

sound may or may not be played in this white noise.  
4. Your task is to indicate whether or not you heard the target sound in the white noise or 

not: press ‘1’ if it was present and ‘2’ if it was absent. 
5. You will also be asked how confident you are that your answer is correct, which you will 

be asked to rate from 1 to 3: press keys ‘1’ to ‘3’. 
 
 
You will remain anonymous throughout the study and your results will be kept confidential. 
You are free to withdraw from this study at any time and your results will be destroyed if you 
choose to do so. 
 
Feel free to ask any questions you have about the experiment. 
 
Name: 
 
Signature: 
 
Date: 
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Appendix E: Auditory Imagery Questionnaire 

 
This questionnaire investigates ability to form auditory (sound) and visual images. 
 
You will remain anonymous throughout the study and your results will be kept confidential. You are free to withdraw 
from this study at any time and your results will be destroyed if you choose to do so. 
 
In order to complete this questionnaire please read the rating scale carefully. For each question try to clear your mind 
and focus on each item to imagine each of the situations described.  
 
Rating Scale  
1: No image at all, you only “know” that you are thinking of the object 
2: Vague and dim  
3: Moderately clear and vivid 
4: Clear and reasonably vivid 
5: Perfectly clear and as vivid as normal hearing  
 
If you image is vague, difficult to maintain or confused with other sound images give it a rating of between 1 - 3. If you 
feel your image is very clear, and you feel you can control the image reliably, give it a rating of between 3 - 5. 
 
Imagery for sounds 
 

Imagine the sound of… Rating 
a telephone ringing   
a wolf howling  
a police siren   
someone whispering ‘how are you?’  
someone saying ‘hello’   
a piano playing ‘three blind mice’   
a sheep baaing  
the tune of the song ‘happy birthday’  

 
Imagine you are speaking to a relative or friend you know well and who you frequently speak to and imagine the 
sound of…  

 Rating 
The sound of them greeting you    
The tone of their voice       
How they sound when speaking on the phone    
How they sound when pronouncing a French word such as “au revior”  

 
 
Imagine you are near a barking dog and imagine the sound of… 

 Rating 
The loudness of each bark  
The type of bark (i.e. angry, playful, frightened)  
A growl before each bark  
Two dogs barking at each other  

 
Imagine the hearing the song “Jingle Bells” and imagine the sound of… 

 Rating 
The tune of the song  
A piano playing the main tune  
Two instruments playing the main tune    
A band playing the main tune  

 
Imagine someone is vacuuming and imagine the sound of… 

 Rating 
When first switched on    
The sound of vacuuming      
The sound of a something getting stuck  
The sound of the vacuuming with occasional bumps against furniture  
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Appendix F: Instructions to participants for Experiment 7a 

This experiment aims to investigate vividness of auditory imagery for positive (e.g. “nice”), 
negative (e.g. “destroy”) or neutral (e.g. “clue”) spoken words. 
 
You will be played a spoken word and then you will be played white noise. After this you 
will see a rating scale.  
 
When this rating scale appears, please try to imagine the sound of the spoken word you just 
heard (i.e. replay it in your head) and rate how clearly you can imagine this word being 
spoken. Please use the following rating scale to rate your sound imagery. 
 
Rating Scale  
1: No image at all, you only “know” that you are thinking of the word 
2: Vague and dim  
3: Moderately clear and vivid 
4: Clear and reasonably vivid 
5: Perfectly clear and as vivid as normal hearing  
 
Take your time to form the image – there is no time limit. If you image is vague, difficult to 
maintain or confused with other sound images give it a rating of between 1 - 3. If you feel 
your image is very clear, and you feel you can control the image reliably, give it a rating of 
between 3 - 5. 
 
 
You will remain anonymous throughout the study and your results will be kept confidential. 
You are free to withdraw from this study at any time and your results will be destroyed if you 
choose to do so. 
 
Feel free to ask any questions you have about the experiment. 
 
Name:  
 
Signature: 
 
Date: 
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Appendix G: Instructions to participants for Experiment 7b 

 
This experiment will require you to listen to clips of white noise and indicate whether or not 
you can hear a word embedded in each one. The types of words that may be presented in the 
white noise will be positive (e.g. “nice”), negative (e.g. “destroy”) or neutral (e.g. “clue”). 
 
In this task there are two conditions: No Cue and Cue 
 
No Cue Condition  
7. You will first be shown a cross 
8. White noise will then be played and a sound may or may not be presented in this white 

noise 
9. Your task is to indicate whether or not you heard the sound in the white noise or not: 

press ‘1’ if it was present and ‘2’ if it was absent. 
10. You will also be asked how confident you are that your answer is correct, which you will 

be asked to rate from 1 to 3: press keys ‘1’ to ‘3’. 
11. If you responded that the word was present, you will also be asked what type of word you 

heard. Press 1 if it was positive, press 2 if it was negative or press 3 if it was neutral 
 
Cue Condition  
6. You will be played the target word 
7. A cross will then appear for 2 seconds, during which you should hold the sound of the 

word being spoken in memory.  
8. After this you will played some white noise. Please imagine the target word, and listen to 

the white noise. The target sound may or may not be played in this white noise.  
9. Your task is to indicate whether or not you heard the target sound in the white noise or 

not: press ‘1’ if it was present and ‘2’ if it was absent. 
10. You will also be asked how confident you are that your answer is correct, which you will 

be asked to rate from 1 to 3: press keys ‘1’ to ‘3’. 
 
 
You will remain anonymous throughout the study and your results will be kept confidential. 
You are free to withdraw from this study at any time and your results will be destroyed if you 
choose to do so. 
 
Feel free to ask any questions you have about the experiment. 
 
 
Name: 
 
Signature: 
 
Date: 
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Appendix H: Further Analyses of acoustic characteristics of the sounds  

 

The following analyses determined how the acoustic characteristics of the target 

sounds in the sound detection experiments, influenced their detection in noise. Here 

analyses focused on two acoustic properties: the Root Mean Squared power intensity 

and Harmonic to Noise Ratio. Previous studies have also calculated these measures to 

determine the effect of acoustic properties of sounds in neuroimaging tasks (Lewis et 

al., 2005; Murray, Camen, Andino, Bovet, & Clarke, 2006). 

 

RMS is a measure of power associated with each sound (in dB). the harmonic to noise 

ratio is a measure of the amount of harmonic acoustic material present in a sound 

source, compared to non-harmonic noise. This measure quantifies the acoustic energy 

of the harmonic content of a sound (Lewis et al., 2005). The higher the HNR the less 

noise there is in the sound, for instance white noise has a HNR of -8 dB whereas a 

simple tone has a HNR of 85 dB. This factor may therefore influence detection of a 

sound in noise, because the further away the HNR is from noise, the easier it may be 

to detect. 

 

Cool Edit Pro was used to calculate RMS for each sound at the threshold level of 

intensity. The average The PRAAT sound analysis tool (www.fon.hum.uva.nl/pratt) 

calculated the HNR for each sound at the threshold level  

 

Firstly ANOVAs were conducted to determine the affects of vividness and familiarity 

on variations of RMS and HNR. 
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Differences in RMS and HNR dependent on sound vividness and familiarity 

 

Analysis of the RMS for each sound consisted of a two-way ANOVA. The factors 

were vividness (low vs. high) and familiarity (familiar vs. unfamiliar). This revealed 

no significant main effect of vividness, F(1, 124) = 0.900, p = 0.345, partial ŋ2 = 

0.007, but a significant main effect of familiarity, F(1, 124) = 33.731, p < 0.001 , 

partial ŋ2 = 0.214, showing a higher RMS for familiar sounds. There was also no 

significant interaction between vividness and familiarity. 

 

Analysis of HNR consisted of a two-way ANOVA. Again the factors were vividness 

(low vs. high) and familiarity (familiar vs. unfamiliar). This revealed a no significant 

main effect of vividness, F(1, 124) = 0.396, p = 0.530, partial ŋ2 = 0.003, but a 

significant main effect of familiarity, F(1, 124) = 14.980, p < 0.001 , partial ŋ2 = 

0.108, showing a higher HNR for familiar sounds. There was also no significant 

interaction between vividness and familiarity. 

 

A number of analyses were then conducted for each Experiment.  

 

Experiment 3b: Further Analysis 

Correlations established the association between the signal detection measures (c, d’ 

and confidence ratings) and the acoustic measures (RMS and HNR). 

 

ANOVA and ANCOVA analyses were then conducted on each sound detection 

measure, to establish the influence of the HNR on sound detection. 
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Analysis One: Correlations with acoustic measures 

The proportion of hits, false positives and average confidence ratings for hits and false 

positives were calculated for each sound, as well as the criterion and d’ measures for 

the cue condition. These factors were then correlated with the HNR and RMS to 

investigate their possible influence on performance (see Table 31). 

 

Firstly there was a significant correlation between HNR and RMS, r (128) = -0.601, 

p<0.001, showing that a higher HNR was associated with lower RMS. There was also 

a significant correlation between HNR and vividness, r(128) = 0.488, p < 0.001, and 

between HNR and familiarity, r(128) = 0.310, p <0.001. Comparisons were not made 

between sound vividness and familiarity and RMS, because the sounds presented in 

the previous experiment were not presented at the same intensity level as those 

presented at threshold in the current experiment.  

 

Table 31: Correlations between acoustic measures and signal detection measures 

Measure Condition HNR RMS 
Hits Cue 0.378** -0.003 
  No cue 0.364** 0.103 
False positives Cue 0.201* -0.231* 
Criterion Cue -0.120 0.166 
D' Cue 0.217* 0.148 
Confidence  (Hits) Cue 0.396** < 0.001 
  No cue 0.307** 0.094 
Confidence (FP)  Cue -0.018 -0.098 

* = p<0.05; ** = p<0.001 

 

Further analysis of hits, false alarms, criterion, d’ and confidence ratings over item, 

determined how much of an affect the acoustic sound characteristics had on sound 

detection performance. 
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Hits and false positives: the average proportion of hits were calculated for each item 

in each condition, and the average number of false positives were calculated for each 

item in the cue condition only (the same could not be done for the no cue condition as 

false positives were made to the category, rather than the specific item). 

Criterion and d’: these measures were calculated for items in the cue condition only, 

due to the fact that no cue false positive rates could not be calculated 

Confidence ratings (hits and false positives): the average confidence rating for each 

condition, for each item was calculated for the hits. For the confidence ratings in false 

positives, the cue condition only was analysed due to the reason mentioned above. 

 

Summary  

This analysis showed that HNR significant correlated with all measures of sound 

detection performance. Analyses three consisted of three-way ANCOVA’s, to 

determine whether HNR explained the affects of vividness familiarity and condition. 

Firstly, ANOVAs were conducted without covariates. In the analyses of the criterion 

and d’, vividness and familiarity were between participants factors. For hits, false 

alarms and confidence ratings, an additional factor of condition was included as a 

repeated measures factor. HNR was then included in the analysis as a covariate. 

 

Analysis Two: ANOVA and ANCOVA analyses over item 

 

Hits and False Positives  

Analysis of the hit rate consisted of a three-way split plot ANOVA (between 

participants factors: vividness, familiarity, within-participants factors: condition). 
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A significant main effect of vividness, F(1, 124) = 6.884, p = 0.010 , partial ŋ2 = 

0.053, showed a higher hit rate for high vividness sounds. There was also a significant 

main effect of condition, F(1, 124) = 115.046, p < 0.001, partial ŋ2 = 0.481, 

revealing a higher hit rate in the cue condition. There was an interaction between 

vividness and familiarity, F(1, 124) = 4.002, p = 0.048, partial ŋ2 = 0.031. There was 

no significant difference between familiar and unfamiliar sounds low in vividness, 

F(1, 62) = 0.436, p = 0.512, partial ŋ2 = 0.007, but a significantly higher hit rate for 

unfamiliar compared to familiar sounds  high in vividness, F(1, 62) = 7.258, p = 

0.009, partial ŋ2 = 0.105. 

 

Criterion 

Analysis of the criterion revealed no significant main effects or interactions. 

 

 d’ 

Analysis of the d’ data over item revealed a near significant interaction between 

vividness and familiarity, F(1, 124) = 3.451 , p = 0.066 , partial ŋ2 = 0.027. This 

showed no difference between familiar and unfamiliar low vividness sounds, F(1, 62) 

= 0.390, p = 0.535, partial ŋ2 = 0.006, but greater sensitivity to unfamiliar compared 

to familiar high vividness sounds, F(1, 62) = 5.542, p = 0.022, partial ŋ2 = 0.082. 

 

Confidence Ratings  

Confidence in hits 

An analysis over items revealed a borderline effect of vividness, F(1, 121) = 3.795, p 

= 0.054, partial ŋ2 = 0.030, suggesting that participants had greater confidence when 

detecting high vividness sounds. There was also a significant main effect of condition, 
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F(1, 121) = 64.613, p <0.001 , partial ŋ2 = 0.348, with participants having greater 

confidence in the cue condition. There was also a significant interaction between 

vividness and condition, F(1, 121) = 3.874, p = 0.051, partial ŋ2 = 0.031; confidence 

was greater for high compared to low vividness sounds in the cue condition, F(1, 124) 

=7.333, p = 0.008, partial ŋ2 = 0.056, but no difference between low and high 

vividness sounds in the no cue condition, F(1, 124)=1.405, p = 0.238 , partial ŋ2 = 

0.011. 

 

Confidence in false positives 

Confidence in false positives (for the cue condition only) were analysed over items 

but there were no significant main effects or interactions. 

 

ANCOVA analyses with acoustic measures 

The results of the ANCOVA analyse for each sound detection measure can be found 

in Table 32 and the highlighted effects are those that differ from the original analysis 

over item, without HNR. 
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Table 32: ANCOVA results with HNR as covariate 

Measure Effect F Sig. Partial η2 
Vividness 1.731 0.191 0.014 
Condition 115.046 <0.001 0.481 Hits 

(N = 123) Vividness * Familiarity 7.836 0.006 0.060 

FP 
(N = 123) no significant effects 

Criterion 
(N = 123) no significant effects 

HNR 7.300 0.008 0.056 d' 
(N = 123) Vividness * Familiarity 5.173 0.025 0.040 

Vividness 3.997 0.048 0.032 
Condition 17.528 <0.001 0.126 
Vividness * Condition 2.561 0.112 0.021 Conf. in hits 

(N = 120) Vividness * Familiarity 6.400 0.012 0.051 

Conf. in FP 
(N =   104) no significant effects 

 
 
The inclusion of HNR removed the significant effects of vividness on hit rate and the 

interaction between vividness and condition on the confidence in hits. It also made 

reliable the interaction between vividness and familiarity on the confidence in false 

positives, however. For familiar sounds, confidence was greater for low vividness 

sounds, than high vividness sounds, F(1, 60) = 7.851, p=0.007, partial η2= 0.116, but 

there was no difference between high and low vividness sounds for unfamiliar sounds, 

F(1, 59) = 0.094, p=0.760, partial η2= 0.002. 
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Further analyses: Experiment 6b 

The following analyses followed the same pattern as that in Experiment 3b. The aim 

here was to firstly establish the influence of the acoustic characteristics on detection 

of this larger sample of participants. Also the aim was to determine how these 

acoustic characteristics varied as a function of hallucination proneness. 

 

Analysis 1: Correlations with acoustic measures 

Each of the sound detection factors was correlated with the Harmonic to Noise Ratio 

(HNR) and the Root Mean Square (RMS) measures, to assess the impact of variance 

in the acoustic properties of the signals. Full descriptions of the HNR and RMS 

indices can be found in Chapter 2. The correlations for the high and low hallucination 

prone groups can be found in Table 33. 
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Table 33: Correlations between sound detection task measures and vividness, familiarity, HNR 
and RMS (r-values) 

 Measure Condition HNR RMS 
Cue 0.384** -0.015 Hits  

(N = 128) No Cue 0.392** 0.06 

FP  
(N = 128) Cue 0.268** -0.234* 

Criterion  
(N = 128) Cue -0.371** 0.062 

d'  
(N = 128) Cue 0.145 0.168 

Cue 0.360** -0.011 
Confidence 
(hits)  
(N = 128) No Cue 0.401** 0.031 

HHP 

Confidence 
(FP)  
(N = 119) Cue -0.016 0.1 

Cue 0.402** -0.017 Hits  
(N = 128) No Cue 0.324** 0.141 

FP  
(N = 128) Cue 0.240* -0.273* 

Criterion  
(N = 128) Cue -0.421** 0.064 

d'  
(N = 128) Cue 0.252* 0.105 

Cue 0.318** -0.031 
Confidence 
(hits)  
(N = 128) No Cue 0.155 0.09 

LHP 

Confidence 
(FP)  
(N = 116) Cue 0.214* -0.208* 

HHP = high hallucination prone; LHP = low hallucination prone 
* = p<0.05, ** = p<0.001 

 

HNR: For high hallucination prone participants, increased HNR of the sounds was 

associated with increased hit rate, false positive rate and confidence in hits, and 

decreased criterion. It was not related to d’ or confidence in false positives. For low 

hallucination prone participants, increased HNR was associated with increased hit 

rate, false positive rate, d’ and confidence in hits, and decreased criterion, but was not 

related to false positives. 
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RMS: for the high hallucination prone group, higher RMS was associated with 

decreased false positive rate only, but for low hallucination prone group, higher RMS 

was associated with decreased false positive rate, and decreased confidence in false 

positive responses.  

 

Analysis Two: ANOVA analyses over item 

 

Criterion 

Analysis of the criterion was calculated for items in the cue condition only, due to the 

fact that false positive rates could not be calculated for the no cue condition. A three 

way split plot (within participants factor: hallucination proneness group, between 

participants factors: vividness and familiarity) was conducted on the data over items.  

Condition could not be analysed here because false positives in the no cue condition 

were made to a vividness category rather than to any particular item.  

 

A main effect of vividness, F(1, 124)=12.468, p=0.001, partial ŋ2 =0.091,  showed a 

significant bias to high vividness sounds.  There was also a significant interaction 

between vividness and familiarity, F(1, 124)=5.024, p=0.027, partial ŋ2 =0.039. This 

showed that there was no difference between low and high vividness sounds when 

familiar, t(62)=0.825, p=0.412, whereas the bias was greater for high vividness 

sounds, when unfamiliar, t(62)=4.623, p<0.001. 

 

There was also a significant interaction between hallucination proneness and 

familiarity, F(1, 124)=5.354, p=0.022, partial ŋ2 =0.041. When the sound was 

familiar, high hallucination prone participants were more biased, F(1, 63)=6.578, 
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p=0.013, partial ŋ2=0.095, but when unfamiliar the hallucination proneness groups 

did not differ, F(1, 63)=0.491, p=0.486, partial ŋ2=0.008, 

 

No other main effect or interaction was significant. 

 

d’ 

Analysis of the d’ was calculated for items in the cue condition only, due to the fact 

that no cue false positive rates could not be calculated. The data were analysed over 

items using a three-way split-plot analysis (within participants factor: hallucination 

proneness; between participants factors: vividness and familiarity). A significant 

interaction between vividness and familiarity, F(1, 124)=6.580, p=0.012, partial ŋ2 

=0.050, was found. When low vividness sounds, there was no difference in sensitivity 

between familiar and unfamiliar sounds, F(1, 62) = 1.739, p = 0.192, partial ŋ2 = 

0.027, whereas when the sound high vividness,  sensitivity was greater for unfamiliar 

sounds compared to familiar sounds, F(1, 62) = 7.350, p = 0.009, partial ŋ2 = 0.106. 

No other main effects or interactions were significant.  

 

Confidence Ratings 

The average confidence rating for each condition, for each item was calculated for the 

hits. For the confidence ratings in false positives, the cue condition only was analysed 

due to the reason mentioned above. A four way split plot ANOVA on the confidence 

in hits (repeated measures: hallucination proneness and condition, between 

participants: vividness and familiarity) revealed a significant main effect of vividness, 

F(1, 123) = 3.916, p = 0.050, partial ŋ2 = 0.031. Participants were more confident in 

having heard high vividness sounds.  There was also a significant main effect of 
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condition, F(1,123) = 73.092, p <0.001 , partial ŋ2 = 0.373, showing that participants 

were more confident that they heard a sound in the cue condition. There was a three-

way interaction between vividness, familiarity and condition, F(1, 123) = 4.184, p = 

0.043, partial ŋ2 = 0.033. In the cue condition, the interaction between vividness and 

familiarity was not reliable, F(1, 123) = 1.881, p = 0.173, partial ŋ2 = 0.015. In the 

no cue condition, the interaction between vividness and familiarity was significant, 

F(1, 123) = 7.800, p = 0.006, partial ŋ2 = 0.060. Further analysis showed no 

significant difference between familiar and unfamiliar low vividness sounds, F(1, 61) 

= 1.958, p = 0.167, partial ŋ2 = 0.031, but for high vividness sounds, participants 

were significantly more confident in hearing unfamiliar sounds.  There was also a 

significant interaction between hallucination proneness, vividness and condition, F(1, 

123) = 4.883, p = 0.029, partial ŋ2 = 0.038.  In the cue condition, the interaction 

between vividness and hallucination proneness was not significant, (1, 126) = 0.364, 

p = 0.548, partial ŋ2 = 0.003.  In the no cue condition however the vividness - 

hallucination proneness interaction was reliable, F (1, 125) = 9.840, p = 0.002, 

partial ŋ2 = 0.073. When the sound was low in vividness, high and low hallucination 

prone participants did not differ in their confidence for detecting sounds, F (1, 62) = 

3.455, p = 0.068, partial ŋ2 = 0.053, but when the sound was high in vividness, the 

high hallucination prone group were more confident in the sounds presence, F (1, 63) 

= 8.725, p = 0.004, partial ŋ2 = 0.122. 

 

The confidence ratings on false positive responses for the cue condition were analysed 

using, a three way split plot ANOVA (within participants factor: hallucination 

proneness; between participants factor: vividness and familiarity). A significant main 

effect of hallucination proneness was found, F(1,105) = 4.072, p = 0.046, partial ŋ2 = 
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0.037. High hallucination prone participants were more confident in their false 

positive responses. There was also a significant three-way interaction between 

hallucination proneness, vividness and familiarity, F(1, 105) = 6.299, p = 0.014, 

partial ŋ2 = 0.057. For familiar sounds, the interaction between vividness and 

hallucination proneness was significant, F(1, 50) = 12.565, p = 0.001, partial ŋ2 = 

0.201. For low vividness sounds, high hallucination prone participants were more 

confident that they heard a sound than low hallucination prone participants, F(1, 22) 

= 7.860, p = 0.010, partial ŋ2 = 0.263.  There was no significant interaction between 

vividness and hallucination proneness for unfamiliar sounds, F(1, 55) = 0.060, p = 

0.807, partial ŋ2 = 0.001. No other main effects or interactions were significant. 

 

Hits (cue and no cue) and false positives (cue condition only) 

As the criterion and d’ measures could not be calculated over items for the no cue 

condition, we also analysed the hit rate for each item in each condition, so as to gain 

an idea of sensitivity to the target over item, in both conditions. 

 

A four way split plot ANOVA (within-participants factors: hallucination proneness 

group and condition; between participants factors: vividness and familiarity) was 

conducted on the hit data over item. 

 

The main effect of vividness was significant, F(1, 124) = 7.090, p = 0.009, partial ŋ2 

= 0.054, showing that more hits were made to high vividness sounds.  There was also 

a significant main effect of hallucination proneness, F(1, 124) = 23.503, p < 0.001, 

partial ŋ2 = 0.159. High hallucination prone participants heard more sounds than low 

hallucination prone participant.  The main effect of condition, F(1, 124) = 123.877, p 
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<0.001 , partial ŋ2 = 0.500,  showed that significantly more sounds were heard in the 

cue condition compared to the no cue condition. The interaction between vividness 

and condition, F(1, 124) = 6.376, p = 0.013, partial ŋ2 = 0.049, was also significant. 

In the cue condition, significantly more hits were made to high vividness sounds, F(1, 

126) = 10.704, p = 0.001, partial ŋ2 = 0.078, but in the no cue condition, there was 

no significant difference between the low and high vividness sounds, F(1, 126) = 

3.340, p = 0.070, partial ŋ2 = 0.026. There was also a significant interaction between 

vividness and familiarity, F(1, 124) = 3.976, p = 0.048, partial ŋ2 = 0.031. For low 

vividness sounds, there was no significant difference between familiar and unfamiliar 

sounds, F(1, 62) = 0.467, p = 0.497, partial ŋ2 = 0.007, but for high vividness 

sounds, significantly more hits were made to unfamiliar sound. Finally there was an 

interaction between hallucination proneness and familiarity, F(1, 124) = 10.950, p = 

0.001, partial ŋ2 = 0.081. For familiar sounds, high hallucination prone participants 

made more hits than low hallucination prone participants, F(1, 63) = 32.558, p 

<0.001 , partial ŋ2 = 0.341, however for unfamiliar sounds, there was no significant 

difference between the hallucination proneness groups, F(1, 63) = 1.241, p = 0.269, 

partial ŋ2 = 0.019. 

 

For the false positive responses, a three way split plot ANOVA was conducted 

(within-participants factor: hallucination proneness; between participants factors: 

vividness and familiarity). There was a significant main effect of hallucination 

proneness, F(1, 124) = 5.868, p = 0.017, partial ŋ2 = 0.045. High hallucination prone 

participants made more false positive responses than low hallucination prone 

individuals.  The main effect of vividness was also significant, F(1, 124) = 8.856, p = 

0.004, partial ŋ2 = 0.067. More false positives were made to high vividness sounds.  
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ANCOVA analyses with acoustic measures 

The majority of the sound detection measures correlated significantly with the HNR 

(see correlational analysis below). Therefore HNR was used as a covariate in the same 

ANOVA analyses as reported above, for all signal detection measures. Table 34 

shows the significant results of these ANCOVA’s. The highlighted results are those 

that have changed from significant to not significant or vice versa. 
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Table 34: ANCOVA results with HNR as covariate 

Measure Effect F Sig. 
Partial 
η2 

HNR 23.130 <0.001 0.158 
Vividness 2.016 0.158 0.016 
Condition 48.867 <0.001 0.284 
Hal. Prone. 7.065 0.009 0.054 
Vividness * Condition  9.341 0.003 0.071 
Vividness * Familiarity 8.044 0.005 0.061 Hits 

(N = 123) Hal. Prone. * Familiarity 10.973 0.001 0.082 
HNR 5.383 0.022 0.042 
Vividness 0.208 0.649 0.003 FP 

(N = 123) Hal. Prone. 0.037 0.848 <0.001 
HNR 5.109 0.026 0.040 
Vividness 0.702 0.404 0.006 
Familiarity 4.165 0.043 0.033 
Vividness * Familiarity 9.794 0.002 0.074 Criterion 

(N = 123) Hal. Prone * Familiarity 6.163 0.014 0.048 
HNR 9.603 0.002 0.072 
Hal. Prone. 7.296 0.008 0.056 
Hal. Prone. * HNR 5.378 0.022 0.042 
Hal. Prone. * Familiarity 4.332 0.039 0.034 d' 

(N = 123) Vividness * Familiarity 9.438 0.003 0.071 
HNR 22.498 <0.001 0.156 
Condition 23.172 <0.001 0.160 
Vividness * Familiarity 9.271 0.003 0.071 
Vividness * Familiarity * 
Condition 4.543 0.035 0.036 
Hal. Prone. * Condition 8.990 0.003 0.069 
Hal. prone. * Condition * 
Vividness 0.042 0.839 <0.001 

Conf. in 
hits 
(N = 122) Hal. Prone. * Condition * HNR 6.266 0.014 0.049 

Hal. Prone. 1.295 0.258 0.012 Conf. in 
FP 
(N = 104) 

Hal. prone. * Vividness * 
Familiarity 5.973 0.016 0.054 

 

Inclusion of HNR as a covariate removed the following effects from the analyses: 

- Effect of vividness on hits, false positives and criterion 

- Effect of hallucination proneness on false positive rates and confidence in 

false positives 
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- The interaction between hallucination proneness, condition and vividness in 

the confidence in hits 

 

The ANCOVA also made significant the effect of hallucination proneness, and the 

interaction between hallucination proneness and familiarity on the d’ data. It also 

made significant the effect of familiarity on the criterion. Individuals with high 

hallucination proneness scores were more sensitive to sounds overall, compared to 

low hallucination prone participants. High hallucination prone participants showed a 

trend to being more sensitive to familiar sounds than low hallucination prone 

participants, F(1, 62) = 3.084, p = 0.084, partial ŋ2 = 0.047,  but the two groups did 

not differ in sensitivity when the sounds were unfamiliar, F(1, 62) = 1.834, p = 0.178, 

partial ŋ2  = 0.014.  
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Appendix I: Auditory recognition deficits of a patient with frontal lobe lesions 

 

Auditory recognition disorders have been reported to occur following damage to the 

temporal lobe and sub-cortical regions. However assessment of such disorders varies, 

and little research has been conducted into recognition abilities of patients with 

damage to other brain regions. The current case study is of DS, a patient with frontal 

lobe lesions who displays auditory recognition deficits. Animal sounds, 

environmental sounds, music and speech were investigated using several tasks, 

designed to investigate associative and apperceptive recognition abilities. In addition 

visual recognition abilities of DS were also investigated using, tests analogous to 

those used in the auditory domain. DS’s performance on each test was compared to 9 

age-matched control participants. Pure tone audiometry revealed that DS’s hearing 

was at near normal levels, however he was impaired relative to controls at naming, 

matching two-exemplars of sounds, sound-picture matching and answering questions 

about different sounds, for all sound categories. DS had most problems with animal 

sounds and musical instruments. In addition he was impaired relative to controls at 

visual analogies of these tasks. DS therefore appears to have a combination of 

associative and apperceptive impairments in both auditory and visual recognition, 

which are worse for music instruments and animals.  
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 Auditory recognition deficits of a patient with frontal lobe lesions 

 

Introduction 

 

Auditory agnosia 

Neuropsychological research has investigated patients with damage to auditory 

regions, such as the superior and medial temporal lobes to assess the existence of 

auditory disorders. This has however been problematic for a number of reasons. 

Firstly auditory processing disorders often go unnoticed because  speech production 

and processing areas are also damaged, masking other sound impairments (Polster et 

al., 1998). Also due to the position and structure of the auditory processing areas, 

damage is relatively rare, and often bilateral temporal lobe damage is necessary for 

the disorder to be evident (Polster et al., 1998; Engelien, Stern, & Silbersweig, 2001).  

 

Despite the rarity of auditory disorders, impairments analogous to visual processing 

disorders have been discovered. A number of studies have found dissociations within 

auditory perception, such as amusia (disordered music perception), pure word 

deafness (disordered speech perception) and auditory agnosia (disorder sound 

perception) (Vignolo, 2003; Polster et al., 1998; Hattiangadi et al., 2005; Taniwaki, 

Tagawa, Sato, & Iino, 2000; Peretz et al., 1994).  

 

Auditory agnosia is an inability to recognise sounds, despite normal or near normal 

hearing ability (Clarke, Bellmann, Meuli, Assal, & Steck, 2000), and often co-occurs 

with pure word deafness, though isolated non-verbal auditory agnosia has been 

documented (Taniwaki et al., 2000).  In addition and like visual agnosia, apperceptive 
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(e.g. perceptual knowledge) and associative (e.g. semantic knowledge) impairments 

have been discovered (Vignolo, 1982).  

 

Regardless of the similarities between auditory and visual agnosia, few studies have 

looked for inter-modality similarities. Extensive testing of visual agnosia symptoms 

and dissociations has resulted in a number of established assessments of apperceptive 

and associative deficit (i.e. VOSP, Warrington and James, 1986; BORB, Riddoch and 

Humphreys, 1993) that are lacking in auditory agnosia research.  Some auditory 

equivalents of the tests of visual agnosia have been developed (Clarke et al., 2000; 

Vignolo, 1982; Mendez, 2001), but they have not been systematically investigated or 

compared to performance in other modalities (Polster et al., 1998).  

 

Category-specific deficits. 

Within the general class of visual agnosia it has been well established that patients can 

have selective deficits for particular types of objects, with perhaps the most common 

distinction being between impairments for living and non-living items  (Caramazza & 

Shelton, 1998; Warrington et al., 1984). A smaller body of research has investigated 

category specific deficits across modalities. In Kolinsky et al. (2002) study,  category-

specific deficits for visual, verbal and auditory input were investigated in a patient 

with bilateral hippocampal and temporal lobe lesions. The patient was impaired at 

naming living items (i.e. animals) from vision and audition and in describing items 

from written words, when compared to non-living items (i.e. objects), suggesting that 

category-specific deficits may extend across modalities.  
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Other studies have also found that auditory category-specific impairments are 

associated with similar disorders in visual recognition (Caramazza et al., 1998; 

Gainotti et al., 1996). However such investigations tend to focus on patients with 

known visual deficits, to see whether they also have a deficit with auditory 

information, rather than vice versa (i.e. do patients with auditory recognition disorder 

have similar disorders for visual information). 

 

While studies of visual recognition point to a general distinction between living and 

non-living things, finer-grained dissociations have also been reported (i.e. for tools, 

food, body parts, and musical instruments; see (Gainotti et al., 1996). This suggests 

that the living – non-living dissociation is not cut-and-dried, and that there may be 

finer-grained representation of particular classes of stimulus (see Caramazza and 

Shelton, 1998). One pertinent distinction in visual recognition disorders is that 

between musical instruments and other non-living objects, suggesting that they form a 

separate semantic category (Gainotti et al., 1996; Warrington et al., 1984). Similarly 

studies of auditory amusia have also suggested that musical impairments can co-occur 

with auditory agnosia (Hattiangadi et al., 2005), but can also exist as an isolated 

deficit (Peretz & Hyde, 2003). 

 

The current case study investigates the auditory processing abilities of a patient with 

aphasia resulting from left frontal lobe damage. The aim was to investigate 

recognition abilities for different types of non verbal sounds, to determine the 

possibility of category-specific sound perception deficits. Animal sounds, 

environmental sound and music stimuli were used in this experiment, in a range of 

recognition, matching and classification tasks. In addition performance on such tasks 
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was compared to similar tasks in the visual modality, to determine whether the 

deficits found in sound perception were specific to sounds or existed across 

modalities. Speech recognition was assessed using a standardised assessment 

(PALPA). 

 

Method 

 

Patient 

DS, a 74-year-old former train inspector, suffered a stroke in 1995. He continued to 

live at home and functioned in a relatively self-sufficient manner in everyday life. An 

MRI scan revealed damage to the left inferior, superior, and middle frontal gyri (see 

Figure 33; also Humphreys and Forde, 1998). He was hemiplegic in his right arm. 

DS’s full IQ score on the WAIS was 72, his General Memory Score on the WMS was 

50, and his forward digit span (4) was outside the control range. DS’s low-level visual 

perception and object naming were relatively normal: he scored 50/50 (100%) on 

unusual views matching using tests from BORB set (Riddoch and Humphreys, 1993), 

and he named 25/29 (86%) of a common set of everyday objects. His errors were to 

call a bowl a “jug or cup,” a knife a “fork,” a lunchbox a “dolly,” and a teapot a 

“kettle.” Despite the presence of these few semantic errors in naming, DS used the 

objects appropriately. However, consistent with his frontal lobe damage, DS 

performed poorly on the Stroop test, scoring more than 3 SDs away from the control 

mean on a clinical version of the task (see Humphreys and Forde, 1998). 
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Figure 33: DS's lesions: Left inferior frontal gyrus: pars opercularis, pars triangularis and pars 
orbitalis,  left rolandic operculum, left insula, left middle frontal gyrus, left precentral gyrus, left 
postcentral gyrus,  left caudate and putamen; (red =grey matter; green = white matter; yellow = 

either grey or white matter). 
 

DS’s hearing was assessed using pure tone audiometry. This revealed that he had 

normal age-related hearing loss at all frequencies (see ISO 7029 for normal hearing 

levels of different age groups). The audiogram can be found in  

Figure 34. 
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Figure 34: Pure tone threshold audiometry for the left ear (x) and the right ear (o) 
 

Controls 

9 male controls participated in this experiment, with a mean age of 64 years (± 7.48). 

All stated that they did not have any problems with their hearing. 
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All of the tasks described here were conducted twice with DS and once with each of 

the control participants. Sound stimuli were presented over standard computer 

speakers, and were presented using E-prime (Psychology Software Tools, Pittsburgh, 

PA) (for matching and recognition tasks) and the sound recorder function (for 

classification and naming tasks). 

  

Stimuli 

Animal and environmental sounds:  Stimuli from these sound categories were 

collected from a variety of online sources, and sounds considered most archetypal 

were selected for inclusion in the following tasks. They were then edited using 

CoolEditPro to be 2sec. in length, with a sampling rate of 22500 Hz and a bit rate of 

16 bits. Due to the fact that people are familiar with a relatively small selection of 

animal and environmental sounds, many of the sounds were used across different 

tasks (see Appendices for list of sounds, and tasks they were used in). 

 

17 animal sounds and 22 environmental sounds were rated for familiarity by 11 young 

controls. Each sound was played once, and participants were required to rate how 

familiar they were with the sound, from 1 (very unfamiliar) to 5 (very familiar). The 

average familiarity rating of was 4.005 for animal sounds, and 4.079 for object 

sounds. Paired-samples t-test revealed no significant difference between animal 

sounds and environmental sounds, t(10)=0.501, p=0.627. 

  

Music instruments: Clips of different musical instruments playing unfamiliar 

musical pieces were also collected from online sources. They were edited using 

CoolEditPro to be 3.5 sec. in length, with the same sampling and bit rate as for animal 
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and environmental sounds. Due to the fact that many instruments sound quite similar 

(i.e. French horn and a tuba) a small set of distinct instruments were selected and used 

across different tasks (see Appendices for list of sounds, and tasks they were used in). 

The musical instrument sounds were also rated for familiarity in the same way at the 

non-musical sounds, by the same eleven participants. The average familiarity rating 

was 4.137, and these ratings did not differ from either animal sounds, t(10) = 0.756, 

=0.467,  or object sounds, t(10) = 0.302, =0.769.  

 

Experiment 2a. Animal and object sounds 

Method 

Naming Sounds  

Participants were asked to name the sounds that were used in the following 

experimental tasks. Due to the fact that only a small number of sounds are easily 

recognisable, the sounds overlapped between tasks (see Table 36 and Table 37 for a 

list of sounds, the tasks they were included in and the number of control participants 

who named them). 17 animal sounds and 22 object sounds were named. Sounds were 

randomly presented using the “Sound Recorder” function in Windows.  

 

DS named each sound once and between three and nine control participants named 

each sound. The proportion of control participants who correctly named each sound 

was calculated and then averaged across the sounds.  

  

Naming Pictures 

Participants were asked to name the pictures that were used in the following 

experimental tasks and overlapped between tasks. 17 animal and 23 object picture. 
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Pictures were presented in a random order using PowerPoint, and responses were 

written down. DS and nine control participants named each picture once. 

 

Matching Tasks 

Sounds  

Exact matching 

Participants were told that they would be presented with two sounds, which would 

either be exactly the same or completely different. Each sound was presented for 

2.5sec, with a 2sec fixation period in between. This was then followed by a screen 

which said “same or different?” to which participants were required to indicate 

whether the sounds were the same or different, by pressing one of two keys on the 

computer keyboard. When the pictures were different, the second picture was 

randomly selected from the other items from the category (i.e. another animal if the 

first picture was an animal). This meant that each sound was presented the same 

number of times as either a first or second sound.  10 animal sounds and 10 object 

sounds were each presented twice in this task – once where the two sounds were the 

same and once where they were different. Therefore this task included 40 trials. 

 

Two exemplar matching 

Participants were presented with two sounds, to which they were required to make a 

same/different judgement. However for the “same” trials, rather than the sounds being 

exactly the same, the second sound was a different version of the first. For example if 

the first sound were a cat meowing, the second sound would be a different cat 

meowing, but the correct judgement would be that the two sounds are the same as 

they are of the same animal. For the “different” trials the second sound was a 
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completely different sound, randomly selected from the other sounds in the 

experiment. 

 

The same 10 animal sounds and 10 object sounds from the previous experiment were 

presented in this task. Each was presented twice, once where the two sounds were of 

the same sound, and once where the two sounds were different. In addition, for the 

trials were the two sounds were of the same thing, alternate versions of the animal and 

environmental sound target were also presented.  

 

Pictures  

Exact matching 

The procedure of this task was the same as that for the sound version. Participants 

were presented with a picture for 2.5sec and then following a fixation period of 2sec, 

a second picture was presented for 2.5sec. Participants then had to indicate whether 

the two pictures were exactly the same or of completely different items. When the 

pictures were different, the second picture was randomly selected from the other items 

from the category (i.e. another animal if the first picture was an animal). The pictures 

were full colour photographs of same items that had been used in the sound version of 

this task, therefore 10 animal pictures and 10 object pictures (approximately 8cm x 

8cm) were each presented twice (once were the second picture was the same, and 

once were it was different). This ensured that each picture was presented equally as a 

first or a second picture. D. S completed this task once. 
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Two exemplar matching 

The task was the same as above, but this time participants had to judge whether two 

pictures were of the same or different animals or objects. The two pictures were 

different, but could be of the same animal or object (i.e. ‘same’ judgement) or of two 

different animals or object (i.e. ‘different’ judgement). Again the pictures were of the 

same items that had been used in the sound version of this task. DS and four control 

participants completed this task once. 

 

Classification tasks  

Sounds  

In this task, participants were played 12 animal sounds and 12 object sounds using the 

‘Sound Recorder’ function in Windows in a random order, and asked a question about 

the sound. The questions concentrated on the semantic aspects of the sounds, such as 

where an animal might be found, or whether and object can be used inside, rather than 

the acoustic or visual aspects associated with the sounds. Each sound was presented 

twice: once where the correct answer was “yes” (i.e. for a cat meowing: “Can this 

animal be kept as a pet?”) and once where it was “no” (i.e. for a cat meowing: 

“Would you expect to find this animal in a zoo”). For each sound category (i.e. animal 

or object sounds) four questions were presented.  

 

Pictures 

This task was similar to the previous task. However participants were presented with 

picture versions of the sounds used. Therefore 12 animal pictures and 12 object 

pictures were presented in a random order, using PowerPoint. For each picture 

participants were asked a question about a semantic aspect of the pictured item and 
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these questions were the same as those that were asked about the sounds, i.e. for a cat 

meowing: “Can this animal be kept as a pet?” 

 

Recognition Task 

This task was adapted and updated from Vignolo (1982) Sound Recognition Task. In 

this task, participants were presented with a sound, and then four pictures, with their 

task being to match the sound to the numbered picture associated with it, by pressing 

the appropriate number on the keyboard. The four pictures represented the target 

sound (i.e. cat meowing), an acoustically related sound (i.e. a baby crying), a 

semantically related sound (i.e. a dog barking) or an odd sound, unrelated to the target 

(i.e. a wasp). This task consisted of 9 animal sound targets and 10 object sound 

targets; therefore there were a total of 19 trials. The sound was played first 

(approximately 2 sec in length), and then following a 1 sec fixation period, the four 

pictures were presented until a response was made. 

 

Results 

The percentage of correct responses of DS in each of the tasks and in each session can 

be found in Table 38. DS’s overall correct responses are analysed and compared to 

control here, however the consistency between the two sessions is also assessed.  

 

Naming 

Figure 35 shows the average percentage of correctly named sounds and pictures.   
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Figure 35: Percentage of correctly named sounds and pictures 

 

Sounds 

Summed across the two sessions he performed, DS scored 24/77 (31.12%) correct. He 

named 9/34 (26.47%) animal sounds correctly and 13/43 (30.23%) object sounds 

correctly. Performance did not differ between the two sessions (overall 13/38 for 

session 1 and 11/39 for session 2; p >0.999) and the contingency coefficient 

confirmed that DS performance was consistent across sessions (c = 0.525, p < 0.001). 

 

Control participants correctly named 70.83% ± 12.98 of all sounds correctly. Of these 

they named 69.49% ± 16.15 of animal sounds correctly and 72.86 % ± 11.02 of object 

sounds correctly. 

 

Pictures 

Summed across the two sessions, DS correctly named 61/78 (78.21%) of the pictures 

correct. He named 20/34 (58.82%) animal pictures correctly and 41/44 (93.18%) 

object pictures correctly. Performance did not differ between the two sessions (overall 

30/39 for session 1 and 31/39 for session 2; McNemar: p >0.999) and was also 

consistent across the sessions, c = 0.309, p=0.043. 
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The control participants named 99.72% ± 1.76 of the pictures correctly. Of these 

99.34% ± 2.69 of the animal pictures were named correctly and 100% ± 0 of the 

object sounds were named correctly. 

 

A four-way loglinear analysis was conducted to compare DS’s naming performance 

to control participants. The factors were participant (DS vs. control), stimuli type 

(sound vs. picture), stimuli category (animal vs. object) and accuracy (correct vs. 

incorrect). 

 

A significant interaction between patient and task was found, χ2(1) = 4.293, p = 

0.038, showing that DS was significantly worse at naming sounds compared with 

naming pictures, compared with control participants. 

 

The interaction between task and accuracy revealed that overall, participants were 

more accurate at naming pictures than sounds, χ2(1) = 24.092, p < 0.001. 

 

There was also a significant interaction between participant and accuracy, χ2(1) = 

34.082, p < 0.001, revealing that DS was significantly more inaccurate than control 

participants.  
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Figure 36: Percentage of correct responses in sound matching tasks 

 

The average percentage of correct responses for DS and each control participants in 

the two matching tasks can be found in Figure 36.  

 

Exact matching: DS’s correctly matched 79/80 (98.75%) across the two sessions. DS 

correctly matched 39/40 animal sounds (98.75%) and 40/40 object sounds (100%). 

DS performed at ceiling in one of the sessions (39/40 for session 1 and 40/40 for 

session 2) therefore tests of consistency could not be performed.  

The average performance of the control participants was 39.8/40, (99.5% ± 0.44) and 

these participants correctly matched 19.89/20 animal sound (99.5% ± 0.33) and 

19.89/20 object sounds (99.5% ± 0.33). 

 

DS performed within 3 SD’s of the controls performance, however to confirm that 

performance did not differ relative to the controls, a modified t-test was performed 

(Hulleman & Humphreys, 2007). This revealed that there was no difference between 

DS and the control participants overall F(1, 8) = 0.370, p = 0.299, nor when animal 
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and object sounds were analysed separately (animal sound: F(1, 8) = 1.24, p = 0.233; 

object sound: F(1, 8) = 0.10, p = 0.175). 

 

Two exemplar matching: DS correctly matched 56/80 (70%) of the sounds, across 

the two sessions. He correctly matched 27/40 (67.5%) animal sounds and 29/40 

(72.5%) object sounds. There were 18 errors to ‘same’ items and 6 errors to 

‘different’ trials. DS’s performance did not differ between the two sessions (overall 

28/40 for session 1 and 28/40 for session 2; McNemar: p > 0.999). In this case the 

contingency coefficient was not significant suggesting that performance was not 

consistent between the two sessions, c = 0.071, p=0.651.  

 

Average performance of the control participants was 36.5/40 (91.25% ± 2.65), with 

18.44/20 animal sounds being matched correctly (92.2% ± 1.51) and 18.11/20 (90.5% 

± 1.62) object sounds matched correctly. DS’s performance fell below 3 SD’s of the 

control participant’s performance. Modified t-tests were performed on the total scores, 

and the animal and object sound scores, to compare DS and control performance. This 

revealed that DS was significantly worse than controls overall, F(1, 8) = 9.39, p 

<0.001. Relative to controls he was significantly impaired both at matching animal 

sounds F(1, 8) = 9.63, p <0.001 and object sounds F(1, 8) = 4.49, p <0.001, when 

they were analysed separately. 

 

Pictures  

Exact matching: DS correctly matched 68/80 (85%) of the pictures correctly, across 

the two sessions. He correctly matched 30/40 (75%) of the animal sounds and 38/40 

(95%) of the object sounds. Performance did not differ between the two session 
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(overall 32/40 for session 1 and 36/40 for session 2; McNemar: p = 0.549). The 

contingency coefficient assessing the consistency of performance, were not significant 

(p = 0.549; c=<0.001, p>0.999). Control participants performed at ceiling level.  

 

Two exemplar matching: DS correctly matched 57/80 (71.25%) pictures correctly in 

across the two session. He correctly matched 25/40 (62.5%) animals correctly and 

32/40 (80%) object pictures correctly. Of the errors, 19 were made to ‘same’ items 

and 6 to ‘different’ items. Performance did not differ between the two sessions 

(overall 29/40 for session 1 and 28/40 for session 2; McNemar: p > 0.999), but it was 

consistent across the sessions, c=0.387, p=0.008. 

 

Control participants correctly matched an average of 38.3/40 (95.8% ± 0.50) sounds. 

Of these they correctly matched 18.67/20 (93% ± 0.50) animal sounds and 19.67 

(98% ± 0.58) of the object sounds. 

 

A three-way loglinear analysis was then performed on DS’s data to assess differences 

in performance in the matching tasks based on stimuli type (sound vs. picture), 

category (animal vs. object) and accuracy (correct vs. incorrect). For the exact 

matching task, there was a significant interaction between stimuli type and accuracy, 

χ2(1) = 5.897, p = 0.015, showing that DS was significantly more accurate in the 

sound matching than the picture matching version. For the two exemplar matching 

task, only the main effect of accuracy was significant, χ2(1) = 13.165, p <0.001, 

showing that DS got more of the comparisons correct than incorrect.  
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Classification tasks 

Figure 37 shows the average performance of DS’s and control participants in the 

sound and picture versions of the classification task. This shows that DS performed 

similarly whether the item was a sound or a picture, and that DS performance was 

lower than that of the control participants 

 

0

20

40

60

80

100

Sound Picture

A
ve

ra
ge

 p
er

ce
nt

ag
e 

co
rr

ec
t

DS

Control

 
Figure 37: Percentage of correct responses on sound and picture versions of the classification 

task 
 

Sounds  

DS correctly answered 64/96 (66.67%) of the questions across the two sessions. DS 

correctly answered 28/48 (58.33%) questions about animal sounds and 36/48 (75%) 

questions about object sounds. Performance between the two sessions did not differ 

(overall 33/48 for session 1 and 31/48 for session 2; McNemar: p = 0.38), however 

the contingency was also not significant, c = 0.105, p = 0.464, suggesting his 

performance was not consistent between the two sessions. 

  

Control participants correctly answered an average of 41.1/48 (85.6% ± 3.10) 

questions correctly. 20.44/24 (85% ± 2.40) questions about animal sounds were 
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answered correctly and 20.67/24 (86.13% ± 1.73) questions about object sounds were 

answered correctly. 

 

Again DS performed outside of 3 SD’s of the control participant’s performance. 

Modified t-test confirmed that DS was significantly impaired at this task overall, 

compared to the control participants F(1, 8) = 7.77, p <0.001. He was impaired both 

when animal and object sounds were analysed separately (animal: F(1, 8) = 6.46, p 

<0.001; object: F(1, 8) = 2.14, p = 0.024). 

 

Pictures 

DS correctly answered 65/96 (67.71%) questions across the two sessions. DS 

correctly answered 26/48 (54.2%) questions about animals and 39/48 (81.25%) 

questions about objects. DS’s performance did not differ across the sessions (34/48 

for session 1, 31/48 for session 2; McNemar: p < 0.581), and was consistent across 

items, c = 0.361, p=0.007.  

 

Control participants correctly answered an average of 46/48 (95.8% ± 1.32) questions 

correctly, with 23.4/24 (95.8% ± 0.88) correctly answered about animals and 22.56/24 

(93.96% ± 0.88) about objects.  

 

DS performed outside of 3 SD’s of the control participant’s performance. Modified t-

tests revealed that the difference between DS’s overall performance and the averaged 

control participants was significant F(1, 8) = 93.73, p <0.001. Further, it was revealed 

that the DS and controls differed significantly for both animal sounds (F(1, 8) = 

12.76, p <0.001) and object sounds (F(1, 8) = 10.80, p <0.001). 
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DS’s performance on the sound and picture versions of this task was assessed using a 

three-way loglinear analysis, with the factors being stimuli type (sound vs. picture), 

stimuli category (animals vs. objects), and accuracy (correct vs. incorrect). This 

revealed a significant main effect of accuracy only, χ2 (1) = 14.338, p = 0.026, 

showing that DS answered more questions correctly than incorrectly.  No other main 

effects or interactions were significant. 
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Figure 38: Percentage of correct responses on sound recognition task 

 

DS correctly matched 20/38 (52.63%) pictures to the sounds, across the two sessions. 

He matched 10/18 (55.55%) animal sounds to the correct picture, and 10/20 (50%) 

object sounds to the correct picture. Of the errors made, half were acoustic and half 

were semantic errors. DS’s performance did not differ between the two sessions 

(10/19 for session 1, 10/19 for session 2; McNemar: p >0.999). In this case his 

performance was not consistent across items (c = 0.344, p=0.11). 
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Control participants by contrast, matched an average of 17.33/19 (91.2% ± 1.4) 

sounds correctly, with 8.67/9 (96.3% ± 0.71) animals matched to the correct picture 

and 8.56/10 (85.6% ± 0.88) objects to the correct picture.  

 

DS performed more than 3 SD’s below the average of the control participants (see 

Figure 38). A modified t-test confirmed that DS was significantly impaired compared 

to controls at the task overall F(1, 8) = 24.18, p <0.001. He was also significantly 

impaired when animal sounds and object sounds were analysed separately (animal: 

F(1, 8) = 24.24, p <0.001; object: F(1, 8) = 14.62, p <0.001). 

 

Loglinear analysis was conducted on DS’s data, with the factors being stimuli 

category (animal vs. object) and accuracy (correct vs. incorrect). This revealed no 

significant main effects or interactions. 

 

DS was also asked to do this task when the sounds were presented at the same time as 

the pictures. On the first session DS correctly matched 13/14 (92.86%) of the sounds 

correctly. He made one semantic error to an environmental sound (responding to a 

picture of a car, when the sound was a helicopter). However due to a technical error, 

five responses were not recorded. A second assessment using this task however, 

revealed that DS matched only 9/19 (47.36%) of the sounds correctly. 

 

Comparison between tests 

DS’s performance on all of the tests was compared. A four-way loglinear analysis was 

conducted and the factors in this analysis were task (naming, matching, classification, 
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recognition), stimuli type (sound vs. picture), stimuli category (animal vs. object), , 

and accuracy (correct vs. incorrect).  

 

A significant interaction between task, stimuli and accuracy was found, χ2(1) = 22.54, 

p<0.001. This interaction reflects the fact that DS’s performance was worse on 

naming than on the classification and matching tasks, particularly for sounds. 

 

A significant interaction between stimuli, category and accuracy was also found, χ2(1) 

= 4.989, p = 0.026. This interaction arose because DS’s performance was worse on 

animals compared to objects, with this effect being stronger for pictures. 

 

Discussion 

The tasks employed here aimed to investigate different aspects of DS’s auditory 

recognition, and how these abilities are related to his visual recognition. Firstly DS 

was poorer at naming sounds relative to controls, whereas DS did not differ from 

controls in his ability to name pictures. Both DS and controls were poorer at naming 

sounds than pictures. DS’s naming performance did not differ between animals and 

objects however. 

 

The matching tasks were performed to assess the existence of apperceptive or 

associative impairments which may explain DS naming impairments. The exact 

matching task (i.e. assessment of apperceptive problems) revealed that DS was 

unimpaired at the sound version of the task, but showed some impairment on the 

picture version of the task, relative to controls, particularly to animal stimuli. The two 
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exemplar task (i.e. assessment of associative problems) showed that DS was impaired 

relative to controls on both the sound and picture versions of the matching task.  

 

The classification task also assessed associative abilities by investigating how well 

DS could relate sounds and pictures to semantic knowledge about animal and object 

sounds.  DS was again impaired at both sound and picture versions of the task relative 

to controls, and was particularly poor at answering questions about animals.  

 

The recognition task aimed to assess DS’s ability to associate sounds with pictures. 

DS was impaired at this task, relative to controls, but his performance did not differ 

between animal and object sounds. In addition there was no difference in the number 

of acoustic and semantic errors. This therefore suggests that though DS has problems 

matching sounds to their associated pictures, this deficit is not specifically due to 

either apperceptive or associative impairments.  

 

Finally DS’s performance on the naming tasks, the two matching tasks and the 

classification tasks for animal and environmental sounds and pictures, were 

compared. DS’s performance with pictures was similar between all tasks, but for 

sounds, he was less accurate at the naming tasks than the other three tasks. In addition 

for the picture tasks, DS was more inaccurate for animals than object pictures, 

whereas for sounds there was no difference between animal and object sounds.  

 

These tasks therefore suggest that DS has more of an associative impairment for 

animals and objects, which is particularly apparent for animal pictures compared to 

object pictures or sounds.  It is also interesting to note that, at least for naming, DS 
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tended to be consistent (there was some inconsistency across items, but this arose on 2 

AFC tasks, and inconsistency could result from guessing (a 50% probability of being 

right or wrong by chance). Item-specific consistency in naming fits with an argument 

that there is a central semantic deficit. 

 

The following experiment investigates similar tasks, but with musical instruments and 

speech.  

 

Experiment 2b: Musical instruments and Speech 

Naming 

Sounds 

Table 39 shows the music instrument sound clips that were used in the following 

tasks. Eighteen 3.5sec musical instrument sound clips were presented in a random 

order, and played using the “Sound Recorder” function in Windows. Each was named 

by DS and nine control participants once. 

 

Pictures 

Picture versions of the 18 music instruments were also used in the following tasks. 

These pictures measured approximately 8cm x 8cms and each was named once by DS 

and nine controls. The pictures were presented in a random order using PowerPoint. 
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Matching Tasks 

Sounds  

Exact matching 

The procedure of this task was the same as for the animal and object sound task, i.e. 

participants had to indicate whether the two sound clips were exactly the same or 

completely different. In this task however, participants were presented with pairs of 

musical clips (each clip for 3.5secs) with a 2sec fixation period between the two clips.  

The participants tasks was to judge whether the sounds were the same (i.e. same 

instrument and same tune) or different (i.e. different instrument and tune). 

 

Eighteen musical instrument clips were presented twice: once where the second clip 

was exactly the same, and once were it was completely different. Therefore this task 

included a total of 36 trials. 

 

Two exemplar matching 

In this task, participants were again presented with two music clips, to which they had 

to indicate whether the sounds were the same or different. However for the “same” 

trials, participants were presented with two different tunes that were played on the 

same instrument. Therefore the task was to judge whether the tunes were played on 

the same instrument or not, regardless of what the actual tune was. Eleven musical 

instrument clips were presented twice: once where the second clip was a different 

tune, but the same instrument, and once were it was both a different tune and 

instrument. Therefore this task included a total of 22 trials. 
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Pictures 

Exact matching 

This task was the same as that for the sounds; however participants had to make 

same/different judgements to pictures rather than sounds. 

 

Two exemplar matching 

This task was the same as that for the sounds; however participants had to make 

same/different judgements to pictures rather than sounds. 

 

Tune Recognition 

In this task, participants were played two tunes played on a piano, and their task was 

to indicate whether the tunes were exactly the same, or different. On half the trials the 

two tunes were the same. In the remaining trials the two sounds were different, 

however the difficulty level of these trials differed: a third of these trials were at an 

easy level, with three notes differing between the two tunes, a third at an intermediate 

level, with two notes differing between the two tunes and the remaining third of the 

trials being at a difficult level, differing by only one note.  

 

Classification tasks 

Sounds 

In this task 12 music clips were presented and one of four questions was asked about 

the sound, focusing on how the instrument was played (i.e. “do you blow this 

instrument?”). Again each music clip was played twice, once with a positive answer 

and once with a negative answer 
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Pictures 

In this task 12 pictures of musical instruments were presented twice (once with a 

positive answer and once with a negative answer), and one of four questions was 

asked about the sound, focusing on how the instrument was played (i.e. do you blow 

this instrument?)  

 

Recognition Task  

In this task, participants were presented with a tune for 3.5sec, and then 2sec of 

fixation, followed by two pictures of musical instruments, with their task being to 

indicate which musical instrument the tune had been played on. This task consisted of 

18 trials. 

 

Speech 

Speech recognition abilities were assessed using subscales of the Psycholinguistic 

Assessments of Language Processing in Aphasia (PALPA). The two tests were 

chosen as those that most closely reflected the tasks used for the other sound types, 

namely the spoken word-picture matching task and a spoken word matching task. 

 

Spoken word-picture matching task 

This task was therefore similar to the sound recognition tasks used for the other sound 

categories. The patient listened to a word spoken by the experimenter (with the mouth 

covered to avoid lip reading), and then was asked to match it to one of three line 

drawn pictures. One of these pictures was the target, a second was semantically 

related, and a third was acoustically related.  
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Spoken word matching task 

This task was similar to the sound matching tasks used for the other sound categories. 

This task required DS to determine whether two spoken words were the same or 

different to each other. Again the words were spoken by the experimenter (with the 

mouth was covered). When different, the two words could differ in the placement of 

the difference and the frequency of the word.  

 

Results 

The percentage of correct responses of DS in each of the tasks and in each session can 

be found in  

Table 40. Like the assessment of animals and objects, DS’s average correct responses 

are analysed and compared to control here, and the consistency between the two 

sessions is also assessed.  

 

Naming 

Figure 39 shows the average percentage of correctly named musical instrument 

sounds and picture. This shows that DS was impaired relative to controls, at naming 

both sounds and pictures, and that controls were marginally better at naming pictures 

compared to sounds.  
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Figure 39: Percentage of correctly named musical instrument sounds and pictures 

 

Sounds 

DS correctly identified 9/36 (25%) instruments correctly, across the two sessions. He 

named 3/36 (8.33%) musical instruments correctly, but mimed 6/36 (16.67%) of the 

instruments. Performance did not differ across the two sessions, (5/18 for session 1, 

4/18 for session 2; McNemar: p > 0.999), and the contingency coefficient suggests 

that the performance was consistent across these session (c = 0.491, 0.017). 

 

Control participants correctly named an average of 70.99% (± 15.66) of the musical 

instruments correctly. 

 

Pictures 

DS correctly identified 21/36 (58.33%) of the musical instruments across the two 

sessions. He named 5/18 (13.89%) and mimed 16/18 (88.89%) musical instruments 

correctly. Performance did not differ between the two sessions (session 1 9/18, 

session 2 12/18; McNemar: p = 0.51), however the contingency coefficient was also 

not significant, suggesting performance was not consistent between sessions, c = 

<0.001, p>0.999. 
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Control participants correctly named 83.95% (± 10.56) of the musical instruments 

correctly. 

 

A three-way loglinear analysis was conducted to compare DS performance to 

controls. The factors were participant type (DS and control), stimuli type (sound vs. 

picture) and accuracy (correct vs. incorrect). A significant interaction between task 

and accuracy, χ2(1) = 4.580, p = 0.032, revealed that participants were more accurate 

at naming pictures than sounds. An interaction between participant and accuracy, 

χ2(1) = 9.135, p = 0.003, revealed that control participants were more accurate than 

DS. 

 

Naming performance of musical instruments was then compared to that of naming 

animals and objects. The score for animal and objects was summed and a loglinear 

analysis was conducted, with the factors being participant (DS vs. control), stimuli 

category (musical instruments vs. animals and objects), stimuli type (sounds vs. 

pictures) and accuracy (correct vs. incorrect).  

 

This revealed a significant interaction between stimuli type and patient, χ2(1) = 4.481, 

p = 0.034, showing that DS was significantly poorer at naming sounds than control 

participants, but did not differ to controls in picture naming. 

 

Participants was also significantly less accurate at naming sounds than pictures, χ2(1) 

= 36.125, p < 0.001. 

 

DS was also less accurate than control participants, χ2(1) = 33.013, p < 0.001. 
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Figure 40: Percentage of correct responses in instrument matching tasks 

 

Exact matching: DS correctly matched 61/72 (84.72%) music clips across the two 

sessions, and performance did not differ between the two sessions (session 1 28/36, 

session 2 33/36; McNemar: p = 0.23), and was consistent across these sessions, c = 

0.627, p<0.001.  

 

Control participants matched 35.44/40 (98% ± 0.73). DS’s performance was below 3 

SD’s of the control participants (see Figure 40). Modified t-test revealed that DS 

performed significantly lower than the control participants F(1, 8) = 41.44, p = 0.042. 

 

Two exemplar matching: DS correctly matched 26/44 (59%) of the music clips over 

the two sessions, with more errors being made to ‘same’ pairs, than ‘different’ pairs. 

Performance did not differ across the two sessions (14/22 for session 1, 12/22 for 

session 2; McNemar: p = 0.73), however it was also not consistent across these 

sessions (c=0.251, p =0.225). 
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In contrast, control participants correctly matched 18.67/22 (84% ± 1.41). DS 

performed outside of 3 SD’s of the control participants’ performance. Modified t-tests 

confirmed that this difference was significant F(1, 8) = 14.74, p < 0.001. 

 

Pictures 

Exact matching: DS correctly matched 68/72 (94.4%) pictures correctly across the 

two sessions. Consistency between sessions could not be assessed as DS performed at 

ceiling in one of the sessions (32/36 for session 1, 36/36 for session 2). Control 

participants also performed at ceiling in this task. 

 

Two exemplar matching: DS correct matched 28/44 (63.6%) pictures correctly 

across the two sessions. Performance did not differ between the two sessions (15/22 

for session 1, 13/22 for session 2; McNemar: p = 0.73), but was also not consistent 

across these sessions, c = 0.22, p =0.29.  

 

In contrast five controls were tested on this task, and they correctly matched 20.2/22 

(91.8% ± 4.02). A modified t-test revealed that the performance of DS was 

significantly poorer, F(1, 4) = 1.98, p = 0.021, than controls.  

 

Loglinear analysis was then performed on DS’s data to assess differences in 

performance in the matching tasks based on stimuli type. For the exact matching task, 

there was a borderline interaction between task and accuracy, χ2(1) = 3.748, p = 

0.053, showing that DS was significantly more accurate in the picture matching than 

the sound matching version. 
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For the two exemplar matching task, there were no significant main effects or 

interactions. 
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Figure 41: Percentage of correct responses on tune matching task 

 

DS correctly recognised 32/60 (53.33%) tunes across the two sessions, with the 

majority of errors due to responding ‘different’ on ‘same’ trials. Performance did not 

differ between the two sessions (15/30 for session 1, 17/30 for session 2; McNemar: p 

= 0.75), and there was a trend towards consistency between the two sessions, c= 

0.319, p = 0.065. 

 

In contrast, control participants correctly matched 27.3/30 (91% ± 3.08) tunes. DS 

again performed below 3 SD of the mean of the control participants’ performance (see 

Figure 41). Modified t-tests confirmed this difference between DS and control 

participants F(1, 8) = 12.17, p <0.001.   
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Figure 42: Percentage of correct responses on sound and picture versions of the instrument 

classification task 
 

DS correctly answered 28/48 (58.33%) of the questions across the two sessions, 

whereas control participants correctly answered an average of 23.22/24 (96.8% ± 

0.67) questions correctly. DS’s performance did not differ between the two sessions 

(12/24 for session 1, 16/24 for session 2; McNemar: p = 0.42), however performance 

was also not consistent between these sessions, c = 0.174, p=0.386. 

 

Again DS performed outside of 3 SD’s of the control participant’s performance (see 

Figure 42). Modified t-tests confirmed that the difference to controls was significant 

F(1, 8) = 38.25, p < 0.001. 

 

Pictures 

DS correctly answered an average of 17/24 (71%), whereas control participants 

correctly answered an average of 23.11/24 (96.3% ± 0.60) questions correctly (DS 

only performed this task once, therefore consistency was not measured). 
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Again DS performed outside of 3 SD’s of the control participant’s performance (see 

Figure 42). Modified t-test confirmed that DS’s performance was significantly lower 

than that of the control participants F(1, 8) = 93.33, p <0.001.  

 

Loglinear analysis was performed on DS’s data, with the factors being stimuli type 

(sound vs. picture) and accuracy (correct vs. incorrect). This revealed that DS was 

more incorrect than correct, χ2= 4.143, p = 0.042. 
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Figure 43: Percentage of correct responses on instrument recognition task 

 

DS correctly matched an average of 26/36 (72.22%) instrument clips to the 

appropriate pictures. McNemar test revealed that performance was significantly better 

in the second session (10/18 for session 1, 16/18 for session 2, p = 0.031), and 

performance was not consistent between sessions, 0.368, p=0.094. 

 

Control participants correctly matched an average of 17.22/18 (94.44%; SD = 0.67). 

Therefore DS again performed below 3 SD of the mean of the control participants’ 
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performance (see Figure 43). However modified t-test revealed that DS’s performance 

was not significantly different from the control participants F(1, 8) = 36.43, p = 

0.095. 

 

DS also completed this task with the sounds and pictures appearing at the same time, 

rather than separated. He correctly matched 16/18 (88.9%) sounds to pictures. Despite 

being higher that the average score when the sounds were presented before the 

picture, this score is actually the same as that achieved in the second session of the 

latter task.  

 

Speech 

Spoken word-picture matching task: DS correctly matched 35/40 (87.5%) words, 

which was below the level of the 31 control participants tested using the PALPA 

39.29/40 (98.3%, SD = 1.07); DS performed below 3 SD’s of the mean for the control 

participants. 

 

Spoken word matching task: DS correctly matched 62/72 (86.1% - same: 31/37; 

different: 31/37). Norms acquired from 24 normal participants revealed an average 

performance of 70.4/72 (97.7% - same: 35.5/37; different: 34.9/37, SD = 1.68). DS 

performed below 3 SD’s of the mean for the control participants. 
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Summary of findings 

 

Table 35: Summary of DS's performance 

   Matching     

 Naming Exact 

Two 

exemp. Classif. SRT/ Tune 

 S P S P S P S P IRT Recog 

Animal          n/a 

Object          n/a 

Music          

= impaired; = unimpaired; S= sound; P=picture; 
SRT = Sound Recognition Task; IRT = Instrument Recognition Task 

 

Table 35 is a summary of DS performance on the animal, object and music tasks, 

which shows that he was impaired on most tasks, except for the exact matching tasks 

for animal and object sounds and the recognition task for musical instruments. 

 

Discussion 

Music 

The same tasks that were carried out with animals and objects were also investigated 

with musical instruments. DS was impaired relative to control at naming musical 

instruments, though he could mime more instruments than he could name. In addition 

in comparison to naming of animals and objects, DS was poorer at naming musical 

instruments.  
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His performance on the exact matching tasks revealed that he was impaired compared 

to control at matching musical instrument sounds but relatively unimpaired at 

matching pictures of musical instruments. Performance on the two exemplars 

matching task revealed that DS was impaired at matching both sounds and pictures.  

 

DS was also impaired on both the sound and the picture versions of the classification 

task, compared to control participants. 

 

This pattern of performance is similar to that of the non-musical sounds, in that he 

appears to have a stronger associative deficit compared to apperceptive impairments. 

He was more impaired at tasks involving musical instruments, than non-music items 

however. 

 

Speech 

DS performance on the matching tasks of the PALPA revealed that he was impaired 

at both matching spoken words to pictures, and matching pairs of spoken words, in 

comparison to control, suggesting that he has verbal recognition impairments also. 

 

General Discussion 

The current study aimed to investigate auditory recognition abilities of a patient with 

left frontal lobe, to determine how such impairments are related to visual recognition 

abilities and to investigate how sound category effects recognition. Tasks were used 

that aimed to investigate different aspects of auditory recognition, in a similar way to 

studies of visual recognition. A number of tasks were employed to assess recognition 

abilities (i.e. sound naming, picture naming and sound-picture matching tasks), 
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apperceptive impairments (i.e. exact matching of two stimuli) and associative 

impairments (i.e. matching of two exemplars of stimuli, sound-picture matching and 

classification tasks).  

 

Consistency 

Overall DS’s performance appeared to be consistent across the two sessions of each 

task, suggesting that the deficits in his performance were due to a semantic 

impairment, rather than due to a disorder of access to the correct representation 

(Warrington et al., 1984). In a number of tasks however, DS’s performance was not 

consistent. In such tasks, DS generally had to make a forced choice response with one 

of two answers and it is possible that on some trials he guessed at the correct answer. 

This could lead to an inconsistent pattern of responding since an item guessed 

correctly in one session might be guessed incorrectly in the next. Overall the data fit a 

pattern of item-consistency.  

 

Recognition abilities 

DS showed deficits compared to controls in naming of all sound types; he was most 

impaired at naming musical instruments, followed by animal sounds and object 

sounds.  

 

DS was generally better at naming pictures compared to sounds; however he was still 

impaired, relative to controls. He was particularly impaired at naming pictures of 

musical instruments and also animal pictures, however remained unimpaired at 

naming pictures of objects. 
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This dissociation between animal and object picture naming (and to a smaller extent 

between animal and object sound naming) appears to suggest a category-specific 

impairment for animal sounds.  

 

It is possible however that people are less familiar with animal sounds and pictures 

than object sounds and picture. The number of easily recognisable sounds however is 

actually quite small (Kraut et al., 2006), therefore a fairly small selection of sounds 

were used in each task, and the most familiar of these categories were chosen, 

therefore it is unlikely that the sounds used were truly unfamiliar. A number of studies 

have found that  when the familiarity and frequency of the stimuli are controlled for 

category-specific impairments disappeared (Stewart et al., 1992; Funnell and 

Sheridan, 1992; Gaffan and Heywood, 1993, cited in Caramazza and Shelton, 1998). 

In contrast Caramazza and Shelton (1998) found that category-specific deficits 

remained, even when familiarity and frequency were controlled for. In the current 

study, familiarity and frequency were not controlled, however the sounds were rated 

for familiarity by 11 young control participants, which revealed no significant 

differences between animal, environmental sounds or music, suggesting that 

familiarity is not an explanatory factor in DS impairment with animal sounds. Also 

DS’s performance was compared to control participants; therefore presumably any 

difference in familiarity and frequency between categories would also affect the 

control participants. 

 

The participants were also asked to match animal sounds, environmental sounds and 

musical instrument sound clips to pictures of the associated sounds. DS was impaired 

compared to controls at matching animal and environmental sounds to the relevant 
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pictures; however he made equal amounts of acoustic and semantic errors, suggesting 

that his deficit is not overly due to either an apperceptive or associative impairment. 

In contrast DS was relatively unimpaired at matching instrument sounds to pictures of 

the instruments, despite having the poorest performance at naming items in this 

category.  

 

DS performance on the recognition tasks (i.e. sound-picture matching) when the 

sounds appeared simultaneously with the pictures revealed little difference to when 

the sound presentation was temporally separated from the picture presentation. This 

suggests that DS does not benefit from using the pictures as cues when the sounds and 

pictures appear together.  

 

One reason for this difference between animal and environmental sounds, and musical 

instruments, is that the matching task for animal and environmental sounds had four 

answer options, (correct answer, semantic foil, acoustic foil and odd item), whereas 

the musical instrument matching task had only two answer options. Therefore the 

musical task may have been much easier for DS to do, compared to the sound 

recognition task.   

 

Alternatively DS’s difficulty at naming musical instruments sounds and pictures may 

indicate an apperceptive impairment for musical instruments, while intact 

performance at the sound-picture matching may indicate spared associative abilities. 

His poor performance on the exact matching task for musical instruments supports 

this as perceptive abilities are needed to perform this task. DS performance on the two 

exemplars matching task does not fit the proposed pattern of impairments, as if DS 
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has spared associative abilities, he should be unimpaired at this task; however he 

performed below the level of control participants 

 

Apperceptive Deficits 

Apperceptive deficits are difficulties in recognising the perceptual aspects of a 

stimulus. The exact matching tasks investigated this ability as they required 

participants to consider the physical aspects of the stimuli in order to accurately 

determine whether two sounds were exactly the same. DS was unimpaired at 

matching pairs of animal sounds and environmental sounds, but he was impaired 

when asked to match musical instrument sounds. When asked to match pictures 

however, DS was unimpaired at matching both object pictures and musical instrument 

pictures however he did show impairments in matching animal pictures.  

 

This pattern of findings suggest that DS does not have an apperceptive deficit for 

environmental sounds or pictures, or animal sounds, but does for animal pictures and 

music sounds.  

 

DS difficulties with music were investigated further by determining whether he also 

had difficulties with melody recognition. In this task, DS was asked to indicate 

whether two tunes were exactly the same or different. DS was also impaired at 

melody recognition when compared to controls; therefore his impairments with 

musical stimuli extend across musical instruments to melody also.  
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Associative Deficits 

Associative abilities enable people to match different exemplars of target stimuli. DS 

was impaired at matching two exemplars of animal sounds, environmental sounds and 

musical instruments.  

 

DS and the controls were also asked semantic questions about the sound and picture 

stimuli. This revealed that DS was impaired at answering questions about all sound 

categories, but was more impaired at answering questions about animal sounds 

compared to environmental sounds. This dissociation was stronger when asked to 

complete the same task with pictures. This therefore suggests that DS has a general 

associative problem for animals, which results in impairments in answering questions 

about animal sounds and pictures, but also in matching two exemplars of animal 

sounds.  

 

He was also impaired at answering questions about musical instruments from their 

sounds and from their pictures.  

 

These tasks suggest that DS has deficits in associating different sound and different 

picture exemplars and also in associating sounds and pictures to semantic knowledge 

about these stimuli.  

 

DS completed most of the task on two separate occasions, enabling consistency in his 

responses to be measured. For all tasks, except the instrument recognition task, there 

were no significant differences between the two sessions. In contrast contingency 
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coefficients were not significant for musical instrument picture identification, the 

majority of the matching tasks, the sound classification tasks or the recognition tasks 

Importantly, the deficits in auditory recognition reported here occurred in the absence 

of significant hearing impairments, as pure tone audiometry revealed that DS had 

mild impairment for his age in the higher frequency ranges only.  

 

This study also reveals auditory recognition impairments, in the absence of temporal 

lobe damage, as is usually required for such deficits. Rather, DS had a large lesion of 

the left frontal lobe. Few studies have reported auditory recognition disorders in the 

absence of temporal lobe lesions, however Johkura et al. (1998) reported a patient 

who had a small lesion in the inferior colliculi, but no lesions of the temporal lobes. 

This patient was impaired at environmental sound identification and familiar song 

identification, but unimpaired at tone discrimination and melody discrimination. The 

current study also found impaired environmental sound identification, but impaired 

rhythm discrimination also. 

 

A key feature about the current study is the attempt to develop auditory counterparts 

to common tasks used to assess visual recognition disorders. A number of studies 

have made attempts to investigate the dissociations between apperceptive and 

associative auditory processing disorders (Buchtel et al., 1989; Clarke et al., 1996; 

Vignolo, 1982; Mendez, 2001). However few studies have looked at these 

dissociations as a function of sound category, or in relation to visual recognition 

abilities. The current study therefore gives a clearer assessment of possible auditory 

processing disorder. Further research with patient with temporal lobe lesions, using 

the current assessment battery is now warranted to assess the existence of auditory 
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apperceptive/associative deficits, auditory category-specific impairments, and the 

relationship between auditory and visual processing disorders.  

 
 
Table 36: Animal sounds and pictures used in experimental tasks 

Tasks Item 
No. of controls 
named sounds 

No. of controls 
named pictures

aa, ab, ac, srt Cat 9 9 
ac, srt Chimp 9 9 
aa, ab Cockerel 8 9 
aa, ab, ac, srt Cow 9 9 
aa, ab, ac, srt Dog 9 9 
Ac Dolphin 9 9 
aa, ab, ac Duck 9 9 
Ac Elephant 9 9 
aa, ab, ac, srt Frog 9 9 
Srt Goat 9 9 
aa, ab, srt Horse 4 9 
ac, srt Lion 9 9 
aa, ab Owl 9 9 
Ac Parrot 9 9 
aa, ab, ac Pig 9 9 
aa, ab, ac Sheep 9 9 
Srt Wasp 9 9 

aa = Exact Match; ab = Two Exemplar Match; ac = 
Classification Task; srt = Sound Recognition Task 
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Table 37: Object sounds and pictures used in experimental tasks 
 

Tasks Item 
No. of controls 
named sounds 

No. of controls 
named pictures

aa, ab, srt Airplane 6 9 
Srt Alarm clock 8 9 
aa, ab, srt Camera 0 9 
ac Car horn 9 9 
ac Chopping 9 9 
ac Cork  9 9 
aa, ab Doorbell 9 9 
ac Drill 9 9 
Srt Gun 9 9 
aa, ab, ac Hammer 9 9 
Srt Heels 9 9 
ac, srt Helicopter 9 9 
ac Motorbike 9 9 
aa, ab, ac Saw 9 9 
Srt Shower 9 9 
aa, ab, ac, srt Sweeping 9 9 
aa, ab, ac, srt Telephone 9 9 
aa, ab, ac Toilet 9 9 
ac Toothbrush 9 9 
aa, ab, srt Train 9 9 
aa, ab Typewriter 9 9 
Srt Wind 9 9 
aa = Exact Match; ab = Two Exemplar Match; ac = 
Classification Task; srt = Sound Recognition Task 
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Table 38: Percentage of correct responses of DS in each animal and object task and in each 
session 
 

Task 
Stimuli 
Type 

Stimuli 
Category 

Session 
One score 
(%) 

Session 
Two score 
(%) 

Sound Animal 23.53 29.41 
 Object 33.33 27.27 
 Total 28.95 28.21 
Picture Animal 58.82 58.82 
 Object 90.91 95.45 

Naming  Total 76.92 79.49 
Sound Animal 95.00 100.00 
 Object 100.00 100.00 
 Total 97.50 100.00 
Picture Animal 70.00 80.00 
 Object 90.00 100.00 Matching: 

Exact   Total 80.00 90.00 
Sound Animal 70.00 65.00 
 Object 70.00 75.00 
 Total 70.00 70.00 
Picture Animal 65.00 60.00 
 Object 80.00 80.00 Matching:  

Two exemplar   Total 72.50 70.00 
Sound Animal 58.33 58.33 
 Object 79.17 70.83 
 Total 68.75 64.58 
Picture Animal 58.33 50.00 
 Object 83.33 79.17 

Classification  Total 70.83 64.58 
 Animal 55.56 55.56 
 Object 50.00 50.00 

Recognition   Total 52.63 52.63 
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 Table 39: Musical instruments used in experimental tasks 
 

Task Instrument 
No. of controls 
named sounds 

No. of controls 
named pictures 

ma, mb,  irt accordion 9 9 
ma, mc, irt bagpipes 9 9 
ma, mc, irt cello 9 9 
ma, mc,  irt clarinet 9 9 
ma, mb, mc irt drums 9 9 
ma, mb, mc, irt flute 9 9 
ma, mb, mc, irt guitar 9 9 
ma, mb, irt harmonica 9 9 
ma, mb, mc, irt harp 9 9 
ma, irt oboe 9 9 
ma, mb, irt organ 9 9 
ma, mb, irt piano 9 9 
ma, mc, irt saxophone 9 9 
ma, mc,  irt tambourine 9 9 
ma, mb, mc, irt trumpet   9 9 
ma, irt tuba 9 9 
ma, mb, mc, irt violin   9 9 
ma, mc, irt xylophone 9 9 
ma = Exact Match; mb = Two Exemplar Match; ac = 
Classification Task; irt = Sound Recognition Task 
 

 
Table 40: Percentage of correct responses of D.S. in each musical instruments task and in each 
session 
 

Task 
Stimuli  
Type 

Session One
(%) 

Session Two 
(%) 

Sound 27.78 22.22 
Naming Picture 50.00 72.22 

Sound 77.78 91.67 Matching: 
Exact  Picture 88.89 100.00 

Sound 63.64 54.55 Matching:  
Two exemplar  Picture 68.18 59.09 

Sound 50.00 66.67 
Classification Picture 70.83 not tested 
Recognition  55.56 88.89 
Tune recognition   50.00 56.67 
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